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Critical behavior and collective modes at the superfluid transition in amorphous systems
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We investigate the critical behavior and the dynamics of the amplitude (Higgs) mode close to the superfluid-
insulator quantum phase transition in an amorphous system (i.e., a system subject to topological randomness).
In particular, we map the two-dimensional Bose-Hubbard Hamiltonian defined on a random Voronoi-Delaunay
lattice onto a (2 + 1)-dimensional layered classical XY model with correlated topological disorder. We study
the resulting model by laying recourse to classical Monte Carlo simulations. We specifically focus on the scalar
susceptibility of the order parameter to study the dynamics of the amplitude mode. To do so, we harness the
maximum entropy method to perform the analytic continuation of the scalar susceptibility to real frequencies.
Our analysis shows that the amplitude mode remains delocalized in the presence of such topological disorder,
quite at odds with its behavior in generic disordered systems, where the randomness localizes the Higgs mode.
Furthermore, we show that the critical behavior of the topologically disordered system is identical to that
of its translationally invariant counterpart, consistent with a modified Harris criterion. This suggests that the
localization of the collective excitations in the presence of disorder is tied to the critical behavior of the quantum

phase transition rather than a simple Anderson-localization-type interference mechanism.

DOLI: 10.1103/PhysRevB.110.024206

I. INTRODUCTION

It is well established that quantum phase transitions in
many-body systems are deeply impacted by quenched dis-
order. Research over the past few decades has shown that
random disorder typified by vacancies, defects, and other
types of impurities can trigger a plethora of exciting novel
phenomena such as quantum Griffiths phases [1-3], infinite-
randomness criticality [4,5], other unconventional critical
points [6,7], as well as smeared transitions [8]. Classification
schemes [9,10] for these phenomena have been put forward
according to the behavior of the disorder strength under coarse
graining and on the importance of rare disorder fluctuations
(for reviews see, e.g., Refs. [11]). Many of these exotic phe-
nomena have now been realized experimentally [12-22].

The majority of the investigations in the literature on disor-
der effects at quantum phase transitions have been restricted
to the thermodynamic behavior. Only recently, attention has
focused on the effects of impurities on the dynamics of excita-
tions hosted by many-body systems near quantum criticality.
Of particular interest is the role that impurities play for the
properties of the amplitude (Higgs) modes and the Goldstone
modes that emerge when a continuous symmetry is sponta-
neously broken.

Indeed, the question of disorder effects on the ampli-
tude modes has gathered a renewed impetus, as these modes
can now be experimentally realized in various magnetic, su-
perconducting, cold atom, and charge-density-wave systems
[23,24]. In the case of clean systems, amplitude modes can be
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identified as sharp excitations in the symmetry-broken phase,
close to the critical point [25-27]. More recently, a number
of studies investigating the effects of disorder on collective
excitation have come to the fore. A series of papers [28-30]
has revealed that the amplitude mode obtained at a superfluid-
Mott glass transition is localized by the quenched impurities.
Furthermore, it has been shown that, in accordance with the
Goldstone theorem, only the lowest-lying Goldstone mode
remains delocalized.

Even though there is ample evidence suggesting the lo-
calization of collective modes, the mechanism underlying the
localization is not fully resolved. Does it hinge on a simple
Anderson-localization type interference mechanism [31] or is
it tied to the critical behavior of the underlying quantum phase
transition via mode coupling effects?

To shed light on this question, we study the collec-
tive excitations, particularly the amplitude mode near the
superfluid-insulator transition on a random Voronoi-Delaunay
(VD) lattice [32], where the disorder is exemplified by the
random connectivity of the lattice sites. (This type of disorder
is often called topological disorder.) Random VD lattices are
commonly found in nature in the form of amorphous mate-
rials, foams, animal skins, muscle fibers, and plant tissues
and are used in different applications ranging from mate-
rial science to astronomy [32-34]. It is now known that the
Harris criterion [35] gets modified on such topological lat-
tices because the disorder displays strong anticorrelations. It
thus decays qualitatively faster with increasing length scale
than generic quenched disorder [36]. The relevancy of the
disorder operator is now set by a modified criterion which
states that in the case of topological disorder, the clean crit-
ical behavior is destabilized by impurity fluctuations if the
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inequality (d + 1)v > 2 is violated. Here v is the correlation
length critical exponent and d is the space dimensionality of
the system. It is well known, for instance, that the random
connectivity disorder is irrelevant at the critical point of the
three-dimensional (3D) Ising model [37,38], in accordance
with this modified Harris criterion. In contrast, it was shown
in Ref. [39] that Anderson localization on a two-dimensional
random VD lattice is not affected qualitatively by the dis-
order anticorrelations and thus behaves analogously to the
case of generic randomness, i.e., all states are localized. This
implies that analyzing the amplitude mode on a random VD
lattice offers a route to disentangle the possible localization
mechanisms.

In this paper, we therefore study a system of interacting
bosons on a random VD lattice across the superfluid-insulator
quantum phase transition. The purpose is twofold. First, we
want to determine the quantum critical behavior to verify
that this system is indeed governed by the modified Harris
criterion [36] rather than the regular one. Second, we want
to analyze the collective excitations in the superfluid phase
and their localization properties. To do so, we employ a
quantum-to-classical mapping to rewrite the Bose-Hubbard
model (in the particle-hole symmetric limit) onto a classical
(2 + 1)-dimensional XY model [40]. The mapped classical
model is studied using large-scale Monte Carlo simulations.
The scalar susceptibility of the order parameter is obtained in
terms of imaginary frequency and then converted to real fre-
quency using the maximum entropy method (MaxEnt) [41].
In accordance with the modified Harris criterion, we find that
the critical behavior of the topologically disordered system
is identical to that of its clean, translationally invariant coun-
terpart. In contrast, the superfluid-Mott glass quantum phase
transition in a generically disordered system was shown to
be in a novel universality class [42]. We further show that
the amplitude mode remains delocalized across the transition
of the topologically disordered system, while it was shown
to be spatially localized for generic disorder [28—-30]. This
suggests that the localization of the amplitude mode is caused
by mode-coupling and renormalization effects and tied to
the critical behavior of the transition rather than a simple
Anderson-localization mechanism (because, in the latter case,
one would expect localization on a random VD lattice).

The rest of this paper is organized as follows. In Sec. II,
we discuss the model Hamiltonian and its mapping to
the corresponding classical system. In Sec. III, we discuss
the methods used in our study, including the construction
of the random VD lattice, the classical Monte Carlo simula-
tions, and the maximum entropy method. The critical behavior
of the system is described in detail in Sec. IV. The same sec-
tion also addresses the localization properties of the amplitude
modes. A semianalytical inhomogeneous mean-field analysis
in support of our study is described in Sec. V. Section VI is
devoted to the effects of generic randomness on top of the
topological disorder of the random VD lattice. We conclude
our findings in Sec. VIL

II. MODEL

Our starting point is the Bose-Hubbard model on a two-
dimensional random VD lattice. This lattice consists of a set
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FIG. 1. Layered (2 + 1)-dimensional random VD lattice. The
same Voronoi layer is repeated in the vertical (imaginary-time)
direction.

of lattice sites at independent random positions, connected by
bonds that are defined by means of the VD construction [32].
Details of the lattice construction will be given in Sec. IIT A.
The Bose-Hubbard Hamiltonian is given by:

H= % Z Uihy — iy — Y Jijafa; + He). (1)

<ij>

Here a;, aiT, f1; are boson annihilation, creation, and number
operators, respectively. Further, U; is the Hubbard interaction
at site 7, and 7 is the average filling which we fix at a large
integer value to ensure particle-hole symmetry. Finally, J;;
denotes the hopping amplitude between the nearest-neighbor
sites of the random VD lattice. For pure connectivity disorder,
we set J;; = J for all nearest neighbors. Additional generic
disorder can be introduced by site or bond dilutions or by
drawing J;; from a random distribution. The translationally
invariant (clean) version of the model (1), defined, e.g., on a
square lattice, is known to host two phases, namely the Mott
insulator and superfluid phases, separated by a quantum phase
transition in the 3D XY universality class [43].

In preparation for the Monte Carlo simulations, we rewrite
the model (1) by means of a quantum-to-classical mapping
[28,29,40] onto a layered (2 + 1)-dimensional classical XY
model, see Fig. 1. Here the third dimension represents imag-
inary time. The classical Hamiltonian takes the form

Hy = — Z JiiSic - Sjc = J' Zsi,r “Sicr1, (2)
T it

where S; ; is a classical O(2) rotor, i.e., a two-component unit
vector, situated at spatial coordinate i and imaginary time 7.
All layers consist of the same two-dimensional VD tessel-
lation. The spatial interactions J;; couple Voronoi neighbors
in the same layer (labeled by the layer or imaginary time
index 7). J' elucidates the coupling between equivalent sites
in neighboring VD layers, i.e., in the imaginary time direction.
Due to the quantum-to-classical mapping, the disorder in the
classical Hamiltonian is perfectly correlated in the imaginary-
time dimension. This not only means that each layer contains
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the same VD tessellation; it also implies that the interactions
J* and J' do not depend on the imaginary-time variable .
The interaction constants appearing in the quantum and
classical Hamiltonians are related via B.J* ~J and B.J' ~
1/U, where B. = 1/T is the inverse temperature of the clas-
sical model (with the Boltzmann constant set to unity). This
classical temperature does not correspond to the actual tem-
perature of the quantum system, which remains at absolute
zero. Thus, we can investigate the critical behavior of the
superfluid-insulator quantum phase transition occurring at
zero temperature as a function of the ratio U/J by tuning
the corresponding classical temperature 7 in the classical
Hamiltonian (2). As we are interested in universal properties,
we set J' as well as all J*; between Voronoi-Delaunay nearest

ij
neighbors to unity in the Monte Carlo simulations.

III. METHODS

A. Construction of the random Voronoi-Delaunay lattice

The random VD lattice consists of a set of lattice sites at
random positions uniformly distributed in a square box of
linear size L with periodic boundary conditions. The point
density is fixed at unity, i.e., a box of size L contains L? sites.
The nearest neighbors of each site are determined by means
of the VD construction [32]. The Voronoi cell associated with
a lattice site is the area encompassing all points in the system
area that are closer to the given lattice site than to any other.
Two lattice sites are regarded as nearest neighbors if their
Voronoi cells have a common edge. The Delaunay triangu-
lation is the dual of the Voronoi diagram and is defined as
the graph of all bonds linking neighboring pairs. The edges of
the Voronoi cells are the perpendicular bisectors of the edges
in the Delaunay triangulation, and the vertices of the Voronoi
diagram are the circumcenters of the triangles in the Delaunay
triangulation.

In a random VD lattice, the number of nearest neighbors
vary site to site. These connectivity fluctuations introduce
topological disorder into the system. Barghathi and Vojta [36]
showed that a topological constraint imposed by the Euler
equation in a two-dimensional triangulation graph introduces
strong anticorrelations between the connectivity fluctuations.
This suppresses the disorder effects and results in the modified
Harris criterion, (d + 1)v > 2, for the stability of a critical
point against such topological disorders. More details are dis-
cussed in Appendix A.

Our algorithm [39] for computing the Voronoi diagram
and Delaunay triangulation for a given set of random points
follows a suggestion by Tanemura et al. [44]. It relies on the
striking “empty circumcircle property” of a Delaunay trian-
gulation which states that every triangular facet formed by
the nearest-neighbor bonds has an empty circumcircle, i.e., a
circumcircle that does not contain any other lattice sites. Our
method finds the Voronoi neighbors of a lattice site in two
steps: (i) candidates for the neighbors are identified based on
their distance. (ii) Using these candidates, we then construct
all triangles with empty circumcircles for which the given
site is one of the vertices. The resulting algorithm is pretty
efficient, finding the Delaunay triangulation of 10 sites takes
about 30 s on an older Intel core i5 CPU.

In order to study the effects of generic disorder on top of
the topological disorder of the random VD lattice, we also
consider additional site dilution which is explained in detail
in Sec. VL.

B. Monte Carlo simulations: Analysis of critical behavior

We use a combination of the Metropolis single-spin algo-
rithm [45] and the Wolff cluster algorithm [46] to perform our
Monte Carlo simulations of the classical Hamiltonian (2). A
full Monte Carlo sweep is composed of a Wolff cluster sweep
and a Metropolis sweep over the entire lattice. The Wolff
cluster flips greatly reduce the critical slowing down, and the
Metropolis flips help to equilibrate isolated small clusters of
lattice sites, which is particularly useful in the presence of
additional site dilution.

To reduce the computational cost in performing these
Monte Carlo simulations, we adopt the strategy outlined, e.g.,
in Refs. [29,47,48]. This approach is based on averaging over
a large number of disorder configurations while keeping the
number of measurement sweeps for each configuration rel-
atively small. This is possible because the Wolff algorithm
leads to a short equilibration time. Specifically, we perform
simulations over about 1000 to 5000 disorder configurations
(depending on system size and disorder strengths) while keep-
ing the number of equilibration sweeps to about 100 to 200
and the number of measurement sweeps to 500. The strategy
of simulating many disorder configurations while keeping the
number of measurements small reduces the overall variance of
various observables. As usual, the quality of the equilibration
is checked by comparing simulations with hot and cold starts.

Our primary observable is the order parameter

1
m = Nizrsi_f, (3)

where N is the total number of lattice sites. To identify the
critical point and to characterize the phase transition, we lay
recourse to the Binder cumulant of the order parameter, de-

fined as
(Im[*) }
— | . 4
3(lm|?)? dis @

Here (. ..) denotes the thermodynamic (Monte Carlo) average
while the average over disorder realizations is represented by
[...]ais. Furthermore, we also compute the order parameter
susceptibility given by

Um:[l—

N
X = F[<'“"2> — (Im|)*]gis, S

where T is the classical temperature of the system.

Now, we discuss the finite-size scaling methods used to
identify and analyze the critical point. The introduction of
quenched randomness breaks the symmetry between the space
and imaginary time directions. We thus cannot expect the criti-
cal point to be Lorenz invariant. Instead, the spatial correlation
length £ and the correlation length in imaginary time direction
&, must be treated as independent length scales. Correspond-
ingly, we need to treat the spatial system size L and the size
in the imaginary time direction, L., as independent parame-
ters. Note that L, encodes the inverse physical temperature
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of the original quantum model (1). Assuming conventional
power-law dynamical scaling &, ~ &7, the expected finite-size
scaling form of the Binder cumulant reads

U, = Xy (rL'", L, /L%, (6)

where Xy is a dimensionless scaling function, v is the correla-
tion length critical exponent, z is the dynamical exponent, and
r = (T — T;)/T, is the reduced distance from criticality.

To find the critical temperature and to measure the value z
(which determines the aspect ratio, i.e., the shape of the sam-
ple), we follow the anisotropic scaling method described, e.g.,
in Refs. [49,50]. We use the fact that, at fixed L, the Binder
cumulant as a function of L; has a maximum at imaginary-
time size L. The pair of system sizes (L, LT'*) gives the
shape for which the correlations decay about equally in the
space and imaginary time directions; it is called the optimal
shape. According to the scaling form (6), the position of the
maximum at criticality, r = 0, is expected to behave as

L™~ L7, (7)

Moreover, because the Binder cumulant is a dimensionless
quantity, its values U;®* at criticality are independent of L.
Hence, we can use this method to estimate the transition
temperature 7.

The order parameter and order parameter susceptibility
have analogous scaling forms,

m=L"P"X,(rL'", L. /L7) (8)
and
x =L""X, (rL"", L, /L7), 9)

where 8 and y are the order parameter and susceptibility criti-
cal exponents. X,, and X, are dimensionless scaling functions.
Once the optimal shapes are found (fixing the second argu-
ment of the scaling functions), the finite-size scaling analysis
to extract the critical exponent proceeds as usual [51].

In our simulations, we use system sizes up to L = 128 in
the space direction and up to L, = 400 in the imaginary-time
direction.

C. Amplitude mode and Wick rotation

The amplitude mode is an oscillation of the order parame-
ter magnitude in the symmetry-broken (ordered) phase. Since
the local degrees of freedom S; ; in the classical Hamiltonian
(2) have fixed magnitude, we define a fluctuating local order
parameter magnitude p via coarse graining. To this end, we
average S; ; over a small cluster consisting of site i and all its
(spatial) nearest neighbors,

1
Pl T) = =|Six + Zsj,f : (10)
J

Here «; is the number of sites in the local cluster. The fluctu-
ations of this order parameter amplitude can be gleaned from
the imaginary-time scalar susceptibility

Xop(X, T) = (p(x, 7)p(0,0)) — (p(x, 7)){p(0,0)) (1D

which becomes translationally invariant after disorder av-
eraging. A Fourier transformation then gives the scalar

susceptibility ¥,,(q, iw,,) as a function of wave vector q and
Matsubara frequency iw,,.

The Monte Carlo simulations yield the imaginary time (or
Matsubara frequency) scalar susceptibility. To make contact
with the experimentally relevant real-time or real-frequency
scalar susceptibility, we need to perform an analytic continu-
ation (Wick rotation),

Xop(, @) = Xpp(q, iwy — @+ i0™). (12)

Here w is the real frequency. The (critical part of the) real
frequency scalar susceptibility is expected to satisfy the gen-
eralized scaling relation [26,28],

Xpp(Q, @) = ! TFTCIK (@7, o). (13)

Here X is the scaling function. The Wick rotation of the scalar
susceptibility can be implemented as an integral transforma-
tion

2w

ara Y

oo
pr(q’ iwy) = l f de//)/p(qa )
T Jo

where x,(q, w) = Imy,,(q, ») is the spectral function. Un-
fortunately, this analytic continuation is an ill-posed problem
and is sensitive to errors from the numerical data. However,
we can overcome this problem by using the maximum entropy
method (MaxEnt) [41]. More details of the technique are
given in Appendix B.

Note that we will focus on wave vector ¢ =0 in the
following. Nonzero wave vectors lead to extra numerical com-
plications for our random VD lattice because the coordinates
of the lattice sites can take arbitrary real values that vary from
disorder realization to disorder realization. Thus, the effi-
cient fast-Fourier transformation algorithms cannot be applied
directly.

IV. RESULTS

In this section, we present the results for the quantum
critical behavior of the superfluid-insulator transition in the
Bose-Hubbard model (1) on a random VD lattice. Further-
more, we study the localization properties of the amplitude
mode in the symmetry-broken (superfluid) phase in the pres-
ence of topological disorder.

A. Analysis of the critical behavior

As discussed in Sec. III B, the first step towards analyzing
the critical behavior consists in finding the critical point by us-
ing the anisotropic finite-size scaling of the Binder cumulant
U,,. To do so, we compute U, for a given spatial system size
L over a range of imaginary-time system sizes L, at differ-
ent temperatures around the phase transition. We identify the
critical temperature of the system as the temperature at which
the peak values of the U, vs L, curves are independent of L
(see Fig. 2). By this method, the transition temperature of the
classical Hamiltonian (2) is found to be T, = 3.15505(25).

To obtain the optimal shapes, we determine the position
LY for each U,, vs L, curve (by fitting a quadratic parabola in
terms of In L;). The dynamical critical exponent z is obtained
by fitting the optimal shapes to the relation L = alL*, as
shown in Fig. 3. Other critical exponents can be measured by
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(@) (b) = (©)
0.60 T<Tc 0.60 Tc 0.60 T>T,
—$— L=20
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0.59F 0.59+ 0.59+ L=40
. —4— L=56
=) —— L=80
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FIG. 2. Binder cumulant U, as a function of the imaginary-time system size L, for different spatial system sizes L at (a) T = 3.15480 < T,
(b) T =3.15505 =T, and (¢) T = 3.15530 > T.. The peak values are independent of L at 7., whereas they decrease with L for T > T, and
increase with L for T < T.. The statistical errors are of the order of the symbol size or smaller.

analyzing systems of the optimal shapes (fixing the argument
L./L* in the scaling functions) at or close to T.. The order
parameter critical exponent 8 /v is obtained from the decay of
the order parameter with L right at criticality, m = aL /",
Similarly, the critical exponent y /v of the order parameter
susceptibility is obtained from y = aL?/’ at criticality, see
Fig. 4. To get the correlation length critical exponent v,
we first define the observable, x;, = |(d/dT ) In |m||. The cor-
responding scaling form can be obtained by differentiating the
scaling form (8) of the order parameter with respect to 7. The
resulting L dependence at criticality is given by x; = aL!/".
The values of critical exponents resulting from this analysis
are tabulated in Table I along with the exponents obtained for
the clean three-dimensional XY universality class [52] and
those for the superfluid-Mott glass transition with generic dis-
order [42]. The table clearly shows that the critical exponents
of the superfluid transition on the random VD lattice agree
with those of the equivalent translationally invariant (clean)
system rather than with the exponents of superfluid transition
in the presence of generic disorder. This is consistent with the
modified Harris criterion derived by Barghathi and Vojta [36],
which states that a clean critical point is stable against the
topological disorder of a random VD lattice if (d 4+ 1)v > 2.
We note that similar behavior was observed at the supercon-
ducting transition in quasicrystals [53]: It was shown that

100
? 0.7
= 4 —
5 10) ]
. 03 E
q
1L ‘ ‘ ™~ 0.1
10 20 40 80
L

FIG. 3. L™ (red circles) and |m| (blue triangles) as functions of
L at T,. The lines are fits to the predictions of the scaling relations
LM = gI* and m = aLP/". The statistical errors are of the order of
the symbol size or smaller.

even though the local connectivity in the quasicrystal varies
from site to site, the critical behavior associated with the
transition (within a BCS approximation) was in line with that
of the clean system. Finally, the effects of additional generic
uncorrelated disorder on top of the topological disorder of the
random VD lattice will be discussed in Sec. VI.

B. Analysis of the amplitude mode

We now discuss the behavior of the amplitude (Higgs)
mode close to the quantum phase transition. It is known
that, in the absence of disorder, the system features a well-
defined, soft-gapped amplitude mode characterized by a peak
in the spectral function x,,(q = 0, w) at the Higgs energy oy
[27-29]. This peak survives as the quantum phase transition
is approached from the superfluid side. In agreement with the
scaling form (13), the Higgs energy vanishes as wy ~ r®.
In contrast, a Higgs peak is not observable in the presence
of generic disorder where the scalar response is broad and
noncritical [28-30], indicating that the amplitude mode is
localized.

In Fig. 5, we present the scalar spectral function x,,(q =
0, w) for the Hamiltonian (2) defined on a random VD lattice
at different distances from criticality in the superfluid phase.
The data clearly demonstrate that the amplitude mode in this

1000 :

100

10

FIG. 4. x (green circles) and x, (magenta triangles) as functions
of L at T,.. The lines are fits to the power-law relations x = aL”/" and
x; = aL'”. The statistical errors are of the order of the symbol size
or smaller.
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TABLE I. Critical exponents of the superfluid-insulator quantum
phase transition on the random VD lattice, compared to the clean
case [52] and the case of generic disorder [42]. The quoted error bars
include the error due to the uncertainty of 7 as well as the robustness
of the fits against removing data points at the ends of the L range.

Exponent Clean [52] Generic disorder [42] VD lattice
v 0.6717 1.16(5) 0.672(8)
B/v 0.519 0.48(2) 0.520(4)
y/v 1.962 2.52(4) 1.950(10)
z 1 1.52(3) 1.008(9)

topologically disordered system behaves analogously to the
clean case, as X,/,/ Y (q = 0, w) features a well-pronounced low-
energy peak that softens as the critical point is approached. No
indications of spatial localization are observed. Additionally,
the Higgs peak in the scalar spectral function shows an ex-
cellent scaling collapse according to Eq. (13) using the clean
critical exponents, as seen in Fig. 6. The results for this
topologically disordered system are thus qualitatively differ-
ent from those obtained on a square lattice with site dilution
[28,29] which represents the generic disorder case.

Our findings give us important information on the physical
origins of the localization mechanism of the amplitude mode.
On the one hand, a tight-binding model of noninteracting
particles on a random VD lattice has been shown to feature
Anderson localization [39]. In other words, the connectivity
disorder anticorrelations of the random VD lattice do not
qualitatively affect the Anderson localization mechanism. On
the other hand, we found here that the amplitude mode close
to the superfluid-insulator transition on a random VD lattice
does not become localized, in contrast to the generic disorder
case. This indicates that the localization of the amplitude
mode observed in Refs. [28,29] may not be governed by an
Anderson-type localization mechanism. The modified Harris
criterion [36] states that the topological disorder of the random

0.1
0.09
0.08
0.07

5 0.06

= 0.05

= 0.04

0.03
0.02
0.01

FIG. 5. Spectral function x,,(q = 0, ») as a function of real fre-
quency o for different distances to the (classical) critical temperature
in the superfluid phase. The simulation is performed for a lattice with
L = L, = 128 (reflecting the dynamical exponent z = 1).

0-12 T-T.=-0.02
T-T¢=-0.04 ——
v 01} T-T¢=-0.06 1
S T-T¢=-0.08
¥ i T-T¢=-0.10 ]
g 0.08 T-Te=-0.12 —+—
ol 53
T 0.06 3 1
=
S 0.04 ]
"= 002} 1
0 I I I I
0 5 10 15 20 25

o|T-T ™

FIG. 6. Scaling plot of the spectral density x,,(q =0, ) on
the superfluid side of the quantum phase transition for the Voronoi
lattice, as suggested by the scaling form (13). The exponent values,
v =0.6717 and z = 1 with d = 2, belong to the clean XY universal-
ity class.

VD lattice is an irrelevant operator at the critical point of
a (2 4+ 1)-dimensional XY model. Our results are therefore
consistent with the localization of the amplitude mode (close
to the phase transition) being tied to the critical behavior.
What about the scalar susceptibility in the Mott phase (the
disordered phase)? Since the order parameter vanishes in the
thermodynamic limit, one might not expect to observe a Higgs
resonance in this case. However, simulations of a clean Bose-
Hubbard model [54] identified a spectral peak associated with
the Higgs mode not just in the superfluid phase but also in the
insulating phase sufficiently close to the critical point, such
that a local order parameter can be defined on a large but
finite length scale. Analogously, the scalar spectral density
of our topologically disordered system features peaks in the
Mott phase (i.e., for classical temperatures slightly above T;),
as shown in Fig. 7. These peaks soften on approaching the

0.04
0.035
0.03
0.025
0.02

X pp(®)

0.015 = N
T-T.=+0.02 *’%%
0.01 T-T;=+0.04 — - ™
T-T.=+0.06
0.005 T-T;=+0.08 —
0 | T-Tc=+0.10 |
1 15 2 25 3
(0]

FIG. 7. Spectral function x,,(q =0, ) as a function of real
frequency w for different distances to the critical temperature in
the Mott phase. The simulations are performed for a lattice with
L=L,=128.
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critical point, but they are less sharp than the Higgs peaks
in the superfluid phase. Furthermore, just as in Ref. [54],
the spectral density close to criticality shows a double peak
structure emanating from the interplay of the amplitude mode
with the generic critical order parameter fluctuations.

V. INHOMOGENEOUS MEAN-FIELD THEORY

To gain further insight into the behavior of the collective
excitations of the bosonic Hubbard model (1) on a random
VD lattice, we apply an inhomogeneous mean-field theory
[28,30]. The excitations are obtained from expanding the
Hamiltonian about the spatially inhomogeneous mean-field
solution. At the Gaussian level, this results in noninteract-
ing bosonic excitations. This theory generalizes the approach
of Refs. [55,56] to the disordered case and is related to
the bond-operator method for Heisenberg magnets [57]. In
the presence of disorder, the approach captures Anderson
localization physics but not the mode-mode coupling and
renormalizations near criticality, allowing us to disentangle
the mechanisms for the amplitude mode localization or lack
thereof.

To derive the mean-field theory, we truncate the local
Hilbert space at lattice site j to three basis states, |—;), [0;),
and |+;), representing the particle numbers n; =i — 1, 7,
and 7 + 1, respectively. The variational ground state wave
function is written in product form, |®o) = [] i 1®0)) with

lpo;) = cos(6;/2)10;)
+ sin(8,/2)(eM |+) 4+ ¢ Mi|—;))/v/2. (15)

The parameters (mixing angles) 6; control the character of the
ground state, yielding a Mott insulator for 6; = 0 and a super-
fluid for 6; > 0. The parameter n; represents the phase of the
local superfluid order parameter (a;) o Y = sinfe” .

Minimizing the ground state energy Ey = ($o|H|Dp) with
respect to to the mixing angles 0; and phases n; gives uniform
n;j = n = const (which we set to zero in the following) while
the mixing angles fulfill the mean-field equations

U; sin 6; = 4ii cos eiZJ,,- sin6;. (16)
J

In the presence of randomness, this large set of coupled non-
linear equations needs to be solved numerically [28,30].

Figure 8 presents the resulting order parameter ¥ of the
Bose-Hubbard model (1) on a random VD lattice as a func-
tion of U/J. The data shows that the superfluid-insulator
transition happens at U/(nJ) ~ 25.3. This is close to the
value for the regular (clean) triangular lattice, U/(iiJ) = 24
which is included in the figure for comparison. (This makes
sense because the average coordination number of a random
VD lattice is exactly 6, identical to the coordination num-
ber of the triangular lattice.) The figure also shows that the
average order parameter (1/N))_ ;¥ and the typical value
exp[(1/N)>_ ;In;] are almost indistinguishable. This indi-
cates that the order parameter fluctuations are weak, much
smaller than those of a site-diluted Bose-Hubbard model at
moderate dilutions (see Fig. 2 of Ref. [30]).

In order to investigate excitations of the mean-field ground
state, we now transform the basis in the Hilbert space

1.0

0.5

0.0

FIG. 8. Superfluid order parameter i of the Bose-Hubbard
model (1) on a random VD lattice vs U/(iJ), computed from the
mean-field equations (16). Both the average local order parameter
and the typical value (geometric average) are shown. For comparison,
the corresponding curve for a clean, triangular lattice is also shown.
The data are averages over 1000 disorder configurations for a system
size for L = 128. The resulting statistical errors are below the line
thickness.

associated with site j from |—;), |0;), [+;) to a new orthonor-
mal basis consisting of |@o;), |¢u ), |¢g;). The states

|pn ;) = sin(0;/2)10;) — cos(0;/2)(|+;) + |_j>)/\/§
66;) = i(l+;) — 1—)/V2, (17)

correspond to fluctuations of the order parameter amplitude
and phase, respectively, with respect to to |¢g;). We now
expand the Hamiltonian (1) to quadratic order in the boson op-
erators bL j and bg ; that create these states out of the fictitious
vacuum (ground state). The resulting fluctuation Hamiltonian
decouples into amplitude and phase parts, Hyr = Ey + Hy +
Hg, which both take the form

Hy =) Aaiblibai + Y Baij(bl; + bai)(B; + baj), (18)
i (i)

(¢ = H, G). The coefficients A,; and B,;; are functions of
the mixing angles 6;,. Hy and Hg can be diagonalized in-
dependently by bosonic Bogoliubov transformations, by ; =
D (e jrdok + vy jkdgk). These Bogoliubov transformations
have to be performed numerically because of the randomness.
The importance of higher-order (non-Gaussian) fluctuations
not captured in Hy and Hg is governed by the Ginzburg
criterion [58]. As the bare correlation length of the lattice
model [Eq. (1)] is of the order of the lattice constant, the width
of the asymptotic critical region is expected to be sizable
[r = (U — U,)/U, of order unity]. This implies that Gaussian
fluctuations are not expected to capture the complete physics
of the amplitude and phase fluctuations in the parameter re-
gion of interest.

The localization properties of the eigenstates of Hy and
Hg can be characterized by their inverse participation num-
bers. Following Ref. [57], the inverse participation number
of eigenstate k is given by P~!(k) = Zj(|uw~0|2 — vajol*)?,
and the corresponding generalized dimension reads (k) =
InP(k)/InL (for details see Ref. [30]). Figure 9 shows the
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2.0 I TABLE II. Transition temperatures of the XY model (19) with
L (top to correlated site dilution.
bottom)
1.5F | == ?15 L Site dilution p  Critical temperature T,
=5 0.000 3.15505(25)
Qrof |===128 0.125 2.850(2)
== %gé 0.200 2.648(2)
- 0.270 2.448(2)
0.5 _-----7 0.300 2.356(4)
e 0.400 2.020(4)
e 0.415 1.960(4)
0.0t 1
22 23

FIG. 9. Generalized dimension 7,(0) of the lowest-energy Gold-
stone (solid lines) and Higgs modes (dashed lines), in Gaussian
approximation, vs interaction U/(J) for different system sizes L.
The data are averages over 1000 disorder configurations for a system
size for L = 128.

dimension 1,(0) of the lowest-energy Goldstone and Higgs
excitations of the Bose-Hubbard model (1) on a random
VD lattice as a function of U/J. In the insulating phase,
U/(#J) Z 25.3, both excitations are degenerate and strongly
localized because 1, rapidly decreases towards zero with
increasing system size. In the superfluid phase, U/(iJ) <
25.3, in contrast, the two excitations behave differently. The
lowest Higgs mode remains strongly localized, whereas the
lowest Goldstone mode rapidly delocalizes; its 7, increases
with increasing L and approaches the embedding dimension
d = 2. The delocalization of the Goldstone mode agrees with
a general symmetry analysis [59,60] and with explicit re-
sults for Goldstone modes in a number of systems. We note
that the delocalization of the Goldstone mode within the
Bogoliubov Hamiltonian Hg does not contradict the results
of Ref. [39] which found that noninteracting particles on a
random Voronoi-Delaunay lattice Anderson-localize. As is
emphasized in Ref. [60], the matrix elements in an effec-
tive Hamiltonian for bosonic excitations are not independent
because they have to fulfill constraints that guarantee the
positivity of the spectrum. In Hg, correlations between the
matrix elements arise due to the dependence of the coefficients
A and B on the mixing angles 6;. It is well known that disor-
der correlations can modify the localization properties of the
eigenstates.

Interestingly, the behavior of the amplitude mode for the
Bose-Hubbard model on a random VD lattice agrees with
that of the site-diluted Bose-Hubbard model [28,30]. In both
cases, the mean-field theory predicts that the lowest Higgs
excitation is spatially localized. However, for the random VD
lattice, this does not agree with the results of the Monte Carlo
simulations reported earlier in Sec. IV B where it was found
that the amplitude mode on the VD lattice behaves just as in
the clean case. As the inhomogeneous mean-field approach
captures the Anderson localization physics but not the mode-
mode coupling and renormalization of the full many-particle
problem, the discrepancy between the Monte Carlo results
and the mean-field results for the amplitude mode on the
VD lattice provides further evidence for the amplitude mode

localization or lack thereof not being driven by an Anderson
localization mechanism.

VI. ADDING ADDITIONAL UNCORRELATED DISORDER

A. Bose-Hubbard model on a site-diluted random VD lattice

The Monte Carlo results reported in Sec. IV demonstrated
that the amplitude mode remains delocalized in the presence
of the topological disorder of a random VD lattice. The re-
sults also suggested that this stems from the fact that the
topological disorder is an irrelevant perturbation at the clean
superfluid-insulator critical point, and the transition belongs
to the same universality class as the translationally invariant
model. To provide further evidence for this hypothesis, we
now add generic uncorrelated disorder in the form of site dilu-
tion to the topological disorder of the random VD lattice. This
uncorrelated disorder is a relevant perturbation at the clean
superfluid-insulator critical point. If the hypothesis is correct,
then we thus expect not only a crossover to the disordered
critical behavior of Ref. [42], we also expect the amplitude
mode to become localized.

After introducing random vacancies into the Bose-Hubbard
Hamiltonian (1) on a random VD lattice, we carry out the
quantum-to-classical mapping and arrive at a classical XY
model on a layered VD lattice described by the Hamiltonian

> T€i€Sic - Sj —J° Y €Sir - Sici1. (19)
i,T

(i.j)T

Hgis = —

Here the independent quenched random variables ¢; take val-
ues 0 and 1 with probabilities p and 1 — p, respectively. Since
the positions of the vacancies do not depend on the imaginary-
time coordinate 7, the disorder is perfectly correlated in the
imaginary-time direction (columnar disorder perpendicular to
the VD layers).

B. Critical behavior

We perform Monte Carlo simulations of the site-diluted
XY model (19) for six different vacancy concentrations,
namely p = 0.125, 0.200, 0.270 0.300, 0.400, and 0.415. We
analyze the data employing anisotropic finite-size scaling as
outlined in Sec. III B. The resulting critical temperatures are
listed in Table II.

As explained in Sec. III B, the dynamical exponent z can
be gleaned from the dependence on the spatial system size
L of the peak position L of the Binder cumulant curves
right at the critical temperature. The corresponding data for
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FIG. 10. Double logarithmic plot of L vs L at T, for various
vacancy concentrations p. The solid lines represent a combined fit to
LT = aL*(1 + bL™*) with universal z and w but dilution-dependent
coefficients a and b. The fit gives z = 1.50(3) and w = 1.2(2).

all dilution values are presented in Fig. 10. In contrast to
the corresponding data for the undiluted random VD lattice
(Fig. 3), the data in Fig. 10 display significant deviations from
pure power-law behavior L7® ~ L%, in particular for lower
dilutions p. This deviation can be attributed to a crossover
from the clean critical behavior to the disordered critical be-
havior in response to the (uncorrelated) random-mass disorder
generated by the vacancies. To account for this crossover,
we include a correction-to-scaling term via LI = aL*(1 +
bL~?). The correction term is governed by the irrelevant ex-
ponent w.

The exponents z and w are assumed to be universal (in-
dependent of the dilution p) whereas the coefficients a and
b depend on p. Consequently, we perform a combined fit
that includes the data for all six dilutions, with universal z
and o but nonuniversal a and b; it yields z = 1.50(3) and
w = 1.2(2). The fit is of good quality, giving a reduced
%2 ~ 0.53. The leading corrections to scaling seem to vanish
around p = 0.400, where the coefficient b of the correction
term changes sign. This implies that for p ~ 0.400, a simple
power-law fit should suffice. Performing power-law fits for
p =0.400 and p = 0.415 yields z = 1.495 and z = 1.529,
respectively. These values agree with the estimate provided
by the combined fit within the statistical errors.

Comparing our results for the site-diluted random VD lat-
tice to those for the site-diluted square lattice [42] (see also
Table I), we notice that values of the dynamical exponent z
agree very well, whereas the values of the irrelevant exponent
w differ from each other. This dichotomy can be explained by
the fact that the value of the exponent z reflects the asymptotic
critical behavior governed by the finite-disorder renormaliza-
tion group fixed point. In contrast, the value of w is related to
the leading irrelevant operator at this fixed point which can be
different for different models. Specifically, the Bose-Hubbard
model on the diluted random VD lattice contains additional
(anticorrelated) topological disorder which may affect the
crossover scaling and thus the value of w.

100 —
p:
p:
p=
p:
p:
p:
= 10 |
e::
¢
1 L I I I
10 20 40 80 160
L

FIG. 11. Double logarithmic plot of x;, = |d In |m|/dT| as func-
tion of L near T, for various dilutions p. The solid lines represent a
combined fit of the data for all dilutions with x;, = aL'/*(1 4+ bL™®)
with universal v and @ but nonuniversal coefficients a and b. It gives
v = 1.08(2) and w = 0.52(5). The dotted lines mark smaller system
sizes that are not included in the fit.

Having found the optimal sample shapes, we can now
determine the exponents /v, y/v, and v by analyzing
the system size dependence of the order parameter, the
order parameter susceptibility, and x; = |[(d/dT)In |m|| at
the critical temperature, just as in Sec. IV A. To cap-
ture deviations from pure power-law behavior, we include
corrections to scaling terms, and fit the data with the func-
tional forms m = aL™#/V(1 + bL™®), x = aL?/*(1 + bL™®),
and x; = aL'/"(1 + bL™®). For each quantity, we perform a
combined fit of the curves for all dilutions with universal
exponent values but dilution-dependent coefficients a and b.
(In some cases, we need to exclude smaller system sizes to
improve the quality of fit and achieve an acceptable ¥2.) As an
example, the analysis of x;, leading to a value for the exponent
v is shown in Fig. 11. These fits give the exponent values
B/v =0.503), y/v=2.47(4), and v = 1.08(2). They all
agree within their error bars with the exponents reported for
the site-diluted square lattice system [42] (see also Table I).
This confirms the hypothesis that adding uncorrelated ran-
domness on top of the topological disorder destabilizes the
clean critical behavior and causes the system to flow to the
generic finite-disorder fixed point of Ref. [42]. As in the case
of L1, the values of the irrelevant exponent w emerging
from the combined fits of m, x, and x; do not agree well
with their counterparts in the diluted square-lattice system.
This can again be explained by the existence of additional
irrelevant operators [61].

C. Amplitude mode

We now turn our attention to the behavior of the amplitude
mode under the combined influence of the topological disor-
der of the random VD lattice and the uncorrelated disorder due
to dilution. To do so, we measure the imaginary time scalar
susceptibility (11) within our Monte Carlo simulations and
analytically continue it to real time and frequency by means of
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FIG. 12. Spectral density x,,(q = 0, @) in the superfluid phase
as a function of real frequency w for dilutions (a) p = 0.125 and (b)
p = 0.400. The simulations were performed at the optimal shapes (a)
L =120and L, =256 and (b) L = 88 and L, = 256.

the maximum entropy method applied to the transformation
(14), in analogy to Sec. IV B. The resulting scalar spectral
functions X,/)/p (q = 0, w) in the superfluid phase close to criti-
cality are presented in Fig. 12 for two different dilutions, p =
0.125 and p = 0.400. For the weaker dilution of p = 0.125
[Fig. 12(a)], a peak in the spectral density is still visible for
the larger distances to criticality, but its magnitude is already
suppressed compared to the case of pure topological disorder
shown in Fig. 5. With decreasing distance from criticality,
this peak rapidly shrinks and broadens. Moreover, the peak
position does not soften as expected from Eq. (13) as the
critical point is approached. Thus, the scalar response of the
diluted system violates naive scaling. This becomes even more
obvious for the higher dilution of p = 0.400 [Fig. 12(b)] for
which the scalar spectral function does not show any low-
energy peak. Instead, x;,(q = 0, @) is dominated by a broad
hump centered at a microscopic energy scale. This hump is
noncritical, i.e., it is completely insensitive to the distance
from criticality.

In Fig. 13, we compare the spectral functions for several
dilutions at a fixed distance from criticality, r = —0.02, along
with the nondiluted lattice, i.e., the p =0 case. For the
case of the lattice with only topological disorder, we see (as
in Sec. IV B) a sharp Higgs peak. Introducing site dilution
rapidly suppresses this peak and replaces it by a broad non-
critical hump.

The broadening and suppression of the Higgs peak demon-
strated in Figs. 12 and 13 is completely analogous to the
behavior observed at the superfluid-Mott glass transition on
a diluted square lattice [28,29]. To explain this behavior, we
note that every observable close to a critical point has a singu-
lar part and a nonsingular part. The singular part is governed
by the long-wavelength low-energy critical fluctuations and
generically follows scaling, whereas the nonsingular part is
due to noncritical microscopic degrees of freedom. The scalar
susceptibility can thus be decomposed as

pr(Q» Cl)) = X;e;(q5 C()) + w[(d+Z)U72]/(VZ)X(qr7V7 wr*l)Z),
(20)

p=0.000 -
p=0.270 - 1
p=0.4

FIG. 13. Spectral density xl’)’ ,(q =0, ) as a function of real fre-
quency at a fixed distance from criticality r = |T — T.|/T, = —0.02,
for the dilutions p = 0, 0.270, and 0.415, for L = 128 and the opti-
mal L, for each p.

where x,5(q, ®) represents the nonsingular part, and the
second term is the scaling form of the singular part. At
the clean critical point (which also controls the transition in
the system with a purely topological disorder, see Sec. IV A),
z=1 and v = 0.672. Consequently, the exponent [(d +
Z)v — 2]/vz which governs the magnitude of the singular part
of x,, takes a value very close to zero, meaning that this
magnitude does not change as the critical point is approached.
On the other hand, at the finite-disorder fixed point controlling
the transitions in the diluted systems, z = 1.52 and v = 1.16.
The exponent [(d + z)v — 2]/vz therefore takes a strongly
positive value of about 1.18. This implies that the singular part
is rapidly suppressed as the distance from criticality decreases,
and the scalar response becomes dominated by the noncritical
microscopic excitations contained in the nonsingular part. For
the weakest dilution we studied here, p = 0.125, the sup-
pression of the Higgs peak with decreasing distance from
criticality can be seen directly in Fig. 12(a). For the higher
dilution of p = 0.400 shown in Fig. 12(b), the suppression is
much stronger, and only the nonsingular part of x,, can be
seen for all temperatures.

VII. CONCLUSION

In summary, we investigated the quantum critical behav-
ior and the collective excitations near the two-dimensional
superfluid-insulator quantum phase transition of interacting
bosons on a random VD lattice. This was accomplished by
mapping the Bose-Hubbard model onto a classical XY Hamil-
tonian on a (2 + 1)-dimensional layered VD lattice. This
classical model was then simulated by means of Monte Carlo
simulations to identify the universality class of the superfluid-
insulator transition. We also studied the behavior of the scalar
spectral function to analyze the localization properties of the
amplitude mode in the presence of topological disorder. To
disentangle possible mechanisms for the amplitude mode lo-
calization, the Monte Carlo simulations were complemented
by an inhomogeneous mean-field theory.
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Our results can be summarized as follows. In consonance
with the modified Harris criterion [36] (but in disagreement
with the regular one [35]), we found that the superfluid-
insulator transition in the presence of topological disorder
imposed by the random VD lattice belongs to the clean 3D XY
universality class. On the superfluid side of the quantum phase
transition, the scalar spectral function behaves in the same
way as in the clean (translationally invariant) case. Specif-
ically, the spectral function shows a sharp peak at a Higgs
energy wgy, which softens as the transition is approached
and conforms to the naive scaling expectations [26,28]. This
implies that the amplitude mode is not localized by the topo-
logical disorder. As the random VD lattice is known to support
Anderson localization for a system of noninteracting particles
[39], our results indicate that amplitude mode localization
observed in the presence of generic (uncorrelated) disorder
[28,29] does not stem from an Anderson-localization-type
mechanism. Instead, it appears to be tied to the critical behav-
ior of the quantum phase transition via the scale dimension of
the scalar susceptibility.

This observation also agrees with our results for the Bose-
Hubbard model on a random VD lattice with additional site
dilution. The uncorrelated disorder introduced by the vacan-
cies destabilizes the clean critical behavior and causes the
transition to belong to the disordered universality class identi-
fied in Ref. [42]. At the same time, the sharp Higgs peak in the
scalar spectral function is destroyed, and the scalar response
becomes broad and noncritical.

Finally, we note that the purely topologically disordered
system features remanents of a Higgs resonance even in the
insulating phase close to criticality (where an order parameter
can be defined on a mesoscopic length scale). This is consis-
tent with results for the clean Bose-Hubbard model [54].

Recently, Beattie-Hauser and Vojta [62] studied the scalar
susceptibility in a site-diluted three-dimensional classical XY
model. The dilution was uncorrelated in all three directions,
which means this model cannot be interpreted as arising
from the quantum-to-classical mapping of a diluted quantum
Hamiltonian (which would lead to disorder correlated in the
imaginary time direction). Nonetheless, its scalar suscepti-
bility can be compared with the scalar susceptibility of the
mapped Hamiltonian (2) in imaginary time (i.e., before the
Wick rotation). The three-dimensional classical model with
uncorrelated vacancies fulfills the conventional Harris cri-
terion dv > 2, if just barely. Its critical behavior, therefore
belongs to the clean 3D XY universality class. Beattie-Hauser
and Vojta [62] determined that the scalar susceptibility of this
model in the long-range ordered phase fulfills naive scaling.
This provides additional evidence that the presence or absence
of unconventional behavior of the scalar susceptibility in a
disordered system is controlled by its scale dimension at the
transition in question.

Our results have broader implications for disordered quan-
tum phase transitions. Based on the scaling form (20), one
can make a general prediction about the fate of the scalar
susceptibility at any quantum phase transition controlled by
a finite-disorder fixed point. At such a fixed point, the correla-
tion length exponent v must fulfill the inequality dv > 2 [63].
Consequently, the exponent [(d 4 z)v — 2]/vz which controls
the amplitude of the scalar susceptibility will be positive and

larger than unity. This implies that, at any finite-disorder
critical point, the singular part of scalar susceptibility is sup-
pressed as the transition is approached, and the scalar response
is dominated by noncritical microscopic fluctuations.

In many experimental systems, the (bare) disorder is ex-
pected to be only moderately strong. To interpret experimental
data, it will therefore be important to understand the crossover
from clean to disordered behavior as the transition is ap-
proached. This crossover is explicitly visible in Fig. 12(a),
but a quantitative analysis requires the study of larger, more
weakly disordered systems close to criticality. This is numer-
ically very expensive and thus remains a task for the future.
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APPENDIX A: CONNECTIVITY DISORDER
FLUCTUATIONS IN THE RANDOM VD LATTICE

The quenched disorder in the Bose-Hubbard model (1)
stems from the random connectivity of the underlying ran-
dom VD Iattice. At the mean-field level, the local coupling
strength is proportional to the number of nearest neighbors
(coordination number) that a given lattice site has. The spa-
tial fluctuations of the coordination number of a random VD
lattice were studied in detail in Ref. [36]. To this end, a large
random VD lattice was divided into blocks of linear size L.
(This can be done either via the real space positions of the
lattice sites or via the link distance, the number of bonds
separating two sites. Both partitions lead to the same results.)
A block-averaged coordination number for block no. k can be
defined by

(AD)

where ¢; is the coordination number of site i and N is the
number of sites in block k.

The spatial disorder fluctuations can be characterized by
the variance of the block averaged coordination number ¢}
and its dependence on the block size L,. As the number
of lattice sites in a block behaves as L{, one might naively
expect the central limit theorem result o ~ L™, However,
the analysis in Ref. [36] revealed a more rapid decrease,
05 ~ L=@+D_This rapid decay of the disorder fluctuations
under coarse graining stems from a topological constraint
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imposed by the Euler equation of a two-dimensional graph,
N — E + F = x. Here N is the number of lattice sites (ver-
tices), E is the number of edges and F is the number of facets
in the graph. x is the Euler characteristic which is equal to
0 for periodic boundary conditions (torus topology). If every
facet is a triangle, as is the case for the VD triangulation,
then 3F = 2F because each triangle has three edges, and each
edge is shared by two triangles. Consequently, E = 3N which
implies that the total coordination does not fluctuate, and the
average coordination number is exactly 6 for any disorder
realization. Thus, if there is a spatial region in the random VD
lattice with above average connectivity, then there must be an-
other region with below average connectivity to compensate.
The topological constraint thus introduces anticorrelations
in the connectivity disorder which lead to the more rapid
decay of 0.

Repeating the derivation of the Harris criterion with the
relation o3 ~ L™“*D rather than the central limit theorem

result 0 ~ L™ leads to the inequality (d + 1)v > 2 for the
stability of a clean critical point [36].

APPENDIX B: MAXIMUM ENTROPY METHOD

The analytic continuation of the scalar susceptibility from
imaginary to real frequencies is given by Eq. (14) which yields
the Matsubara susceptibility %,,(iw,) as an integral over the
real-frequency spectral function x,, (). The inversion of this
relation is an ill-posed problem and very sensitive to Monte
Carlo noise. We can overcome this difficulty by using the
maximum entropy method [41]. The idea is to use Bayesian
inference to determine the most probable spectral density
for a given set of Monte Carlo data for the imaginary-time

susceptibility. Mathematically, the problem reduces to a min-
imization problem for the cost function

The first term in the cost function,
A= (op = Kx) ) Rop — KX}, (B2)

measures how well the Matsubara susceptibility correspond-
ing to X//)/ ,(w) reproduces the input data. Here K is a
discretized version of the integration kernel 2w/ (w? + ?) in
Eq. (14). It is given by

At sinh(Atw)
K(w, w,) = s (B3)
cosh(Atw) — cos(Atw,,)
where At is the imaginary time step [29,64]. The

matrix Xy = (¥pp(i0m) Xpp(i@n)) — {XppE@wm)) (Xpp(iwn))
contains the covariance matrix elements of the scalar
susceptibility Monte Carlo data.

The second term in the cost function, the entropy S,
smoothes the resulting spectral function and prevents the over-
fitting of the Monte Carlo noise. It is defined as

S==Y xp(@nx) (). (B4)

The free parameter « controls the relative weights of the two
cost function terms. The optimum value of this parameter
can be obtained using a particular version of the L-curve
method [65,66]. It involves maximizing the curvature k =
d*A /d(In o)?. This maximum marks the crossover from fit-
ting the actual information in the Monte Carlo data to fitting
the noise. More details of our implementation of the maxi-
mum entropy method are described in Refs. [28,29].
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