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Effect of collective spin excitations on electronic transport in topological spin textures
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We develop an efficient real-time simulation method for the spin-charge coupled system in the velocity gauge.
This method enables us to compute the real-time simulation for the two-dimensional system with a complex
spin texture. We focus on the effect of the collective excitation of the localized spins on the electronic transport
properties of the nontrivial topological state in real space. To investigate this effect, we calculate the linear optical
conductivity by calculating the real-time evolution of the Kondo lattice model on the triangular lattice, which
hosts an all-in/all-out (triple-Q) magnetic structure. In the linear conductivity spectra, we observe multiple peaks
below the band gap regime, attributed to the resonant contributions of collective modes similar to the skyrmionic
system, alongside broadband modifications resulting from off-resonant spin dynamics. This result shows that the
collective excitation, similar to the skyrmionic system, influences the optical response of the electron systems
based on symmetry analysis. We elucidate the interference between the contributions from the different spin
excitations to the optical conductivity in the multiple-spin texture, pointing out the mode-dependent electrical
activity. We show the complex interplay between the complex spin texture and the itinerant electrons in the

two-dimensional spin-charge coupled system.
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I. INTRODUCTION

Recent research intensively elucidated the effect of the
collective dynamics of a spontaneous order, such as mag-
netic order and excitonic order, on the optical responses of
electronic systems [1-7]. For instance, theoretical studies
simultaneously calculated the real-time evolution of the elec-
tron system and the order parameter [4—7]. More specifically,
the study of magnetic order [4] showed that the collective
excitation of the localized spins modulates the linear optical
conductivity and photocurrent response in an antiferromag-
netic chain. The results identified the features which are
absent within the independent particle approximation. It
is, however, not straightforward to apply the methodology
to more complex systems, such as two-dimensional systems
with a complex spin structure, due to their large computa-
tional cost. The realization of efficient real-time simulation
applicable to diverse cases is highly desirable since it is
anticipated that one can explore intriguing spin-charge cou-
pled dynamics, for example, by considering a magnetic order
whose real-space topological texture may significantly influ-
ence electronic properties [8—11].

The nontrivial topological state in real space appears
in noncoplanar magnetic structures such as frustrated mag-
nets and magnetic skyrmionic systems, where the complex
spin texture forms by spin-orbit coupling [12] and itinerant-
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electron-mediated interactions [13,14]. Through the exchange
interaction with localized spin systems with such nontrivial
spin textures, the electron system feels the fictitious magnetic
field and exhibits anomalous transverse transport. Theoreti-
cal studies [8,9,15—-19] showed that the anomalous transverse
conduction occurs in the Kondo lattice model with nontrivial
spin structures. Importantly, such noncoplanar spin textures,
including the all-in/all-out (AIAO) structure (triple-Q struc-
ture) [20-22] and skyrmion crystal [13,14,23], allow for
collective modes richer than those in conventional ferro- and
antiferromagnets. Indeed, theoretical [24—26] and experimen-
tal studies [27-29] identified collective modes of the localized
spins in the skyrmionic system. These collective modes in-
clude breathing modes excited by out-of-plane magnetic fields
and clockwise and counterclockwise rotatory modes excited
by in-plane magnetic fields [24,25].

In this study, we elaborate on the effect of the collective ex-
citation of the AIAO spin texture on the anomalous transverse
transport of the electron system. We simulate the real-time
evolution of the Kondo lattice model on the triangular lattice
hosting an ATAO spin texture composed of four sites in the
unit cell. The dynamical property is clarified by computing
the real-time evolution of the electrons and localized spins si-
multaneously. The computational cost of the two-dimensional
spin-charge coupled system with the AIAO spin texture is
expensive because of the dimensionality and complex spin
structure. We resolve the difficulty by developing an efficient
real-time simulation based on the velocity-gauge formula-
tion and interpolation technique. The developed calculation
scheme allows us to demonstrate the intriguing interplay

©2024 American Physical Society
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FIG. 1. (a) Kondo lattice model with AIAO order on a triangular
lattice with a four-sublattice unit cell. (b) Spin moments of each
sublattice. The spin texture is an AIAO state including a canted
component along the z axis.

between the complex spin texture and itinerant electrons in
a two-dimensional system.

The real-time simulation unambiguously shows that the
optical conductivity spectrum of the electron system exhibits
multiple peaks originating from rich collective dynamics of
localized spins. To classify which collective mode affects
linear optical conductivity, we analyze the spin excitations
using the symmetry-adapted bases. The symmetry analysis
indicates the similarity between the collective modes of the
AIAO spin system and those of the skyrmionic system. We
find that the rotatory modes of the localized spins affect the
optical responses of the electronic systems in two-dimensional
systems. Furthermore, the interference effect of the collective
modes, which is characteristic of a system hosting a complex
spin structure, results in an in-gap spectrum of the optical Hall
conductivity whose intensity significantly differs between the
modes. These findings may lead to an understanding of the
interplay between the complex spin texture and itinerant elec-
trons.

This paper is organized as follows. In Sec. II, we explain
the details of the model and the computational scheme for
the real-time evolution of the spin-charge coupled system.
Section III discusses the symmetry classification of the spin
excitations and its coupling to the external stimuli. Then, we
elucidate the physical responses and corroborate the effects of
the spin-charge coupled dynamics in Sec. IV. We draw our
conclusions in Sec. V.

II. METHOD

A. Model

We work with a AIAO state in the Kondo lattice model on
a triangular lattice (Fig. 1). The tight-binding Hamiltonian is

expressed as
E thcmc,a/ -J E cmS OuoCig

(ij)oo’ ioo’
—ir Y e 0otio —K Y (S) (1)
(ijoo’ !

ETU (Cis) 1s the creation (annihilation) operator of the electron
on site { with spin index o (o =1, |). The first term of the
Hamiltonian represents the hopping of the electrons between
the nearest-neighbor sites (ij) with amplitude #;,. The second

term represents the exchange interaction J between the spin
moment ¢ of the itinerant electron and the localized spin mo-
ment S. The third term represents the antisymmetric spin-orbit
coupling A (ASOC), which acts as an effective magnetic field
parallel to the vector e;; between the nearest-neighbor sites
(ij). The ASOC breaks the inversion symmetry and thereby
allows the system to exhibit cross correlation between the spin
and charge degrees of freedom. The last term represents the
easy anisotropy of the localized spin system K.

In the following calculations we use the parameters
t,=1,J=3.0, A =0.3, K;=0.1, ag = 0.01, and y=0.01,
unless explicitly stated otherwise. The filling number n of the
electrons is set to 0.25 per unit cell to stabilize the ATAO state
in equilibrium [Fig. 1(b)] [15,30], where the system shows
insulating behavior. The AIAO spin texture is stabilized by
the higher-order interaction between the local spins, which
is included in the exchange coupling between the itinerant
electrons and the local spins [31]. Owing to the anisotropy of
the spin Hamiltonian, a finite magnetization appears along the
z axis. We also set the lattice constant @ = 1 and elementary
charge e = 1.

We transform the Hamiltonian #{ in the real-space rep-
resentation into the momentum representation through the
Fourier transformation

&l (k) =Y e rathet, )
R

where the translation vectors R are defined as R =
n1(2,0,0)+ no(1, V3, 0) (n1, ny € Z) and the position r, of
the lattice site a’ is ¥, = r, + R. Since the AIAO state has a
unit cell 4 times larger than that in the paramagnetic state, the
index a for the sublattice in 620 (k) is taken as a =1,2,3,4
[Fig. 1(a)]. The Hamiltonian # in the momentum representa-
tion reads

A= Z DD R &, (k) (K), 3)

oo’ ab

where H(k) is the electronic Hamiltonian at each k point.

When the electric field is incorporated under the velocity
gauge, the creation (annihilation) operator changes as 6; —
AT (2, — e MOTE ) where A(t) is the vector po-
tential of the electromagnetic field. In the velocity gauge, a
time-dependent Hamiltonian is

GIOE Z DD [HE DI 6, K)ene (), (4)

oo’ ab

where the time-dependent electronic Hamiltonian H.(k, t) at
each k point is expressed as

Hk, 1) = Holk — A@1)], &)

while the creation and annihilation operators are coincident
with the original operators in Eq. (3) without the dependence
on ¢. The light-matter coupling is given by the time-dependent
vector potential A(¢) in the velocity gauge, which indicates
the photoelectric field E(t) = —0d;A(t). Since the light-matter
coupling is taken into account with the electric dipole approx-
imation, the vector potential is spatially uniform and thus does
not break the translation symmetry. In Eq. (4), we assume that
the Wannier state of an electron is well localized at a given
site.
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B. Calculation scheme

In this study, we calculate the real-time evolution of the
spin-charge coupled system. To compute the real-time simula-
tion, we simultaneously solve the von Neumann equation and
the Landau-Lifshitz-Gilbert (LLG) equation.

First, the time evolution of electrons can be described
by the single-particle den51ty matrix (SPDM) p7 ok, t) =
(Ehr (K)eag (), = Tr[],, ()ea ()D(1)], Where p(r) is the
density matrix of the system at time . The SPDM satisfies
the following equation, which is called the von Neumann
equation [32]:

dptk, 1) _

Peq(k, 1)].
(6)

The vector potential A(r) for the light field does not break
the translation symmetry, which keeps the von Neumann
equation block diagonal with respect to the momentum k.
The k-local property, which is compatible with the parallel
computation, is advantageous for efficient simulation of the
real-time evolution of spin-charge coupled dynamics. On the
other hand, if one works on the length gauge under which the
light field is expressed by the scalar potential as the Hamilto-
nian —E (¢) - r, the translation-symmetry breaking leads to the
k derivative of the SPDM —E - %’;’) in the von Neumann
equation. This k-derivative term is unfavorable for parallel
computation of k-point grids.

Second, the time evolution of the localized spin system is
governed by the LLG equation

dsﬂ 1 eff eff
= H" xS, +agS, x (Sa xH; )|, (7)
it~ 1+a} [ aSu x ( )]
H" = —J(0,) — 2K.(0,0, 52). (8)

Here, S, represents the localized spin moment at sublat-
tice site a, and Hsz represents the effective magnetic field
coupled to S,. In the LLG equation (7), (o,) is the sublattice-
dependent spin density of electrons calculated with SPDM
[see Eq. (13)]. Furthermore, we account for a relaxation
effect to obtain a physically reasonable response to light. Al-
though relaxation stems from electron-electron correlations,
electron-phonon interactions, and impurity scattering, we treat
it phenomenologically by using the relaxation time approx-
imation in the von Neumann equation y[p(k, ) — peq(k, )]
in Eq. (6) and the Gilbert damping o in Eq. (7). peq(k, t)
is the SPDM in equilibrium at temperature 7 = 0. p,(k, 1)
represents an equilibrium property but shows dependence on
time ¢ when the light field is incorporated under the velocity
gauge [33,34] (as discussed below). We solve the coupled
equations (6) and (7) using the fourth-order Runge-Kutta
method.

In the velocity gauge, the time-dependent Hamiltonian in-
dicates modification of the velocity operator. The correction
effectively gives rise to the shift in momentum k, and thus, the
momentum-resolved SPDM in equilibrium differs from that
at initial time t = 0 by the momentum shift. The momentum
shift explicitly reads

peq(k, 1) = pglk — AQ)], ©)

where p(e)q (k) is the SPDM of the initial Hamiltonian # (k).
The SPDM of the equilibrium state p.q(k,7) at time 7 is
calculated in the Bloch basis as follows:

[i’eq(ka t)]mn = 8mn®[,“« - Ell(k’ t)] (10)

We can compute the SPDM for the equilibrium state in the
orbital basis by using the unitary transformation

Peqk, 1) = Uk, )peq (k, U (k, 1), (11)

where the wunitary matrix U(k,t) diagonalizes the
Hamiltonian H(k,7) as U'(k,t)Hk, U k,t) = Ek, 1)
and [E(k, )] = Smn€n(k, t). The Hamiltonian changes as
Hk,t) = Holk — A(t)] due to the electric field. Therefore,
we need to calculate the SPDM p (k, 1) at every time step by
diagonalizing the Hamiltonian H(k, t).

To avoid this large computational cost, we approximate
the time-dependent SPDM in equilibrium. We calculate the
SPDM p.(k, 1) by applying cubic interpolation of the mo-
mentum grid. We initially calculate the SPDM pgq (k)atr =0
and obtain the interpolated function /o"1t (k) by performing the

cubic interpolation of peq(k) with respect to k. Then we can
approximate the SPDM p. (k, 7) at time 7 as

Peq k. 1) = pliTk — A(D)]. 12)

With this interpolation technique, we can calculate peq(k, 1)
easily without diagonalization of the Hamiltonian H(k, t) at
each time step.

Next, we explain a calculation method for physical re-
sponses. At each time step, we evaluate the physical quantity
(O@)) as

(Om) = ZTr[p(k DOk, 1)] (13)

by using the SPDM. The current density operator is written as

ZZZ P e OO sty )

ab oo’

- ZZZU(" D1 el (K)epor k), (14)

ab oo’

jo) =

Nsub

where ng,p, represents the number of sublattices in a unit cell.
Then, the linear response function is obtained as follows. We
apply an external field with a Gaussian profile described as

F t—1)?
F(t) = —2—exp _=y (15)
2mo? 202
. . . _ JA(1)
Since we take the velocity gauge for which E(f) = _B_I‘t

holds, the Gaussian electric field E(¢) is incorporated by the
vector potential A(¢) given by

=Bl ) ()] o

with erf(-) being the error function. In this scheme, we can
calculate the linear response function yxor(w) of the phys-
ical quantity O(t) to the external field F(¢) by the Fourier
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TABLE 1. Eigenvalues of symmetry-adapted bases of localized spins under a symmetry operation in magnetic point group G. The
subscript—in the 1, column represents the clockwise (CW) rotation, and the index+represents the counterclockwise (CCW) rotation. In
the 3, and 62, columns, +1 means the basis does not change sign, while —1 means that the sign of the operation flips. £~ = exp(2wi/3)

denotes the eigenvalue of the CW mode, and &+
last column.

= exp(—2mi/3) is that of the CCW mode. Each basis function v, is explicitly written in the

Yy 3, 62, Basis function
A +1 +1 S5
AT +1 +1 7 (S + 85 +59)
A +1 +1 %[(fsu 1 )+( Loy —180) + 53]
4" +1 -1 Al(381=F8) + (=385 + £83) + 1]
EX™ £* -1 5 (S £ zSy)
Ex B S g ) £+ ]
EL° & +1 ﬁ[%{( f 381) + (S 1S’)JrSV}i}{( 381+ L) + (=383 - £8) + 53]
B ¢ -1 05455+ 5 (51451 )]
transformation the degrees of freedom of localized spin vectors S%. The
() = AO(w) dimension of I" is 12 due to the sublattice (a =1, 2, 3,4)
Xor{w) = F(w) and spins (it = x, y, 7). The representation is decomposed into
1 irreducible representations as
= Foe ¥ e"“’“/ O(t)e " dt, a7) ['=3A; ®A, ®4E.

where AO(w) is the Fourier component of AO(t) = O(t) —
O(0) and F(w) is the Fourier component of the external
field F(t) = ﬁexp( e ’°>
the component of the external field Fy = 1.0x1073, 1, = 0.2,
and o = 0.03. Based on this scheme, we calculate the linear
response functions for the light field, which will be shown in
the next section.

We set the £ mesh of the Brillouin zone to 512x512 for
the real-time simulation and to 1600x 1600 for the cubic in-
terpolation of the SPDM in equilibrium. In this calculation,
we implement parallel computation of the k mesh using the
message-passing interface.

). In this calculation, we use

III. SYMMETRY ANALYSIS

In this section, we present the symmetry analysis of the
localized spin system. First, we classify the collective modes
of the localized spins. Second, we analyze the collective spin
dynamics that are linearly coupled to the external field based
on the symmetry analysis.

A. Symmetry-adapted basis of localized spins

In this section, we analyze the collective modes of the lo-
calized spins in the framework of the magnetic representation
and decompose them into three modes: the azimuthal symmet-
ric (AS) mode, clockwise (CW) mode, and counterclockwise
(CCW) mode.

The system belongs to the magnetic point group G = 32’
and has the following symmetry:

Gg= {1, 3., 3;1, 02,,62,, GZU}. (18)
Here, 1,6, 3,, and 2, are the identity operator, time-reversal
operator, threefold rotation around the a axis, and twofold
rotation around the a axis, respectively. The u and v axes are
generated by the actions 3; and 37 ! on the x axis, respectively.
The representation I is obtamed for the basis spanned by

There are three symmetry-adapted bases for the irreducible
representation A, one for A,, and eight for E.

We further classify the symmetry-adapted modes by using
threefold rotations. We define the AS mode as the mode with
an eigenvalue of 1 under symmetry operation 3., the CW
mode as that with £~ = exp(27i/3), and the CCW mode as
that with £ = exp(—2mi/3). The symmetry-adapted basis
function is given by a linear combination of the localized spins

SH as
Z ch(a)Sh,

where ¢/ («) is the coefﬁc1ent of the symmetry-adapted basis
Va.

The dynamics of the localized spin system can be described
by the symmetry-adapted basis listed in Table I. We display a
sketch of the symmetry-adapted basis functions {1, } in Fig. 2.
The AS bases, A{Z, A?Z, A?xy, and A;Xy, are invariant under
the out-of-plane rotation and thus are totally symmetric in the
azimuthal plane. The modes for clockwise rotation include
E™, E* E* and E*', while the CCW mode comprises
E}rxy , E}f, Eixy ,and Eixy " Thus, CW and CCW modes have
the nontrivial transformation property under the out-of-plane
rotation. Note that the CCW basis with &, = exp(—2mi/3)
is the complex conjugate of the CCW counterpart with §_ =
exp(2i/3). For example, E;” is the complex conjugate of

19)

E™. These collective modes are similar to those of the
skyrmionic system [24,25].

In the following sections, we calculate the component of
the symmetry-adapted basis of the localized spin dynamics

V() as
Ta(t) =Y [cl(@)] St ),
ap
where we project the localized spins S (¢) into the symmetry-
adapted basis V.

(20)
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FIG. 2. Sketch of the symmetry-adapted basis of localized spins tabulated in Table II. The spin moments are colored-coded as in Fig. 1.

B. Selection rule for optical excitation of spin dynamics

In this section, we analyze the symmetry-adapted bases of
the localized spins that are linearly coupled to the external
field based on the symmetry. The circularly polarized external
field is defined as

1

ﬁ(l, +i, 0) exp(—iwt),

where the minus sign (—) represents the CW mode and the
plus sign (+) represents the CCW mode. Like in Table I, the
external fields are classified in terms of irreducible representa-
tions and eigenvalues for operation 3. The results are shown
in Table II. For instance, the eigenvalue of the clockwise
rotatory field F_(¢) is £~ for operation 3,, equal to that of
the CW mode.

The symmetry indicates that we can excite the CW mode
by the clockwise rotatory field F _(¢) and the CCW mode by
the counterclockwise rotatory field F, (¢). The linearly po-
larized field F, contains the clockwise and counterclockwise
rotation fields and can excite both the CW and CCW modes.
On the other hand, the eigenvalue of the magnetic field B, is 1
for 3,, which is the same as that of the AS mode. Thus, we can
excite the AS mode by the magnetic field B, along the z axis.
In the following, we mainly delve into the linear responses to
in-plane electric fields, and the AS modes play minor roles.

F.i(t)=

IV. LINEAR RESPONSE FUNCTIONS

In this section, we present the results of the real-time
simulation of the spin-charge coupled system. First, we cal-
culate the magnetic susceptibility of the symmetry-adapted
bases of the localized spin system in Sec. IV A. Second,

TABLE II. Eigenvalues of the external field of localized spins
under the symmetry operator of magnetic point group G. The
symmetry-adapted bases listed in the last column are linearly coupled
to the external field in the row.

3, 62, Basis function
E* £+ -1 EX E¥ B EX
B* £+ +1 EX EX EX EX
B +1 +1 Al AT AT AT

we calculate the linear optical conductivity of the electron
system in Sec. IV B. Third, we calculate the electromagnetic
susceptibility of the localized spin system in Sec. IV C. We
also quantitatively evaluate the electromagnetic susceptibility
of the collective modes.

A. Magnetic susceptibility

In this section, we show the magnetic susceptibility of the
symmetry-adapted bases of the localized spins to corrobo-
rate the collective spin excitations in light of the frequency
dependence. We calculate the magnetic susceptibility x,, (@)
written in the symmetry-adapted basis as

AV (@) = Xau(®)By (), @21

where we defined the Fourier component of A, (t) =
Ve (t) — 14 (0), representing the modulation of localized spins
in the symmetry-adapted representation. The response func-
tion X, (w) is obtained by taking the Gaussian magnetic field
F(t) = B(t) [Eq. (15)], which is coupled to the localized
spins. The perturbation is expressed by the Hamiltonian

Heu(t) = — Y B(t)-Sa. (22)

The perturbation takes place without breaking the translation
symmetry, and the time evolution can be traced in parallel
between different momenta as in the case of the uniform
vector potential [Eq. (6)].

We plot the magnetic susceptibilities of the symmetry-
adapted bases belonging to the different symmetries in
Fig. 3. In Fig. 3(a), the magnetic susceptibility x,, with o =
A%Z, A?Z, A?xy , A;x"' (AS modes) is shown. Consistent with the
symmetry analysis in Sec. III B, the out-of-plane magnetic
field is coupled to the AS modes but makes no contribution
to the CW and CCW modes. On the other hand, the CW
and CCW modes respond to the in-plane magnetic fields as
observed in the plots for x,, in Figs. 3(b) and 3(c).

As a result, the spectrum of magnetic susceptibility is de-
termined by three types of collective modes and consists of
four peaks, that is, one for the AS modes, two for the CW
mode, and one for the CCW mode. The number of collective
modes is consistent with the analysis of the magnon spec-
trum [30], and the lowest-energy (@ ~ 0.09) peak comes from
the magnon band whose gap energy at k = 0 is due to the
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FIG. 3. (a) Linear magnetic susceptibility of the AS mode to the
out-of-plane magnetic field. (b) Linear magnetic susceptibility of the
CW mode to the magnetic field along the x axis. (c) Linear magnetic
susceptibility of the CCW mode to the in-plane magnetic field.

magnetic anisotropy K, in Eq. (1). We note that only the k = 0
spin excitation is present since the system is perturbed by the
uniform light field parametrized by E(¢).

B. Optical conductivity

In this section, we investigate the linear optical conductiv-
ity. The linear optical conductivity is written as

J,u(w) = Guv(w)Ev (w), (23)

(a)

0.50
— 04, With LLG
0y, With LLG
0.25 | — o, Without LLG
0y, Without LLG
&  0.00 A
—0.25
—0.50
0.0 0.2
(b)
—1.0
—0,, With LLG

—— 0., Without LLG

FIG. 4. (a) Linear optical conductivity of the system. The blue
solid line and the green dashed line indicate the longitudinal optical
conductivity with and without updating the spin configurations, re-
spectively. The orange solid line and the purple dashed line indicate
the transverse optical conductivity with and without updating the
spin configurations, respectively. The black dashed line indicates
the band gap frequency. (b) Longitudinal optical conductivity at log
scale. The blue solid line and the orange dashed line indicate the
calculation with and without updating the spin configurations.

where u, v = x,y since the electronic Hamiltonian is built
into the two-dimensional system. j,(w) is the Fourier com-
ponent of the electric current in Eq. (14).

We plot the frequency dependence of the linear optical
conductivity o, () in Fig. 4. The optical gap is at @ >~ 0.55
[vertical dashed line in Fig. 4(a)], indicating the insulating
state of the adopted model. In Fig. 4(a), we show the lon-
gitudinal optical conductivity oy, and the transverse optical
conductivity oy,. The solid lines (“With LLG”) represent
the optical conductivity incorporating the effect of the local-
ized spin dynamics following the LLG equation, while the
dashed lines (“Without LLG”) represent the optical conduc-
tivity without the effect. In Fig. 4(b), we show the longitudinal
optical conductivity o,, with and without the LLG simulation
in log scale.

There are two consequences of spin dynamics on the op-
tical conductivity. First, Re o (w) with the LLG simulation
shows three resonance peaks in the in-gap regime, which
are absent in the independent particle approximation. Due
to the increased degrees of freedom of the local spins, more
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optical conductivity peaks are observed in the in-gap regime
than in Refs. [4,6]. The peaks at w =~ 0.09, 0.25 correspond
to CW modes, as inferred from the magnetic susceptibility
[Fig. 3(b)], and the peak at w >~ 0.16 is for CCW modes [see
Fig. 3(c)]. The peak height for @ >~ 0.16 is much smaller than
that at w >~ 0.09, 0.25. The prominent difference can be un-
derstood from the electromagnetic susceptibility corroborated
in Sec. IVC.

Second, the spin dynamics leads to the modification of
the optical conductivity in the spectrum above the band gap
as well as the in-gap optical excitations. This modification
is also carried by the collective spin dynamics, while the
localized spins are driven by the electronic spin excitations
responding to the irradiating light. It is noteworthy that the
in-gap and above-gap optical excitations are in a trade-off re-
lationship due to the sum rule f Re o, (w)dw = const. In the
spin-charge coupled system with the AIAO spin texture, the
collective modes belonging to the different symmetries affect
the optical conductivity. Therefore, we can selectively excite
the collective modes which influence electronic transport.

C. Electromagnetic susceptibility

Our focus is on the richer collective spin excitations origi-
nating from the ATAO state and on their impact on the electric
response, and thus, let us undertake more detailed investi-
gations of the in-gap optical excitations by considering the
electromagnetic susceptibility. The electromagnetic suscepti-
bility «,, (@) of the symmetry-adapted form of the localized
spin excitation y, is written as

Al[fa (a)) = Kau(w)Eu(w)~ (24’)

We plot the spectrum of the electromagnetic susceptibility g
with the electric field E || % in Fig. 5. Owing to the selection
rule tabulated in Table II, only the CW and CCW modes
contribute to the electromagnetic susceptibility «,,. Then, we
show the electromagnetic susceptibility relevant to the CW
modes [Fig. 5(a)] and CCW modes [Fig. 5(b)]. The electro-
magnetic susceptibility of the CCW mode is much smaller
than that of the CW mode.

The in-gap peaks of the optical conductivity are caused by
resonant excitation of collective spin dynamics, and thus, peak
amplitude implies the electrical activity of each collective
excitation. For instance, the electrical activity of the CCW
mode is small, as observed in the electromagnetic suscep-
tibility plotted in Fig. 5(b), leading to the negligibly small
peak in the optical conductivity spectrum [Fig. 4(b)]. More
specifically, the mechanism of electric-active collective spins
dynamics is as follows: first, the electric field coupled to
the electron system stimulates the magnetization response of
electrons’ spins through the spin-orbit coupling [third term
in Eq. (1)]. Then, the perturbed spin moment of electrons
induces the dynamics of the localized spins as a consequence
of the exchange interaction between them [second term in
Eq. (1)]. The resultant coupling between the electric field
and the localized spins indicates the electromagnetic response
denoted by Eq. (24).

0.00 0.05 0.10 0.15 0.20 0.25

(b)
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—15
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w
FIG. 5. Linear electromagnetic  susceptibility  «,,. The

symmetry-adapted basis ¥, is taken from (a) the CW modes
and (b) the CCW modes.

The mechanism can be formulated by decomposing the
electromagnetic susceptibility into two parts as

Kar(@) = Y xS5(@)g, (@) (25)
B

=) kaps(®). (26)
B

kg () is the bare electromagnetic susceptibility, indicating
the correlation between the electric field is

Z cfj(ot)A(cr(ﬁ‘)(a)) = kg, (W)E,(w), 27
m

where we define the Fourier component of A{c/)(t) =
(o} (t) — (6/*)(0), representing the modulation of itinerant
spins in the symmetry-adapted representation. This suscepti-
bility does not include the dynamical effects of the localized
spins, so we calculate k2 (w) by the real-time simulation
without updating the local spin moments.

We also define Xgﬂ (w), which is the magnetic susceptibil-
ity denoting the correlation between the symmetry-adapted
modes (Y, ¥g). Based on the symmetry, X(fﬁ(w) is finite
when the symmetry-adapted bases o« and S belong to the
same mode. The response function Xs,s (w) is obtained by
taking the Gaussian magnetic field, which is proportional to
the symmetry-adapted basis 4. The perturbation is expressed
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FIG. 6. (a) The decomposition of the electromagnetic suscepti-
bility of the collective mode ¥, = E™. (b) The decomposition of

the electromagnetic susceptibility of the collective mode v, = Eixy B

by the Hamiltonian

By
HL ()= -1
o V2mo?

where By is the amplitude of the Gaussian magnetic field.

Combining xﬁﬂ (w) and Kgx(a)), we can calculate the
decomposed component kygc(@). As a result, the electro-
magnetic susceptibility «,,(w) of the collective mode ¥, is
determined by the interference of «,g, (w) with respect to the
mediating modes labeled by 8.

Taking the CW E™ and CCW Eixy’ modes for ¥, in
Eq. (26), we plot the decomposed electromagnetic suscepti-
bility in Fig. 6. In the case of ¥, = E™, for example, the

localized spin response to the electric field is mediated by
the fluctuations denoted by Y  c#(B){c}*), which are sym-

n-a
metry adapted to the CW modes (E"”, E¥*, E*, and E*).
Similarly, the electromagnetic susceptibility of the collective

mode E;" " is mediated by those with the same symmetry as
the CCW modes of localized spins.

As for the electromagnetic susceptibility of the CW mode,
the interference of the mediating spin fluctuations results in a
sizable electromagnetic susceptibility for ¥, = E"”. On the
other hand, while each kg, makes a significant contribution,
destructive interference is observed in the case of the CCW

mode, giving rise to a much smaller electromagnetic suscep-

202

2
exp(—u>cz°(ﬁ>sg, (28)

tibility in total. These results imply that the CCW modes
are less electrically active when compared to the CW modes
and hence offer negligible optical conductivity [peak around
w =~ 0.16 in Fig. 4(b)]. The constructive and destructive inter-
ference effects are features unique to the system hosting the
complex spin texture, and their identification has been accom-
plished with the developed efficient computational method for
the real-time evolution of the spin-charge coupled system.

V. SUMMARY

In this study, we developed an efficient real-time simu-
lation of the spin-charge coupled system and applied this
method to a two-dimensional system with a complex spin
texture. We investigated how the collective excitation of the
localized spins influences the optical response of the elec-
tronic system. First, we identified the symmetry-adapted bases
of the localized spins and further classified them with cir-
cular polarization. This allowed us to clarify the reaction
of the collective modes of the localized spins to external
stimuli. Next, we calculated the linear response functions
of the spin-charge coupled system. The magnetic suscepti-
bility is conveniently decomposed by the symmetry-adapted
bases and is determined by the resonant dynamics of the
localized spins when the frequency of magnetic fields is
in the in-gap regime. The observed collective modes have
features similar to those of the skyrmionic system, imply-
ing the AIAO state is the minimum unit of the magnetic
skyrmion.

The impact of the real-time simulation was demonstrated
by the calculations of the linear optical conductivity, including
the effect of the localized spins dynamics. The electrical ac-
tivity of the collective spin motion results in the modification
of the spectrum of optical conductivity such as in-gap peak
structures. The collective modes differ in their influence on
the optical conductivity; the rotatory modes of the localized
spins affect the optical conductivity, but the AS mode of the
localized spins does not affect the optical conductivity in the
two-dimensional system. Finally, we discussed electromag-
netic susceptibility, paying special attention to spin dynamics
induced by light whose frequency is below the band gap.
The electromagnetic susceptibilities of the CW and CCW
modes were elucidated by decomposition into the bare elec-
tromagnetic susceptibility and magnetic susceptibility. As a
result, the interference effect plays a key role in determin-
ing the contrasting electrical activity of the CW and CCW
modes.

To conclude, we systematically investigated the spin-
charge coupling by real-time simulations of the system with
the AIAO magnetic order, which is considered the minimal
unit of a magnetic skyrmion. The diverse collective excita-
tions arising from the magnetic structure lead to multiple
peak structures in the optical conductivity spectrum and ex-
hibit different electrical activities due to interference effects
between spin fluctuations. The essential ingredient is the op-
tically active collective spin dynamics in the gapped system.
Therefore, searching for a real material should be in the realm
of inversion symmetry broken semiconductors or insulators
with optically active magnons, such as GaV4Sg [35,36] and
Cu,0SeO5 [37,38].
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