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New rapid and accurate method to measure low-energy-electron-diffraction beam
intensities: The intensities from the clean Pt (111) crystal face

P. C. Stair, T. J. Kaminska, L. L. Kesmodel, and G. A. Somorjai

Berkeley, California 94720
(Received 26 August 1974)

The intensities of the low-energy-electron-diffraction beams backscattered from the clean platinum (111)
surface are measured by a photographic technique. The fluorescent screen in a conventional

low-energy-electron-diffraction chamber is photographed at various incident electron energies in

electron-volt intervals in the range of 20-200 eV. The film is then machine developed and scanned

using a computer-controlled digital-output microdensitometer. The intensity profiles of all of the
diffraction beams can be obtained simultaneously this way in ten minutes and these are identical to
those measured by telephotometer. The film can readily monitor three orders of magnitude change in

intensity. The photographic diffraction-beam-intensity measurement is particularly useful when

time-dependent changes in the beam intensities due to adsorption, chemical reactions or
electron-beam-surface interactions occur or when many diffraction beams are present as in the case of
coincidence lattices or reconstructed surfaces. The diffraction beams from the clean platinum (111)
crystal face have been measured by both photography and telephotometry and the intensity profiles

necessary to carry out surface-structure analysis are reported.

I. INTRODUCTION

The development of surface crystallography in
the past several years has required the accurate
measurement of low- energy- electron-diff raction
(LEED) beam intensities as well as the evolution of
the theory of low-energy electron diffraction from
clean solid surfaces and from surfaces with ad-
sorbed layers. Important advances in theory have
made surface-structure determination of clean
monatomic solids possible wherever adequate ex-
perimental data have become available. In fact,
the lack of accurate diffraction-beam-intensity data
appears to be the major obstacle at present to the
development of the field of surface-structure analy-
sis.

There are good reasons for the slow accumula-
tion of precise intensity data, in the published liter-
ature. The I EED apparatus that is presently com-
mercially available is not well suited for accurate
determination of scattering angles because of the
presence of stray magnetic fields and crystal hold-
ers lacking precise control of crystal position. In
an ultrahigh-vacuum system there are always time-
dependent changes in surface conditions due to the
adsorption. of unwanted gases from the ambient.
Therefore, it is imperative to measure diffraction-
beam intensities emanating from the sample sur-
face as rapidly as possible. The reasons for the
rapid obtainment of intensity data multiply when
the structure of adsorbed gases is to be determined.
Competition of various gases for adsorption sites,
interactions of adsorbates with the electron beam,
and the easy transformation of certain surface
structures to disordered layers or other structures

are factors that make diffraction-beam-intensity
determination difficult. In addition, the refine-
ment of the calculated surface structure necessi-
tates the availability of intensity data from several
diffraction beams over a wide range of scattering
angles and electron energies.

A rapid and accurate method of taking diffraction-
beam intensities is needed that permits measure-
ment of all of the various order diffraction beams
simultaneously, and over wide ranges of angles
and electron energies. The presently available
and more frequently used techniques that utilize
spot photometer or Faraday cups cannot carry out
this task.

In this paper we report on the development of a
new photographic method to obtain LEED beam in-
tensities accurately and rapidly and on the applica-
tion of this technique to measure the beam intensi-
ties from the platinum (111) crystal face. The
technique involves photographing the fluorescent
screen using a fast film of suitable sensitivity to
obtain all of the diffraction-beam intensities simul-
taneously. We can measure the diffraction-beam
intensity over three orders of magnitude range.
Photographs are machine developed for uniformity
and calibrated for point-by-point conversion from
digitalized optical density to intensity. This is fol-
lowed by computer analysis of the integrated inten-
sities and background correction. The diffraction-
beam intensities from the clean platinum (111) crys-
tal face that were obtained this way have not been
reported previously. The surface- structure analy-
sis based on these data is provided in the paper fol-
lowing this one.

Using this photographic technique the structure
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analysis of complex coincidence lattices and recon-
structed surfaces has become possible. In order
to facilitate widespread adoption of this technique
of surface-structure analysis, we compare the ex-
perimental intensities obtained by photography and

by spot photometer and describe in detail how to
obtain a relationship between the diffraction-beam
current and the measured optical densities. It
should be noted that the photographic technique
yields only the relative intensities of the various
diffraction beams which is certainly sufficient data
to carry out surface-structure analysis.

II. EXPERIMENT

A. Apparatus

A modified Varian ultrahigh-vacuum LEED-Auger
apparatus was used for these measurements. The
stainless-steel chamber was maintained at a back-
ground pressure of 1~10 Torr by an Ultek 200-
liter/sec ion pump and a Varian water-jacketed
titanium sublimation pump. Selected gases could
be introduced into the vicinity of the sample through
a hypodermic syringe needle separated from a bak-
able gas manifold by a Varian adjustable leak valve.

The LEED-Auger system had a Varian four-grid
LEED optics which uses an -5-kV post acceleration
to display the diffraction pattern on a fluorescent
screen coated with P-11 phosphor. The electron
gun was a Varian off-axis gun with a direct heated
tungsten filament. A Varian electron-gun power
module with a LEED control module provided ei-
ther a beam current or filament voltage regulated
electron beam with a voltage range from —2. 5 V to
—1.5 kV in the LEED mode and from —5 V to —3
kV in the Auger mode. The electron beam current
was determined by measuring the total current re-
turning to the electron gun from ground and was
measured to the 0. 001- p,A level using a Kiethley
model-160 digital multimeter.

The platinum crystal sample was cut from a
99.9999% purity single-crystal rod purchased from
Materials Research Corp. It was spot welded to
high-purity polycrystalline platinum strips to avoid
possible contamination. The sample which could
be heated resistively was mounted on a Varian high-
precision manipulator modified so that the "flip
mechanism" would provide rotation about the inci-
dent beam axis.

In addition to heating and chemical treatment,
crystal cleaning was facilitated by sputtering using
a Varian ion-bombardment gun mounted at a right
angle to the LEED optics.

One of the most important considerations involved
in making accurate intensity measurements was
creating a field-free drift region for the incident
electron beam. Electric fields were eliminated by
shielding with conducting materials, usually tanta-

lum foil. Shielding from external magnetic fields
was accomplished by surrounding the LEED optics
and the drift region from the end of the electron
gun to the viewing window with a normalized p-met-
al shield. This reduced the magnetic field perpen-
dicular to the incident electron beam to less than
10 mG, which will deflect a 20-eV electron beam
by no more than 0. 2 deg.

The degree to which an electric or magnetic
fields might effect the intensity profiles was
checked by two methods. In the first method the
azimuthal angle of the Pt (111) crystal was chosen
so that an equatorial rotation in either direction
from normal incidence by the same amount would
give the same specular intensity profile. The sec-
ond method made use of the fact that for the Pt
(111) surface the first-order nonspecular diffracton
beams exhibit a threefold degeneracy when the in-
cident beam is normal to the surface. At+ 10',
the specular intensity profiles were identical from
10 to 50 eV, and from 50 to 85 eV the intensities
of the threefold degenerate first-order beams were
identical (Fig. 1).

The cutting, polishing, and cleaning of platinum
single crystal has been previously described. ' The
cleanliness of the surface was determined using
Auger-electron spectroscopy. Auger spectra were
always taken both before and after taking an inten-
sity measurement.

Accurate crystal positioning was achieved by
, first establishing a condition where the incident
electron beam was normal to the crystal surface
as evidenced by the threefold degeneracy of the
first-order Pt (111)diffraction features. The crys-
tal was then rotated to the desired angle of inci-
dence by means of the angular scale on the manip-
ulator. A vernier on this scale implied that mea-
surements could be made to the nearest 0. 1', but
the accuracy was not justified due to mechanical
play in the manipulator. The azimuthal angle was
determined by measurement from a photograph,
and the accuracy was within 0. 5'.

B, Telephotometer and photographs

Diff raction intensities were measured from the
fluorescent screen in two ways: by telephotometer
and by analyzing photographs. The telephotometer
used in these studies was a Gamma Scientific Model
2000 telephotometer employing fiber optics with an
accuracy of + 4/o of full scale and with the capability
of measuring intensities over a range of better than
three orders of magnitude at a given aperture set-
ting. The photographs were taken using a Nikon I"

camera using an 85-mm lens with a K3+K4+K2
extension ring, and a motor drive. The film used
was Kodak Tri-X emulsion No. SO-265. The film
was machine developed using Dupont extra fast x-
ray developer (XPD). The developing, fixing, and
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the LEED power supply in the constant-beam-cur-
rent mode. However, for incident electron ener-
gies less than - 50 eV, the incident current was no
longer held constant, but the beam current was
measured as previously described, and the inten-
sities were normalized to the constant value main-
tained above 50 eV. All intensity measurements
were made from 20 to 200 eV in 2-eV intervals.
The position of the telephotometer was checked
periodically throughout the series of measurements
to insure that the maximum intensity was recorded
at each energy.

When taking intensity measurements photograph-
ically an exposure time of 1 sec was used with an
aperture of either f/4. 0 or f/2. 8 depending upon
whether the diffraction feature of interest was the
(00) beam or a nonspecular beam, respectively. A
portion of the same film batch was exposed to a
calibrated continuous gray wedge by light filtered
through a No. 48 %ratten filter and developed along
with each film strip. This "sensistrip" was used
for calibrating the density on the film to the inten-
sity which created it as described in the next sec-
tion. The developed film was scanned, and the out-
put analyzed by computer to determine the diffrac-
tion intensities.

C. Conversion of density to intensity
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FIG. 1. (a) Normalized relative I-vs-eV profiles for
Pt (111), {00) beam, & = + 10', $ =30 . (b) Nonnormalized
relative I-vs-eV profiles for Pt (111), (10), (01), (11)
beams, ~=0', Q =0'.

washing times were all 150 sec at a temperature
of 83'F. The developed film was scanned using a
computer-controlled digital-output microdensitom-
eter. 2 The film was advanced from one frame to
the next by a motorized advancing mechanism, also
under computer control.

When taking intensity measurements using the
telephotometer an aperture was used which detected
light from a solid angle of 20 . This corresponds
to an area on the fluorescent screen of approxi-
mately 4 mm. All measurements were taken with

In order to measure intensities photographically
the darkened negative image on the film has to be
related quantitatively to the light intensity I, which
created that image. The conventional quantitative
measure for the darkening of a film negative is the
optical density which is defined as the negative log-
arithm of the transmission (- log, o T, T= / Ip)I.

For fixed conditions of film emulsion, developing,
and spectral distribution in the incident light, the
optical density is a monotonic function of the expo-
sure where the exposure, E, is defined as F. -=I Idt. '
For incident-light intensities which remain constant
in time, which is the case here, the exposure re-
duced to E=It. If the exposure times are all the
same, then the optical density is a monotonic func-
tion of the intensity, and a calibration between the
optical density and the intensity is possible.

The calibration from density to intensity was done
in the following way: A piece of film from the
same emulsion batch as was used in photographing
the diffraction pattern was exposed to the image of
a calibrated, continuous neutral density wedge.
This wedge was calibrated so that the logarithm of
the relative intensity of the light transmitted varied
linearly over the length of the wedge. Thus, the
log, o(I„,) of the light incident on the film varied
linearly over the length of the image. This image
was the "sensistrip" referred to Sec. II 8. By
measuring the optical density of the film along this
image a relation was obtained between the optical
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FIG. 2. Film density vs log&() relative intensity gener-
ated by the "sensistrip" {heavy circles) and by the camera
(open circles).

density and the incident relative intensity. By using
the same emulsion batch any nonuniformity between
emulsion batches was eliminated. The light used
to expose the wedge wa, s filtered through a Wratten
No. 48 filter which has nearly the same transmis-
sion spectrum as the emission spectrum of P-11
phosphor. ' This wa. s done because the film re-
sponse depends upon the spectral distribution of
the incident light. Finally, the calibration wedge
was exposed, and the film strip was developed
along with each set of diffraction pictures taken.
This minimized the effect of changes that may oc-
cur during developing.

Under exposure conditions where either I is large
and t is small, or vice versa, the exposure may
no longer obey the relationship E =It. This is
called reciprocity failure. ' The exposure time
when taking photographs is 1 sec, but the strobe
which was used to expose the density wedge has a
flash time of 1/100 sec. To check for reciprocity
failure a plot of density versus log&0 (relative in-
tensity) was generated by taking pictures of a gray
card through a, series of neutral density filters and
at the same time measuring the intensity of the
light transmitted through the filters using the tele-
photometer. A comparison of the density versus
log„(relative intensity) curve generated by the
calibrated wedge to that generated by the camera
showed no significant differences (Fig. 2).

Using the photographic technique of intensity
mea, surement 90 frames a,re generated at a given
polar angle 8, and azimuthal angle P, by a single
electron energy scan. Since accurate structure
analysis requires taking intensities at several val-
ues of 8 and P, it is imperative to scan the film
automatically.

The mechanics of the scanning microdensitome-
ter makes use of the "sensistrip" calibration a
routine operation. The instrument scans a rec-
tangle of selected dimensions in a series of lines.

Each line consists of a series of steps where the
film optical density is measured and recorded on
magnetic tape. The spacing bebveen lines and
steps is precision regulated through micrometer
linkages driven by two stepping motors. The mini-
mum step distance or line spacing is 0. 0005 in.
All mechanics are under computer control. This
generates a grid of density values corresponding
to the positions in the rectangle scanned, i.e. , a
two-dimensional density map.

When scanning the "sensistrip" each step in the
scan corresponds to a change in the intensity de-
termined by the calibrated density wedge. By
averaging several lines together to eliminate the
graininess in the film image, a table is generated
of measured densities and the corresponding rela-
tive intensities.

All of the data including the scanning of the
"sensistrip" are recorded on magnetic tape for
computer analysis. The analysis consists of four
parts. First, the data from scanning the "sensi-
strip" is averaged and smoothed to generate a table
of density versus the corresponding relative inten-

sity. Next, the data from scanning the diffraction
pictures are searched for diffraction spots. When

a spot is found, the relative intensity is computed

by converting the density of each point within a fixed
radius of the maximum density into an intensity,
subtracting a locally determined background value
and summing the intensities for all points with in-
tensities greater than the background. The number
of points used in the integration is a measure of the
spot size but also depends upon the distance chosen
between steps and lines when scanning. Finally,
the spots found in ea,ch scan are numbered and plot-
ted within a. rectangular boundary representing the
border of the film frame. The spot numbers and
their intensities are listed next to the plot, and a
deck of cards is punched to be used as data for a.

Cal Comp plot of the I-eV curve.

III. RESULTS AND MSCUSSION

The diffraction intensities from a clean Pt (111)
surface were recorded at normal incidence and at
pola, r angles of 4', 10', and 16'. The diffraction
beams as well as the azimuthal angle P are defined
following the convention established by Jona (Fig.
3). Figures 4 and 5 show the normaliz'ed relative
intensity profiles as a function of polar angle for
the (00) beam and the (10) beam, respectively.
Figure 6 shows the normalized I-vs-eV curves for
the first-order nonspecular beams at normal inci-
dence. Figure 7 shows the (11) beam and the (01)
beam at a, polar angle of O'. The intensity scales
between beams are not consistent so that the inten-
sities of different beams cannot be compared direct-
ly.

The intensities determined photographically are



NEW RAPID AND ACCURATE ME THOD TO MEASURE. . . 627

2l

Pt (III) (IO) Beorn T= 500 K

I t I

8=4 /=0'

IO
Photo

2I
e

0

8 = 10' qb
= 0'

FIG. 3. Diffraction beam labeling for the Pt (111) dif-
fraction pattern following the convention of Jona (Ref. 5).
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FIG. 4. Normalized relative I-vs-eV profiles for Pt
(1.1.1), {00) beam as a function of the polar angle 8. The
intensity scales for different polar angles are not corn-
parable.

FIG. 5. Normalized relative I-vs-eV profiles for Pt
(111), (10) beam as a function of the polar angle &. The
intensity scales for different polar angles are not com-
parable.

in excellent agreement with those determined using
the telephotometer as can be seen in Fig. 4. The
photographic mea. surements were taken with the
LEED power supply in the constant-beam-current
mode which causes the diffraction intensities at
higher energies to fall below the threshold for de-
tection by the photographic film, and since the
theoretical analysis of the intensities could not be
carried past 100 eV due to computational limita-
tions, ' no effort was made to analyze photographic
data a.t energies above 120 eV. However, with the
LEED power supply in the constant-filament-volt-
age mode the beam current increases with the in-
cident beam energy so that there is no significant
decrea. se in the overall diffraction intensity allowing
photographic determination of the intensity profiles
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dition as a result of adsorption or chemical reac-
tions on the surface or of interaction with the elec-
tron beam. All of the data available on the display
screen may be recorded permanently on film within
10 min, then analyzed at leisure. When coinci-
dence lattices are present or in the case of surface
reconstruction [for example, the Si (111)or the Pt
(100)] there are so many diffraction beams present
at a given electron energy that photographic detec-
tion and storage of their relative intensities ap-
pears to be the only way to compile sufficient data
for surface structure analysis. The photographic
detection of low-energy diffraction beams is likely
to remain the most versatile technique to collect
intensity data for surface structure analysis until
a new display and rapid scanning techniques are
designed for use in a drastically modified LEED
chamber.
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at higher energies. The intensities may then be
normalized to unit beam current during the com-
puter analysis. If the intensity profile terminates
below 100 eV, this was due to the diffraction beam
being blocked from view by the sample holder. A
more compact crystal holder is currently being
designed to minimize this problem. Finally, since
all measurements were taken with the first grid at
ground potential, the nonspecular beams were not
observable at their emergence energy.

It is important to note that due to the nature of the
calibration from density to intensity only relative
intensities can be determined photographically. In
addition, no attempt was made to relate the inten-
sity scales from one beam to another. Despite this
limitation and the limited range of incident beam
energies for which data were available, the data
were sufficient for a crystallographic character-
ization of the surface.

The value of the photographic technique comes
into play when the data must be recorded swiftly
due to time-dependent changes in the surface con-
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