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A detailed calculation, to order € (€ = 4 — d), of the two-point-correlation function of an Ising-like
system in the whole critical region is presented. The scaling function is shown to be a
cut-off-independent function of two variables which is universal in the context of a sharp cut off.
Explicit asymptotic expansions in the large and small momentum (relative to the inverse correlation
length) are given. Particular attention is paid to the corrections from the Ornstein-Zernike theory. These
corrections are two orders of magnitude larger below T, than above. Numerical comparison with
series-expansion results agree surprisingly well. A powerful technique of evaluating diagrams using the

Fourier transform of the propagator is also presented.

I. INTRODUCTION

It is well known that as one approaches the criti-
cal point of most systems, the scattering intensity
' shows a dramatic increase in certain directions
(near a reciprocal-lattice or superlattice vector
for systems with a periodic structure and near the
forward direction for liquids). Within the first
Born approximation, it can be shown that the
quasielastic scattering intensity is proportional
to the Fourier-transformed order-order correla-
tion function,'™

The study of critical scattering thus reduces to
the study of the function

6@, T, m)x 3 ot
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Here R labels the sites of a d-dimensional lattice,
3 denotes an n-component vector or “spin” field,
and m =(8 is the order parameter of the system.
For a magnetic system, a pure fluid or binary
mixture, the order parameter will be, respec-
tively, the magnetization, density, or composition
deviation from critical. With improving scatter-
ing techniques (using x rays, neutrons, and light)
one may expect that highly precise measurements
of the scattering intensity in the whole critical
region of such systems will soon be possible.

Such measurements are of fundamental theoretical
importance as a test of scaling?~® and operator-
product-expansion®” hypotheses. In particular,
scattering experiments are the only way to deter-
mine the exponent 7 directly.?

There have been several theoretical studies of
the correlation function in the critical region, the
aim of which is to find the form of the deviations
from the classical or Ornstein-Zernike theories,*

11

which predict that the scattering intensity at fixed
temperature has a pure Lorentzian line shape.
For the two-dimensional Ising model it has been
shown?'® that these theories fail badly. This fail-
ure has also been demonstrated for higher-dimen-
sional systems by extrapolation of high-tempera-
ture series results.?™!

Recently there have been several investigations
using renormalization-group techniques. Aharony
and Fisher,!? using the Wilson-Fisher € and 1/
perturbation expansions!® have discussed exten-
sively the situation for systems with an order
parameter with an arbitrary number of compo-
nents in zero field above T, and both large and
small momentum transfer (measured in units of
inverse correlation length). Brezin and co-
workers!'’5 uging the Callen-Symanzik equation
have obtained results for arbitrary fields, tem-
peratures, and z, but are restricted to the large-
momentum regime.

If t=(T-T,)/T, isthereduced temperature and
ga<< 1 (a is the lattice spacing), the correlation
scaling hypothesis asserts that the Fourier-trans-
formed order-order correlation function may be
written asymptotically as®3

G, t,m) =~ x(t, 2)D(x, z) (1.2)
with z =¢m~/® and x=q¥; the correlation length &
varies as®

g(t,2)=Fff@)[t|7"  [f(=)=1]. (1.3)

Moreover, we choose to normalize the scaling
function D(x, 2) by

D(0, 2)= D(x, z) =-1, (1.4)

d
1, &

so that x(¢, 2) is the reduced susceptibility (or
compressibility or composition fluctuation, etc.),
varying as®
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X" Ht,z)=CN(z)|t|? [N(»)=1], (1.5)

and £ is identified as the second-moment cor-
relation length.* _

The amplitudes C and f are then nonuniversal
numbers depending on the details of the system.
On the other hand, the exponents y and v, the
functions f(z) and N(2), and the scaling function
D(x, z) are expected to be universal depending only
on a few general features of the system such as
the dimensionality d and the number of components
of the order parameter.*2*!®

In this paper, we use the € expansion to discuss
the situation for general momentum, temperature,
and field, but are restricted to a single-component
order parameter. Our results are, therefore,
applicable to Ising-like magnetic systems, pure
fluids, binary mixtures, etc. We show explicitly
the universality of D(x, z), f(z), and N(z), in the
context of a sharp cut off in the direct space, up to
to €2,

To analyze properly experimental results, par-
ticularly those subject to resolution corrections,
it is necessary to have an interpolation formula
for D(x, z) over the whole range of x. We have
paid particular attention to the amplitudes of the
deviations from the simple Ornstein-Zernike
form, 2,(z) and Z.(z), for small x.'®''° These
deviations are quoted as a function of z as well
as in the parametric representation, more direct-
ly accessible to experiments. Numerical com-
parisons with series-expansion predictions by
Fisher and Tarko agree surprisingly well. The
agreement is equally good for the ¢§> 1 region.

Finally, from a technical point of view, we have
developed a powerful method of evaluating the

J

various diagrams in the problem by working main-
ly in coordinate space, which greatly facilitates
the calculations. This technique should prove use-
ful in more complicated situations. Some impor-
tant details of this method are explained in the
Appendix.

In outline, the paper goes as follows. In Sec. II
the model is defined and the perturbation expan-
sion to O(€?) derived. In Sec. III we discuss the
normalizations and calculate the subsidiary scal-
ing functions of the problem both as functions of
the variable z and of 6, the angular variable of
the parametric representation.?® Section IV out-
lines the derivation of the asymptotic expansions
of the correlation function and contains the main
results of the paper in Egs. (4.1), (4.4), and (4.6)3!
The results are discussed in Sec. V, and some
further possible extensions are mentioned. The
coordinate-space method of calculating Feynman
diagrams is discussed in the Appendix, and the
evaluation of the individual graphs is outlined.

II. MODEL AND GRAPHICAL EXPANSION
OF THE CORRELATION FUNCTION

For simplicity we shall use magnetic language
in the following, although the results are valid for
any system with a one-component order parameter
and short-range interactions. Following Wilson®
we consider a continuous spin system in an ex-
ternal ordering field. Making the usual shift on
the spin in order to avoid the inclusion of tadpole
insertions and, provided all self-energy diagrams
are subtracted at zero external momentum, we
may work with the effective Hamiltonian

_ 1 - R f
3(3:E (@+r)ogog+dum |, |, 0307,0.5-5,+u - ) )t 0F,04,0F,0-4,~4,-147 (2.1)
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where [3 means (2m)~ [d?q, 7 is the exact in-
verse susceptibility and » is the magnetization.
Note that a perturbation expansion in # will auto-
matically produce a scaling form for G(q, t,m)
when u is fixed at its critical value u,. A different
choice of # will produce corrections not of a scal-
ing form but such terms will vanish rapidly near
the critical point. In this paper we fix u=u, and
ignore the problem of corrections to scaling.
Such a perturbation expansion implicitly assumes
the existence of a renormalization-group fixed
point and the possibility of making a valid ex-
pansion about it.

We consider all graphs up to order €. Since

1 92 93

m=0(e"2)?2 and u,=0(€), all the diagrams in

Fig. 1 must be evaluated. The graph B has al-
ready been evaluated by Aharony and Fisher.'
Below 7, or in a field one needs to evaluate all

the other ones. As discussed in some detail in

the Appendix, the evaluation of the graphical
integrals has been greatly eased by working mostly
in real space. The nonuniversal parts may be
calculated either by using a sharp cut off A in
momentum. space or a sharp cut off L in real
space. The latter gives rise to oscillations in
G,(p) for pL>1, but this contributes only to certain
nonuniversal constants which either cancel or are
absorbed into normalizations of physical quanti-
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culated with A). We find
Zq) = ZXSZQ + :’n<25 @
A u, = —— 20-374/>I'(d/2)L~¢

n+8

X [1 + e(%)lzﬂf n2 - c> +O(€2)] , (2.2)

where 7z is the number components of the order
parameter and c¢ is Euler’s constant.
The graphical expansion of the correlation func-

s _@_ s .3 —m— tion to O(€?) now follows in a straightforward
+ 2343 - 2%3

manner. Dyson’s equation reads

B
—25):33.@_ + 23x34_®_
D

c

F
- G g, M, 7)=q+7 - [Z(q) -Z(0)] , (2.3)
FIG. 1. Graphs of the perturbation expansion of the
self-energy to order €2.. The three-point vertex denoted 2(q) being depicted in Fig. 1.
by a triangle is 4%, and the four-point vertex denoted Let
ircle is u, . lid lines resen re propa-

Zztircsng; .e isu,. So nes represent bare propa: ” =€u0[1 . 6(% —lnL)] ’ 2.4)
where u,= 272 and %, is a nonuniversal constant de-
pending on the shape of the cut off. Using the cal-
culations of the graphs in the Appendix (A4), (A11),

ties. In particular, using the cut off L, the (A19), (A25), (A26), (A44), (A45), (A48), (A55),

critical value u, of the coupling constant is dif- and after some tedious but straightforward algebra,
ferent at O(€?) from the conventional value® (cal- we arrive at the result

r=[2(q) - 2(0)] = 2533 (e M (€1 - {M3E}(Q)+ (2, + 1) M3 E5(Q) - 2°3u,M3[Z5(Q)] * +5 £3(Q)
+% Q%05 —243u M2EY(Q) + 20322 ME[2,(Q) + £5(Q)] }) + O(€?), (2.5)
where @ =gr~/2,
M2=p2m2r=28/V=prm2pm1tel2 L O(e?), (2.6)

the constant p being defined later.

Looking at the explicit expressions of all the Z (see the Appendix), we note that all cut-off-dependent
and nonuniversal quantities have vanished from the problem except for o5 [Eq. (A20)], which is essential
for the eventual disappearance of all explicit » dependence of the scaling function.

Introducing x =q&, where £ is the correlation length defined by

yo2lamn = g2pe 2.7
(1= 2 €? and a being an as yet undetermined nonuniversal cut-off-dependent function of M32) we have

Q*=x%a*(1+ & €1r) . (2.8)
Assuming the scaling relation y =(2 —7)v, the scaling function D~(x, z)=rG“(ﬁ, t,m) reads

D™Y(x,2)=1+a2[1+% €2(B, —InL)] - €(2'1* /32X M2E%(ax) + el M2 E}(ax) + (2u, + 1)M2E%(ax)

- (2372/3)M 2 E%(ax)])? + 5 £Y(ax) —(257%/3)M2EY (ax) + (281 /32) MY Z, (ax) + Selax)] ) , (2.9)

where B, is defined by Eq. (A25). We note that ing functions for the susceptibility, correlation
all explicit » dependence has now disappeared. length, and M2,
_ The normalization condition (1.2) defines the
1II. NORMALIZATIONS AND PARAMETRIC effective correlation length £ as the second mo-
REPRESENTATIONS ment of the correlation function,?** and determines

the function a(M?2) to be
In this section we discuss the normalizations of
field and order parameter and calculate the scal- a?(M2%) =1+ €a,(M2)+ €%a,(M32) , (3.1)
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with
a, (M) == m Mg,
a,(M2)=-%(B,—1InL) - m*M2a!+ (2u,+ 1)a,
+4y, +E M2+ (212 /3)M%(0, ++e))],
(3.2)

where a,, etc. are defined by the small-Q ex-
pansions of the self-energy diagrams [see Ap-
pendix forms (A12) and (A13)].

We define reduced-field and order-parameter
variables h=ByH and m=B,M, where H and M
are the physical variables in some units, so that
hm~%=1at t=0 and z =tm"® =~ 1 on the coex-
istence curve for ¢<0. The equation of state??’?
gives us the inverse susceptibility amplitudes
N(z) and C as

N(z)=|z| "z + 3+ e[+ (z+9)In(z + 3)
+1-1n2]} +0(e?) — 1, (3.3)

zow
C=(1+%eln£)(Bu/By),
and
M2(z) =p2m2y2B/Y
=(1/4u,)1 - €(u, + + In2)] P(z), (3.4)
where
P(z) Eczﬁ/}'mzxz 8/y

1 € N
—z+3<1+z+3[szln(z+3)-1+1n2]>.

With this choice of % and m, the normalization
constant p, defined in Sec. Il is

p?=(1/4u,)1 - €(@,+31n2)] C2%/7 (3.5)

We are now in a position to find the amplitude of
the correlation function

g=Fltl™"f (), (3.6)
where, by the definition of a(z) [Eq. (2.7)]
Ff @) =a~Y(z)[N(z)] 7" (3.7)

Choosing f(2z) so that f(«)=1, from Egs. (3.1),
(3.4), and (3.7) we find

f2)=lz|"(z +3)"2{1-[e/2(z + 3)]
X [#+(z+9)1n(z + 3) + & —1n2]}, (3.8)
in which case
f=cvv,

It is frequently more convenient to express
everything in the parametric representation since
this avoids the necessity of taking the z -« limit
(t>0, h=0) and often the amplitudes, etc., take
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on a very much simpler form. With our choice of
normalizations the equation of state can be written
in parametric form using the simple linear model
model?°:22

h=ARP36(1-6?),
t=R(1 - B%6?),
m=DR®0,

where the coefficients A, B, C are given by
A=2""{1+(e/B)In & ];
B?=3[1-4€In2];

D=2"Y2, This gives

X"1=CR”[1-€6%3+$1n2)] , (3.9
Plz(6)] =5 641+ €6*(51n2 -3)] , (3.10)
£2=f 2R (1+ £ €6?). (3.11)

This last result is in surprisingly good agreement
with the estimate of Fisher and Tarko'! who,
using series expansions, find for €=1

£72cR¥ (1 + a,6°)
with a,~0.490.

IV. ASYMPTOTIC EXPANSIONS OF
THE CORRELATION FUNCTION

In this section, we consider the two asymptotic
limits (i) ¢§<<1 and (ii) g§> 1 of the correlation
function. The general form for g£> 1 has been
previously obtained using the Callen-Symanzik
approach for a n-component spin system.?* In
the framework of Wilson-Feynman graph tech-
nique, we show that the large-q expansion is con-
sistent with the general prediction (for »=1) and
we give the amplitudes in the variable z as well
as in the parametric variable 6. Note that our
calculation is restricted to =1, and in this
special case we find agreement with previous work
where applicable.

(i) gt 1. It is a straightforward but tedious
exercise to find from Egs. (2.9), (3.4), and the
small-Q expansions of the £,(Q) [Eqgs. (A12),
(A13), (A23), (A34), (A47), (A54), and (A55)] that,
in this limit,*

D Y x,2)=1+x% = Z(2)x*+ Z4(2)x* + O(x?), (4.1)
where, with our choice of normalizations,

2,.(2)=€a,P(z) + €a, + a,P(z) + a, P*(z)] + O(?),

Z4(2)=€b P(z) + €4[b, + b,P(2) + b, P%(2)] + O(%),

with P(z) defined by Eqs. (3.4) and (3.10). The
coefficients a; and b; have the values a,=1.66
X 1072, a,=2.718X107%, a,=1.76X107%, a,=3.45
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X107% b,=2.38x107% b,=7.12X107°% b,=2.73
X107%, b, =6.65X1073.

Note that in zero field above 7, 6=0 so that
P(z)=0, so that the only terms which survive are
a, and b,, thereby reproducing the results of Ref.
12. For €=1, the leading corrections Z,(z) and
Z4(z) are plotted as functions of 6 in Fig. 2, and
some special values are presented in Table I and
compared to previous estimates. Note that in
Tabel I the superscripts +, -, ¢ correspond, re-
spectively, to t>0, k=0; {<0, h=0; and {=0,
h#0.

We see that the deviations from the Ornstein-
Zernike form increase rapidly from a minimum
at h=0, >0 (6=0) to a maximum at =0, t<0
(6=1), this latter value being two orders of mag-
nitude greater. This agrees with one’s general
expectations from considering the analytic prop-
erties of the two-point-correlation function.
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Fig. 2. The amplitudes of the leading deviations from
the Ornstein-Zernike approximation to D(x,z), Z,@),
and Z;@), plotted as functions of 8 (a) Z,&) as a function
of 9; (b) Zzz) as a function of 6.

TABLE I. Comparison between the present theory and
the previous results of the deviations from the Ornstein-
Zernike theory Z, and Z;. The superscripts +, —, ¢,
correspond, respectively, tot >0, 2=0; ¢ <0, k= 0;
andt=0, k=0.

Present theory Previous results

=} 2.78x107¢ 2.78x10742
(6.5+0.8)x1074P

borg 7.12x1078 7.12x10782
(5+2)x1078

=7 2.38x1072 (1.2+0.6)x1072P

o 3.90x 107 (T£3)x1073P

b 1.50x 1072 s¢(3.9+0.5)x1072P
bee(1.7+2)x 1072

=% 2.36x1073

2Reference 12.
bReference 11.

According to the Landau conditions for the singu-
larities of a general Feynman diagram,®® G(q, {,m)
must have a simple pole at ¢>=—£72 and a set of
branch cuts along the ¢?< 0 axis beginning at ¢°
=-n%£"2, where n is the number of intermediate
lines.?” Note that here & is the true correlation
length which is not quite equal to the correlation
length defined by the second moment of the cor-
relation function used elsewhere in this paper.
For g£< 1, the branch cuts and pole are sufficient-
ly far from the physical region, ¢*>>0, so that a
valid expansion in powers of (¢£)® can be made.
Moreover, the pole dominates so that the cor-
rections to the Ornstein-Zernike form are small.
Above T, in zero field, the first branch cut is due
to the three-particle intermediate state, while as
we increase 6, corresponding to turning on a field
or going below T, the magnetization becomes
nonzero so that a two-particle intermediate state
contributes, and, with increasing magnetization,
eventually dominates, the other branch cuts. This
behavior is demonstrated in Fig. 2, where we can
see that, when 6~0.5 [or h#~84=0(1)], a change of
“regime” in Z,(6) and Z,(6) occurs corresponding
to the two-particle cut taking over. In principle,
the most favorable places to see the deviations
from Ornstein-Zernike are below T, and above T
in a field (with 6 close to 1).

(ii) g¢>> 1. In this region, the multiparticle
branch cuts accumulate about the origin and each
becomes as important as the pole, so that an ex-
pansion in powers of g§ is no longer valid and the
Ornstein-Zernike form tends to break down com-
pletely. General arguments based on the operator
product expansion®” yield the general form** for
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the correlation function
GY(Q, t,m) < g* "[E(z) + F(2)t g~/
+ Gz)| ¢ | 1= g(-o0] (4.2)

The simplest way to check this general form
using € Feynman-graph expansion is to make an
€ expansion to second order of tq~Y* and
(tg=V¥)* in powers of @ =gr"/? and powers of
log®, and write

E(z)=E(2) + €E (2) + €’E,(2)

and similarly for F(z) and G(z). On the other
hand, the large-@ expansion of the Z,(Q) [see
Egs. (A14), (A15), (A24), (A42), and (A55)] is
fed into Eq. (2.9) so that we obtain an € expansion
of G“(a, t,m) containing powers of log@. The
last step is to compare separately the coefficients
of all the combinations of €, @, and log® appear-
ing in the € expansion of Eq. (4.3) and the large-@
asymptotic expansion of G™%(g, t,m) as calculated
from the graphical analysis. This procedure,
leads to a number of equations for the E,(2), etc.
It turns out that the zeroth-order amplitudes
E(2), etc., are overdetermined, leading to two
consistency checks, the first-order amplitudes
are exactly determined, and the second-order are
underdetermined. To calculate these latter terms,
an O(e®) calculation would have to be performed.
After many pages of algebra one arrives at the
conclusion that the perturbation calculation is con-
sistent with the form of Eq. (4.2), with

E(z)=1+0.038¢?,

F(z)=2+€+0(e?),

Glz)=|z|=){-2+3+e[-z2+%(z+3)In(z + 3)
—1-1n2]} +0(e?), (4.3)

in agreement with the calculations of Aharony and
Fisher'® for z—=(T>T,, h=0) and more generally
with Brezin ef al ****

From Eq. (4.3) we see that there is a maximum
in the scattering intensity in zero field at fixed
momentum transfer above T,, while below 7, the
intensity is a smoothly decreasing function of
|#]g~Y" to a minimum at

- _ 1/a

However, this minimum is probably spurious
since at O(€), F(-1)< G(-=1)=22"% + O(e?). This
minimum therefore occurs at a value of |¢ Iq‘l/”
> 1, which is outside the range of validity of the
asymptotic expansion. This calculation
strengthens the interpretation of the scattering
data as a smooth curve peaked above T, . There

is, of course a singularity in the slope at T,, with
a discontinuity in the amplitude of the singularity.

The correlation function, expressed in the
parametric representation®® which obviates the
necessity of taking the z - limit of Eq. (4.3) is
found to be

G™Y(q, t,m) = g* "[E + F(6)T + G(6)T 4 +++],
(4.4)
with T=Rq~"" and
F(o)=2+e— 03+ e[$ ~31n2]} +0(e?),

. (4.5)
G(6)=~(1+€)+ 62{3 + €[1-%1n2]} + O(e?).

V. DISCUSSION

We have extended the Feynman-graph-expansion
procedure of Fisher and Aharony to general fields
and temperatures in the critical region and have
developed a powerful tool for evaluating the dia-
grams. The extra complications appear when-
ever the order parameter is nonzero, irrespective
of whether one is above or below 7. This de-
termines only which solution of the equation of
state one takes for the variable z. The main new
result is that the deviations from the Ornstein-
Zernike form for g£>> 1 in a field or below T, are
O(e) and at € =1 are two order of magnitude larger
below 7; than above. For g£>1, the form of the
scaling function is found as predicted by the op-
erator product expansion. The amplitudes are
now functions of z and agrees with previous partial
results.’®

In principle, one could carry through the same
calculation to third order in €, although the tech-
nical complexity may be prohibitive. Such a pro-
cedure would give G(z) to second order. Studies
of expansion of this calculation to the Heisenberg
model and corrections to scaling are left for the
future.
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APPENDIX

In this appendix, we discuss the evaluation of
Feynman diagrams in 4-€ dimensions by using a
bare propagator in real space rather than the con-
ventional momentum space. This technique is
extremely useful since, when working in momen-
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tum space, the angular integrals even in a rela-
tively simple graph either become very tedious.
Fourier transforming to real space makes the
angular integrations trivial and, in the graphs we
have considered, the problem rapidly simplifies
to, at worst, a double integral over a product of
Bessel functions. It turns out that it is fairly
easy to extract asymptotic behaviors and to do
numerical work. Paradoxically, using this tech-
nique, a calculation for arbitrary d>0 requires
very little more work than for d=4 because the
properties of Bessel functions are well known for
noninteger order.

For any d>0 we have the identity

@+7)t= (2#)‘”’17”/2[d"xeia';x' K, (7)),

(A1)
where
v=3(d-2), x=[%|

and K,(x) is a modified Bessel function of the sec-
ond kind. Equation (Al) is easily verified by first
performing the angular integral to give

(q2+1’)-1 =’Vy/2q-uf dxxJu(qx)KV(xﬁ)
o]

where J,(x) is a Bessel function of the first kind.?®
This can then be integrated®®® to give Eq. (Al).

More generally the propagator G,(d) may be
written as

G,@)= (271)'"'11’"/2f dtxet¥

Xx Ky (/7Y f (%, 7) (A2)

where the function f,(x, ) defines the cut off. The
conventional choice for fj-i(x, 7) is such that

Go(@)=(g* +7)'0g - A) ,
where
0k)=1, 2>0
=0, 2<0.

Since in the asymptotic scaling region ¥ -0, -0
with ¢¢ fixed, the scaling function is expected to
be independent of the form of the cut off, we may
choose arbitrarily the function f,(x), and a con-

venient choice is

fL(x9 7)=e(x_L) ’

where L=A"! is of the order of a lattice spacing.

Surprisingly, with the above choice of f,(x, 7),
the integral in Eq. (A2) can be evaluated exactly®®®
but it is easy to see that, in the region of interest
gLxk1

Go@)=(g®+7)™[1+0(g*L?)]

as expected, while in the opbosite limit the propa-
gator falls off as

Go@) (£ (@ +7) Mg L) 2
X sin(gL - 3vm—£m) .

The unphysical oscillations in G,() for gL>1 are
caused by the sharp cut off in real space but,
since we are restricting ourselves to the asymp-
totic critical region, the large-qL behavior of the
propagator does not contribute to the scaling func-
tion, but manifests itself only in certain nonuni-
versal amplitudes.

The prescription for calculating any diagram is
to write it down with the usual rules,'® with the
propagators given by Eq. (A2), carry out the mo-
mentum and as many of the real-space integrals
as possible. In general, the resultant expression
will diverge without the cut-off function f,(x, 7),
so one moderates the integral by adding and sub-
tracting the divergent behavior of the integrals.
This results in a universal part that converges
when f(x)=1 and a nonuniversal part, depending
on the choice of f,(x, 7).

The nonuniversal part coming from the moder-
ating terms may be evaluated with a sharp cut off
in either momentum or real space. Note that
when Eq. (A2) is used, the nonuniversal parts of
any graph (both L-dependent and constant parts)
will be different from those calculated with a
sharp cut off in momentum space. In particular,
the critical value of the coupling constant «, is
different [see Eq. (2.2)].

(a) As a simple example, let us consider in
some detail the single-bubble self-energy graph
T 4(g) (see Fig. 1)

Z4@)=@ [ a6 p)Golb+a) - Golp)] . (3)

Since this integral is convergent for p—, itis
sufficient to use Eq. (A1) for G,(p). Use of Eq.
(A2) will introduce corrections of O(g?L?) which
are ignored. Making a change of variables P
~pr~Y2, introducing @ =§7»"V2, carrying out the
momentum and one of the X integrations leads to

EA(q)=r'€/2fd”xx'z"K{‘i(x)(e“S';—1)

=7"¢/2% (Q) . (A4)

The angular integration is trivial so that

Z ()= (21r)""11"€/2f dx xK2(x)
0

x(@(@x) 1

(Qx)Y ~ 2"1"(V+1)> - (45)
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It is now easy to obtain the limiting behaviors
Q@ <1and @>1 of T ,(g) (subject always to gL<<1).
For @ <1, one simply expands J,(Qx) in a power

(1+€/2)2+€/2)

AND J. M. KOSTERLITZ 11

series in @x and integrates term by term to ob-
tain

ZA(Q)=

T(l+e/2)r™/2( @* 1+€/2 ,
204y <3 3359

To obtain the asymptotic expansion for @ > 1 one
proceeds as follows. Provided v<1 (which is true
for € >0), both integrals in Eq. (A5) converge, so
we may consider them separately. The main con-
tribution comes from values of x~Q™, so we split
the integration as

.[AE ]::ix xKi(x)Ju(Qx)(Qx)-y

-[ T dex 1"4—(”) @/%P%,(Qx)(Qx)™

Q-n 2
+ f dxx [Kﬁ(x) —r4—(y) (Z/x)z”] J,(@x)(Qx)~"

00

v dxxK(),@@N™ (A7)
Q—n
where 7 is still to be chosen. A wily choice is
such that the last two integrals in Eq. (A7) vanish
as @ —« (the second vanishes as @*™(3V-7/2) -v-1/2
and the third as @*¥~V2 -~V/2), Remembering
that v=1— 3¢, we can always choose # so that both
exponents are negative. Finally
2 2(v-1) ~QL-n
Iy E—é—(lé)lz—_—r dxx73%(x) . (A8)
)
The upper limit can be extended to infinity intro-
ducing errors O(Q¥273(1-M) g that finally?®

T Aq) LT (36 ) @A)/

x <Q-e -rl-f%f—f‘)—) -1> . (A9)
Expanding in powers of €, we have
Zal@)=7""2,@Q), (A10)
with

£.@)=25@Q) +e£4(@Q), (a11)

2%(Q)=(1/2%37%)(~ 0, @ + 0,@* — ,Q°) + 0(@?) ,
(A12)
T4(Q)=(1/2°37) (- 0@ + 3@ - 25Q°) + 0(@®) ,
(A13)

with @, =1, @, = %, a;= &, @] =3(lnd7 - ¢), ]
- fo 1 (3 .
= A(lndw - ¢), a; = 145 (3 +1ndrm - ¢);

223:5-7

Q%+ 0(Q8)> . (AS6)

£9(Q) % (1/87%)(1 ~1nQ) + 0@ , (A14)
E4(Q) 2 (1/167°K1nQ — (2 +1n47 — ¢)1nQ
+(ndr - c+2-m2/12)}+0(Q™Y) .
(A15)

At this point, it is convenient to define some
integrals which are useful in the following:

Mgpe= f dxx°K J(x)K{(%) , (A16)
0

R,- —fmdxfo(x)[x"K,,(x) —(m-1)127]
0

(A17)

The above have been evaluated numerically (see
Table II). Further, we have

(A 1
Bl“j; x3 < x 2" 16(x+1)>
=g(c-In2-2%),
_(Cdx J, (x) 1 x2
B2_£ x 1nx< x 2(x+1)+ 16(x+1)3> ’

2 L, L 2
=—% - L% +3(x -3 —1n2)?,

° 1 3
3 1
BS—_L dx(Kl(x)———3 —-——-—2( 1)(In:'c+c—-2—ln2)>

~-5.66 ,
- 1
zz,:f0 dx x (Kg(x)_ x3(x_+1)) ~-0.683 ,

° dx [(J,(x) 1 x2
Bf’:fo ?(Z Tax+n)” 16(x+1)3>

=& +3ln2 -3¢

TABLE II. Numerical value of the integrals R, and
Mgy defined by (A16) and (A17).

R, Ry Ry Ry R By
0.232 0.558 2.40 14.9 121 1230
Myy, Myy My My, Mgy Mgy My Mgy

0.333 0.361 0.153 0.241 0.443 0.260 0.590 1.10
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The other graphs are some what more compli-

cated, and further tricks are used to perform some

of the angular integrations. In the following we
evaluate all the graphs of Fig. 1 only to the re-
quired order in €, so that all calculations are
performed for d=4.

()
Z5@= 5; )de"p d*k G,(K)G, (G + )
X[Go@+T) -G, M) ]=7Z5(Q) .
(A18)

This graph in particular is much more
straightforward in real than in momentum space.
Using Eq. (A2) we easily find

£5@)= 5 )4f AxK3(x)

J, (@x)
x( Qx

12

_ %) £ . (A19)

Since this diverges at x=0 with f;(x)=1, we must

(211)“5’3(6)):](;0-" dx(Ks( x) — ) <Jé)?;x) %_+

Q™"

For n<%, the third term vanishes as @ —. Now
it is a matter of moderating the remaining inte-
grals in such a way that as @ -, all the nonvan-

ishing @ dependence is contained in the moderating

terms and the @-independent contributions are
given in closed form. After some manipulations
the result follows?:

23(Q) % [1/@n)][(B, + £ B)R? + 15@°1nQ
+3 In?Q - 3(c -3 -1n2)?
- & - 1B +3B]+0Q™) .
(A24)

T (0) =

FIG. 3. One of the diagrams in the evaluation of », .

moderate it and the most convenient way is to use
the next term in the expansion of*** J,(Qx) so that

35@)=£4(@Q)+Q%5, (A20)
with
£3@)= oy [ #E)

Ty 1. @x
X(’EJT‘Z 16 > (a21)

and

- 4 T f dx K32 f, (vr7V2) (a22)
The small-@ expansion is easily found by the
methods described previously:

£4(Q)= @ﬂi)— (8, - £,@%)+ 0(@%) , (A23)

where S, =M ,/24 and B, =Mgyy/9.2."

The large-@ expansion is also evaluated in a
straightforward fashion by splitting up the inte-
gral in Eq. (A21) as

anz) Q=N _3<J (Qx) _ l Q2 )
16 +f0 e v AT

+ ) def(x)%iE) - %j:_ dx K3(x) + —i ) dxszf(x) .

16

With the sharp cutoff in real space, the nonuni-
versal part 0 is

0g=(nLV7-B,)/(@4n) . (A25)
(c)

2.(q)= @17,—) [ @ a6, B)G,@)G,E +F)

X[Gy®B+T) -G, )] (A28)
=34Q)+0. 2 (Q), (A26)
where
1
- &F f d% G2@), a27)

and the universal part of Z (g) is
~u 1 . -
£4@)= gy [ 154K CEGH)

X [Go(ﬁ"'ﬁ) -Go(ﬁ)][Go(ﬁ +ﬁ) “Go(ﬁ)]
(A28)

which is convergent without the help of the cut off
so that (A1) may be used for the propagators.
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We consider first the small-@ behavior of
z

and then perform the remaining angular integrals
“@). Since the angular integrations are rather with the aid of?°¢
complicated, we must resort to further tricks
We use the identity ™ sin%0
do —=—2__ _ — (a2 — H2\/2]p2
1 d4p L 1 1 fo ‘ a+bcosb mla~ @ -yl (430)
(27r)4f k2+1<(§+ﬁ)+1— k2+1>
to obtain
1 ° J (px) 1>
- = d 20, (22X 2
szo xxKl(x)<px ) (420
J
-, ) 404 _1)
540)- gry [ weai [ b g (B2 -2 re @), (a31)
where
P, Q= (plp? +@7+1 - [(p2+ @ +1) - p2@? 2
’ 4\ PP +1/
Making the small-Q expansion of F(p, @) leads to
- p° (I (pX) 1>
u 2 —
£20)= gy |, i) ap g (B2
Q2 4 1 __pZ 6 1 _3p2 +p4 o
x (" a +p2)3+Q T +p?P -Q 1 +p2)" 0Q®) . (A32)
The momentum integrals can now be performed <ugy f“" 2 (Jx (Qx) 1>
usingsoe Zc(Q)“ A ‘?xx Kl(x)h(x) Qx - 9 ’ (A35)
j b G 2R = g Kaa () (a3 VheTe
so that, finally, f a*y giF ) go& +¥) —£oF)] (A36)
~u 1 d is defined b
SUQ)= oy (1€ 2@ +7,@) +OQ)  (asa) N4 87 is defined by
- A2 id X
where Go(@)= fd e %g,§) . (A37)
_ Bz . To carry out the angular integrals in %#(x), we re-
Y17 3] turn to momentum space for g,X+7) —g,(¥) and
find
v 3B
2\5! ~ 4! R = = f"’d K2(y)
- (2'”)4 A yy 1 y
1/R, 5R, _ 5R,
Ys= g\51 261" &1/ -

® 23 J(py) <J (px) 1)
X dp 1 1 - =).
fo p*+1 py bx 2
The large-@ expansion is found by working most-
ly in coordinate space. Taking Fourier transforms

(A38)
and carrying out one angular integration

The momentum integral may be performed with
the aid of the identity?®f

b b
f dx = J(axd,(0%) = {I"( c)K,(ac), a>

(A39)
I(ac)K,(bc), a<b .

Where I,(z) is a modified Bessel function of the first kind,2? so that
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R(x) = 1 1

We are now in a position to extract the large-@
behavior of £%(Q) since, in this case, the main
contribution comes from the small-x behavior of
h(x), which is easily found to be®®

1

h(x) = 22w

1 (Inx+1+c-1n2)+O(Inx) .
x2

(A41)

Using this form of 2(x), we apply the method de-
scribed previously to obtain

ZUQIPL[1/(2m)*] (3 In*Q =3 InQ +C,) +0(Q™Y) ,
(A42)

where C, = -4.53.
The factor o, in the nonuniversal part of T (g) is

1
0= @Ty;fd‘*PGg(ﬁ), (A43)
which, using the form (A2) for G,@) is
0,==(1/167)[In(37L?) +1 +2c]+ O(rL?) . (A44)

(d)
1 4 2 T
250)= oy [ 4P GEIGE)
X [Go(I3 +E) - Go(ﬁ)][co(ﬁ +?1) - Go(ﬁ)]
=r25@Q) . (A45)
It is easy to see by naive power counting that, to
within logarithms,
£,(@)%0@Q™) . (A46)

We see that the only difference between Z ,(Q) and
24(Q) is the presence of an extra G,(), so that we
may use identical methods, with the result

5 (@)= (E% (6,Q° - 6,Q" +6,@%) +0(Q%), (A47)
where

oo P
1 2:41°

S Lt dada
1= gy 6 [, @[ [ 529 K 00K,00 05 (@ - ]

Gy 3 (K0 [ KINL) - 5]+ [ ayEONKGIL - 1K) )

(A40)

6.= L (Bs _ R,

2= 72 \gl " 51)°

6.= L &_&+i§7_>
37 g\8! " 2-7! T4-81
(e)

% (@)= @1,—)8 [ @54 6,@)6,®GoE - B)

X [Go(ﬁ*‘a)Go(E +§) - Go(ﬁ)Go(E)]
=rEL(Q) . (A48)
The asymptotic behavior of £ .(Q)~0(Q2) and
again there are no ultraviolet divergences. In
this case, we have found that the easiest way of
performing the angular integrals is by a mixture

of real space and the_’Feynman trick in momentum
space. Defining f&, Q) by

1 4, =ipeX, =
FoearT - et IR,
(A49)
25Q)= [ d*xg, G f& Q)P - [ f&, 0)F}

=1(Q)-100) .
Using the Feynman trick for X, Q), we find

(A50)

f(;{, Q.)*_' (2%)4‘] d‘?)fl dae"(-l;'a-é)';(pz +A2)"1 ,
(A51)
where
A=1l+a(l -a)@?.

The momentum integrals may now be done with
the aid of Eq. (A33) so that
- 1 1 ioBeE
F&D)= 5z [ dae R 0x) . (A52)
0

Substituting this into Eq. (A50) the angular inte-
grations may now be easily performed, leading to

(A53)

where A’ is defined as X but with « replaced by a’. Making the small-Q expansion of the integrand of Eq.
(A53) reduces all the integrals over o and o’ to elementary ones, so that we finally obtain

£ 2(Q)= 535 (-€,@” +€,Q" - 2,9+ 0@®) ,

(A54)
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where

e1=M312+iM421 ,

€y= l(%%+ﬂ—1/[§ﬂ+@gm+%u+ M-éﬂ),

o= 5 (e amtt + B v Tt g Mg Te)

()

2:0)= g [ 4 G EICRICE +DGoE +D) - GBI, @]

= [2A(Q)]2 + Zoc 2A(Q) ’

so that no further evaluation of Z;(g) is required.

(A55)

(g) The graphs involved in the calculation of %, are mostly very simple, the only one requiring any dis-

cussion is that of Fig. 3. This may be written as

7(0) = f d% d*k G@)G,(R)G, G +F)

@r?
=fd4xd4ygf,(§)go(§)go(§+§) .

(A56)

The structure of this is very similar to that of Z.(g) so that very similar methods can be applied. Return-
ing to momentum space for g,(X +¥) all the angular integrations can be done

T(O):anﬁw'fom dxdy xzyzgg(x)go(y)fw dk kG (R)J ,(kx)J (kY) . (A57)

An adequate approximation for G,(k) in Eq. (A61) is G,(k)= (* +7)™", since this will introduce errors of,
at worst, O(LV7). Such an approximation permits an exact evaluation of the integral with aid of Eq. (A40)

and we find

T(O)zz(z——lr)‘;j; dez(x)< x)f dy yK, (9, (y) +1, x)f dny"’(y)> (A58)

Using the now familiar device of adding and subtracting the small-x and -y behavior of the integrands, it

is easy to see that

1 ( o x 1 =
TO’:’-———f dxx'sf di——f
©; °2@mt \ s V7 YTy V7

where we have used®°8
[ ayyK3(y) = —5x?K ) - Ko (2K,()]

x
and the small-x expansion of Eq. (A60). Whence

1
T(0),%, Fird [In’LV7 +2(c — 1n2)InLV7] + (const) .

dxx~1(1 +Zc+21n§x)> , (A59)

(A60)

(a61)
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