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We have studied the infinite-U Anderson dilute-alloy model in arbitrary magnetic fields by means of
the double-time Green’s-function method. Using a truncation procedure, the coupled equations are
reduced to a singular integral equation for the transition matrix. The integral equation is then solved
exactly by analytic methods. The impurity-electron occupation number {n) is calculated for general
values of parameters, A, e;, and T at zero field. It is found that the local moment exhibits strong
temperature dependence at temperatures above the Kondo temperature.

I. INTRODUCTION

The anomalous transport and related properties
of dilute magnetic alloys have been investigated in-
tensively in both theoretical and experimental
fields since the discovery of the Kondo effect.!
Much of the theoretical work has been done in the
s-d exchange model.? However, in the s-d model,
a local spin is assumed a priori to exist in the
electron gas. The strong localized correlations
which form the basic mechanism for the phenom-
ena enter only in an indirect manner. In order to
study the strong Coulomb interactions present on
transition impurities, the extraorbital model of
Anderson appears to be more appropriate as the
interactions are exhibited explicitly in the Hamil-
tonian.® Moreover, the existence of a moment on
the impurity site is not assumed but must emerge
in a self-consistent manner from the dynamics of
the problem. The same dynamics are also re-
sponsible for the resistivity anomalies observed in
dilute-alloy systems. Over the years, consider-
able effort has been expended in studying the cor-
relations in the Anderson model. Self-consistent
calculations beyond the Hartree-Fock approxima-
tion have been performed by a few authors*~® for
simplifying values of the parameters, ¢;,, V, and
U of the model. Nevertheless, all of these studies
are confined to zero-field calculations.

In the literature, field-dependent calculations
can be found mainly in the s-d model and little
work has been recorded in the Anderson model.

In the s-d model, there have been perturbation
calculations by Abrikosov!® and Béal-Monod and
Weiner,'! and the approximate anomalous Green’s-
function calculation of Kurata.!? Their results on
the magnetoresistance indicate good agreement
with experiments in the limiting situations: T

> Ty and H< H,. More exact calculations have
been done by More and Suhl!? using S-matrix the-
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ory and Bloomfield, Hecht, and Sievert'* using a
Green’s-function method. Their results are nu-
merical and show qualitative agreement with ex-
periments. A parallel study based on the single-
impurity Wolff model has been performed by Ap-
pelbaum and Penn!® but only zero-field properties
have been investigated.

It is our purpose in this study to calculate the
properties of the Anderson model in arbitrary
magnetic fields by means of the double-time
Green’s-function method. For simplicity, we con-
sider only the U- « limit. 1In this limit, the im-
purity electrons are strdngly correlated and the
general Anderson’s Hamiltonian can be simplified
to yield a simple infinite- U model Hamiltonian.?
Investigations with this Hamiltonian have been
made®?® in the absence of an external field. The
results yield the low-temperature anomalies analo-
gous to those obtained in the context of the s-d
model. In this paper, we present the self-con-
sistent treatment of the field-dependent infinite-U
Hamiltonian and the evaluation of the temperature
variations of the local moments. Other physical
properties investigated are given in a subsequent
publication. -

The outline of the paper is as follows. In Sec.
II, the equation-of-motion technique is applied to
the model Hamiltonian. An approximation scheme
is then introduced to truncate the chain of Green’s
functions and a self-consistent integral equation
for the transition matrix is derived. The equation
is solved formally in Sec. III. The impurity-elec-
tron occupation number is calculated in Sec. IV
for general values of parameters. A brief remark
is given in Sec. V.

1. MODEL HAMILTONIAN AND GREEN’S-
FUNCTION METHOD

The magnetic-field-dependent infinite- U model
Hamiltonian is
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X = kz Ekoa;uaku + Z €40 nu(l - nE)
o 3

+ VZ (agodo+ dutako,)(l - "3) ’ (2. 1)
ko

where
€= €~ %Uge bgh ,
€40= €= 308 Igh
ne=did, .

In the above, 0=-G=+1 corresponding to spin up
4+ or down ¥, respectively. The af, and a,, are
creation and annihilation operators of electrons in
the conduction band with energy e, and states & and
0. n, is the number operator of the localized d-
state electrons on the impurity with energy ¢, and
spin 0. The energies ¢, and ¢; are measured from
the Fermi level. pup is the Bohr magneton and £ is
the magnitude of the external magnetic field. g,
and g; are the electron- and impurity-spin g fac-
tors. Vis the admixture matrix element which
connects the localized electron state and the con-
duction-electron state, and is assumed to be a real
constant for simplicity. The Coulomb repulsion
energy U for antiparallel spin electrons at the im-
purity is taken to be infinite. The exchange char-
acter of the Coulomb interaction has already been
built into the Hamiltonian (2.1). Our analysis is
based on the equation of motion of the retarded
double-time Green’s functions defined in terms of
operators A and B in the usual way as'®

«Aa/BN=-ie(t){{A@#),BO)}), (2.2)

where ( ) denotes the statistical average, the curly
bracket denotes an anticommutator, and 6(¢) is a
step function. From the analytical property of the
Green’s function,

(BAY=i [ dwf (A BYis = KA/ BN uuie),

- 2.3)
where f(w)=(e“/T +1)! is the Fermi distribution
function.

By using the usual method of calculating the
single-particle Green’s function G}, for the con-
duction electrons with the modql Hamiltonian (2.1),
we obtain a chain of equations of motion for the
Green’s functions:

1
(w = €41 )G (w) = 2o 0nent VIi(w), (2.4)

(@ €20)T8(w) = V2 AL (w) + VZ: 2 (), 2. 5)
?

(= €o)A55 ()= 5= (1 = ()0 + VTS(w)

+V 2 K alsds ay /als )
1
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- V§;<<J§a,; e/l s (2.6)

(w = €5 +0gi1ph)E (W) = VZ;: (alzaysd, /as )

- Vz«d-;apﬁala /a;u >> ’
1

(2.7)
where the Green’s functions are defined as

G (W)= ayo/als ) s
w)=(d,/al,) ,

5 (w) = dotyz A5 /e )
AL ()= ape dzd s/ e ) 5
d,=d,(1 -n3) .

The higher-order Green’s functions appearing on
the right-hand side of Egs. (2.6) and (2.7) are to
be decoupled. Approximations are introduced in
such a way as to treat correlations on the impurity
site as accurately as possible. To achieve this,
the truncation is made without splitting two d oper-
ators with spin up and down, thus without breaking
the correlations on the impurity site. Using this
procedure, the higher-order Green’s functions are
approximated as

(als d3aps /ale ) = {alz &) Ghy (2. 8a)
( d2 aszap0/ahe = (dtas3)GYy (2. 8b)
(alsays dy/ale ) =(alsa3) TS (2.8c)
(dtayzar,/a, ) ~(dta,s )Gy, . (2.8d)

We note that the decoupling at this stage just cor-
responds to the Nagaoka decoupling scheme!” in
the s-d model since V2 is proportional to J, the
s-d exchange integral. An approximation of this
kind has been employed by Theumann* and by Ap-
pelbaum and Penn.!®

We also apply the Hermiticity condition for the
averages

( axoako{) = azaanu ) ’
(a},d;)=(d}as,) ,

and note that now (n,)#{nz) and {(dla,,)# (diaz)
because of the presence of the external magnetic
field.

Carrying out the above truncation procedure and
using condition (2.9), we derive the single-particle
Green’s function for the conduction electrons, giv-
ing

2.9)

1 [
G o(w) = E};( _ké:
w ‘o

Vztu(w)
* (w - €k'u)(w - €ko)> ’
(2.10)

where the transition matrix ¢ (w) is given by

1-(n5)— F°(w)

W= €4~ Aa(w) - Kﬂ(w) +Au(w)F0(w) ,(2. 11)

t%(w)=
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and
I“,:(w)=—2%w_V€k t°(w) (2.12)
{d,/ai», = ;—ﬂt"(w), (2.13)
IR Ve
A (w)-Z:, TR @.14)
o\ V¥ alza,;)
K (w)—zm: P (2.15)
1
Fow)=2_ V{dsas) (2.16)

77 W - €5 +0g; ugh

In the above, the Green’s function ((d,/d}), has
been derived in the same approximation. This
function plays the role of the transition matrix for
the scattering of conduction electrons off the im-
purity site. We note in passing that results identi-
cal to (2.10)-(2. 16) can be obtained if one ap-
proaches the problem using the general Anderson’s
Hamiltonian and letting U~ « in the subsequent
equation for the transition matrix. At zero field,
Eq. (2.11) reduces to the ¢ matrix obtained by
Brereton and Poo.?

Next, we introduce the following identity®:

{a, BY=i [ do(CA/BWaria = CA/BY i)

and the functional notation (2.17)

0 4UA/BYS=i [dulfw)-14]

X (« A/B»mia - «A/B »w-iﬁ) .
(2.18)
In (2.18), the form [ f(w) — 3] is used because it
|

O =

possesses a definite symmetry, that is odd in w.
Making use of Egs. (2.17), (2.18), and (2. 3),
one can express the impurity-electron occupation
number (zn;) and the correlation functions F° and

K’ in terms of ¢(w) as follows:

()= K0~ )+ 50, {70} (2.19)

A%(£) - A(w +0g;1ph)

Fo(w)= ;—,, 6’;( t%;)) , (2.20)

w—E+0g;ugh
ooy L g (M) = AW +ogiugh) 11 | w3eyse )
K (U))'ZWGE( w—£+0giu3ha [1+A(£)t (E)]
+1A%w +0g; 1ph) - (2.21)

The expressions for F° and K° appear quite com-
plex. To simplify them, we specialize to the case
of equal g factors, that is g,=g;=g. In this case,

A%(w +20H) = A%(w) (2.22)
and

A¥(w +UH)=A(w)=pZ w‘::} " (2.23)
where

H=igugh . @.24)

Substituting Eqgs. (2.20)-(2.24) into (2.11) and
making a change of variable from w to w - oH, we
obtain the following integral equation for #-matrix:

t(w—-0H)=

1
w—€;— %A(w) - ?7; (p.f-)-uﬂ{ w-E

To proceed with the calculation, one has to eval-
uate the function A(w) which depends on the density
of states of the host. One can choose either a con-
stant square band or a Lorentzian-type density of
states. In either case, a cutoff parameter has to
be introduced. This requires particular care when
the magnetic field is present. If the resulting cut-
off is field dependent, it will lead to spurious con-
tributions to physical quantities from the band
edge.!® We have avoided this complication by mak-
ing a change of variable from w to w — oH in (2. 25).
As a result, the explicit field dependence of A%(w)
is removed. We can now introduce the cutoff to
the function A(w) which is no longer field depen-
dent.

(2.25)
27

III. SOLUTION OF INTEGRAL EQUATIONS

For simplicity, we assume a constant density of
states and approximate A(w) by
AMw+i8)=F ia for |w|<D,
=0 otherwise, (3.1)
where A is the width of the localized d level, given
by
A=mp, V2, 3.2)
po being the constant density of states assumed and
D the half bandwidth of the conduction band. In this

case, the equation of ¢(w) (2.25) can be simplified
to give
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+0H
1-n;) - j dt ff) g+)a 2 4%(t +0H - id)
tlw - oH+i0)= A FErem T o FErom =% s . 8.3)
w—€d+1,“2‘A—;J:D d&w l—’/f—./:g d‘émi & +0H—16)
|
This equation is similar to Eq. (3. 3) obtained by X w - H+i5) . (3.186)

Appelbaum and Penn'® if one makes the correspon-
dence A—~dand ¢;~ V. Inspection of this equation
reveals that essentially there are four sets of in-
tegral equations for ¢'(w - H+i6) and ¢ '(w +H+46),
where ¢%(w-0H-i6)=[¢°(w - cH+i5)]*. Neverthe-
less, these equations separate such that ¢ (w - H
+1i5) couples with only #'(w+H—-¢6) and ¢'(w - H
—48) with ¢ *(w + H+15).

To solve (3. 3), we define the following auxiliary

functions related to the ¢ matrix
P w—-0H+i6)=1Fi2A1%(w—-0H=%345) . (3.4)

Then, in terms of ¥°, two simultaneous equations
are derived as

d' —ielw)+X,(w+i5)

V' (w— H+48)= T iotw) 79,0 175 ° (3.5)
. o d' rielw) + X, (w - i8)
PlerH=i0)= It b 1) 9

where

xl(z)=§—frf_p dsﬂg—:_m{"—é , 3.7)

X,(2) = - th dgf(g—Hg)——, (3.8)

¢1(2)=—z dﬁf—(g__—Hlj YE+H=-8), (3.9)

31 Jp z~&

. D - e _l
¢a(z)=—§21-t-j:p d&Mlzp'(g—mia), (3.10)

z-§
e(w)=(2/30)w-¢,), (3.11)
=54 {n,)-1). (3.12)

The functions X;(z), X,(z), ¢,(2), and ¢,(z) are
“sectionally holomorphic,” that is, they are analyt-
ic on the upper and lower half-plane, but they have
a cut on the real axis for - D<w<D. The nota-
tions +¢6 and - {6 are used to indicate the values

of these functions on the real axis, depending on
whether this cut is approached from above or be-
low. By inspecting the discontinuity of these func-

tions across the real axis, one gets, for [w+H|<D,

(3.13)
(3.14)

X (w+i8) - Xy (w-i6) =4[ flw+H)-1],

Xy(w+i6) - Xp(w - i8)=—3[ f(w - H) = 1],

b1lw +i6) ~ dylw — i8) =[ X, (w +48) — X;(w ~ i5)]
XP*(w +H - i5) ,

Palw +i6) = Palw — 78) =[ Xp(w +i8) = X,(w — i5)]

(3.15)

Substituting Eqs. (3.15) and (3. 16) into (3.5) and
(3. 6), one gets,

P(w+i0) - ¢y(w—i6) _ d'+ie(w)+X,(w = 140)
X (w+i6) - X, (w-146) ~ 1+ie(w)+pylw-i0) ’
(38.17)

Dalw +48) — Pplw - i0) _
Xp(w +45) = X,(w — 8)

d'-ielw)+X(w+id)
1-de(w)+ ¢ (w+id) °
(3.18)

Combining (3.17) and (3. 18), we can show that the
function Q(z) defined as

2(2) =¢,(2)pz(2) - X, (2)X,(2) +[1 +ie(2)],(2)
+[1 - ie(2)]py(2) = [d ' +ie(2)]X,(2)
~[d'-iel(z)]X,(2) (3.19)

is continuous across the cut (- D, D) and hence is
analytic on the whole z plane. Examination of the
asymptotic form of this function shows that (3.19)
is a constant, denoted as C, giving

Q(z)=C

where

(3.20)

Cc= lm [¢1(Z) $2(2) = X,(2) + X,(2)]

([ aelre-m - Hee - Hein)

-f_: ds[f(£+H)—%]t‘(£+H—z‘6)). (3.21)

Solving for ¢,(z) using (3.17)-(3.21), we get

P +1—ie
¢y.+1~ie

_1+e?+C+(d'+ie)X,,+(d' - ie)X,. + X X,.
“1tel+CHd’ +ie)X;.+(d' - ie)X, +X,.X,_

=H1(w) (3. 22)

where ¢,,=¢,(w+5), X;,= X,(w+45), and e=e(w).
The function H,(w) is a complex function of real
variable w. It can be shown easily that when w—~
+D, 1nH,(+ D)=0 and the phase of H,(w) is always
between +37. Therefore, the fundamental solution
of ¢,(z) is given by??

¢ (2)+1 ~ ie(z)= [1-ie(z)+n] e1t® (3.23)
Qi(2)= (2mi )'1 lnH’f) dt . (3.24)
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The constant 7, is determined by expanding both
sides of (3.23) in a Taylor-Laurent series, giving

D
ny=- (3ma)! f InH,(£) dé . (3.25)
-D

Likewise, using (3.17)-(3.21), one can solve for
¢,(z) to give

o +1+ie
¢, +1+ie

_l+e?+C+(d ' +ie)Xy, +(d' - ie)Xp, + X3, X5,
1+e®+C+(d' +ie)Xy, +(d' - ie)X,.+ X, X,.

= Hy(w) . (3.26)
The solution to (3.26) is
$o(2) +1 +ie(z)=[1 +ie(z) +n,] e92® (3.27)
with
oo [P InHy(£)
Qu(2)= (271) lf.,, SR (3. 28)
and
D
m=(3na)™ [ Inmy(e) e . (3.29)
-D

In order to determine C and (n.,,> self-consis-
tently, we examine the asymptotic form of the
functions ¢,, ¢,, X;, and X,. Carrying out the
asymptotic expansion of (3.23) and (3. 27) in Tay-
lor-Laurent series and equating equal powers of
z, we find

LMy _ &My _ iM2
BTA ¢1(z)— "1 " 3ra 1272’ (3.30)
N, iNy €N, iN3
=1 2hto |, Rdf'o 0
lim- s #ale)= 31 2r " 3ma T1zgEr (3-81)
where
D
M, =471 f £ Ing,(£) dt (3.32)
-D
D
N,=a"t f £ InH,(£) dt . (3. 33)
-D
It can be shown easily that
- D
lim 2[X; (2) - X,(2)]= f aE[f(E+H)
' dd -D
+fE-H)-1] = (3.34)

This is an exact result. Substituting (3. 30)—-(3. 34)
into (3.21), we obtain an implicit transcendental
equation for C and (n,,,), giving

2 1
C=Q(M1+Nl)— 'é‘E(Mo“'No)

2i¢ 1
- —Z—L(MD+N0)+'I'8—1—T—2' (M%+Ng) .

97A (3. 35)

We need two more such equations in order to de-
termine the three unknowns C and (n, ,). These

can be obtained from the equation for (1, ), (2.19).
For o =4, (2.19) can be written as

(n) =30 = )= [ ae L)~ $11me & +i0)

D (3. 36)
By a change of variables from £ to £ - H, (3. 36) be-
comes

. D
(n)=3=(n ) =77 [ de[fe-B)- 3]

-D
XIm¢'(£ — H+i6) - sHIm¢ (- D +46)

- 3HIm¢'(D+i6) (D> H) . (3.37)

Similar equation can be obtained for o=V, giving

D
(n) =3 = n ) er [ aE[f e+ H) - 4]

-D
xImt (& + H — i6) + $HImt ‘(- D - i5)
(3.38)

The functions Im¢°(+ D+ 6) describe the density of
states of the impurity level at the host band edge.
By physical considerations, that region cannot be
of any importance as the density of states should
go to zero there. Hence, for D/A>1, these func-
tions can be neglected without affecting the physical
results of (n,) and (x,).'® Carrying out the asymp-
totic expansion of (3.9) and (3. 10), and combining
these results with Eqs. (3.4), (3.30), (3.31),
(3.37), and (3.38), we derive the following equa-
tions for (x,) and (n,):

+3H Imt(D-45) (D>H).

_1 _ ImN, 3ReN; ¢ImN,
<n9>—2(1 <n >)+2 A ar + 87 + 4A
1
+ 1672 LReNo)* - (ImNo) ], (3.39)
101 - __H _ImM _3ReM, ¢lImM,
(m)=3U = (n) = 5o - gt - 22 S
1
+ T2l ReMo) - (ImM,)] . (3. 40)

Also, a simple auxiliary result can be deduced
from Eqgs. (3.21) and (3. 36) to give

ReC=4(n,)+{(n,)-%). (3.41)

Equations (3. 35), (3.39), and (3. 40) form three in-

dependent transcendental equations from which

{n,), {n,), and C can be determined. The formal

solution to the integral Eq. (3.3) is thus completed.
The solutions for ¥° give

Yo asy ze(w)+X1(w+16) £Q1 (WD)
P (w H+15)— ~ele) = M, /37 1 ,
(3.42)
¢l(w+H-i5)-—d +l€(w)+Xz(w 16) Qg(w-zﬁ)
1+ie(w)+N,/37 :
(3.43)

However, it is instructive to express the solutions
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in a somewhat different form. From Egs. (3.17)
and (3. 20), we get

(1 +1-ie)(pp.+1+ie)=1+e?+C+(d"+ie)X,,

+ (d’ - ie)Xa_ +X1+ Xg- EH?((‘U) .
(3. 44)
Substituting (3.23) and (3.27) into (3. 44) and taking
the square root on both sides, we obtain the condi-
tion
(1 —ie— My/3m)%(1 +ie + Ny /3m) /2 [HP (w)]1/2
xe Q2 /2_q | (3. 45)

Combining Eqs. (3.24), (3.28), and (3.45), we
can express the solutions of y° as

1+ie+N,/37 )”2 B,(w) - i4,(w)

P (w - H+i6)=<

1-ie—M,/3m [HY(w)]'

. v _[1=ie—My/31\'/? By(w)+id,(w)
v (w+H—15)—< 1+ie+Ny/3m ) Taﬁ?(w)]17az

-1(,,)\-1/4
X(—————Hl (w)) e Qs | (3.47)

Hz(w)

where the functions X;, and X,, have been evaluated
in terms of digamma function ¥ and

Qslw)= &Pf_: dt %ES_)J_ , (3. 48)
Byw)=d'~ 4 tanh 222 (3. 49)
By(w)=d' -  tanh “’Z‘TH , (3. 50)
‘%1“2(211%0);] ; (3. 51)
‘%1“%;,}%’;]- (3.52)

It is desirable to define self-consistently two
characteristic quantities of our system: the Kondo
temperature T, and the corresponding magnetic
field Hy. Ty is defined as the temperature when
H-0and A,(0)=0, whereas H is given as the
field when 7—0 and A4,(0)=0. This gives

H,/D=1T,/2aD=¢"%/4 (3.53)
K K

where Ing is the Euler’s constant. For reasons of
physical interest, €, should lie below the Fermi
level, that is, - D<¢,<0. Moreover, Ty /D and
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hence Hy /D should be small, then |¢,| /a>1.
Equations (3.51) and (8. 52) can then be expressed
in terms of Ty, giving

w057 [, ey o557

(3.54)

2 (1w T D w-H
0= | 5 w0 rZars) o (5520)]
where (3. 55)
¢ () =Re[¥(3Fiy) - ¥(3)] . (3.56)

IV. LOCAL MOMENT

In this section, the impurity-electron occupation
number (n) is calculated for the special case H=0.
In this case, ReN,=-ReM,, ImN,=ImM, and ImC
=0, Egs. (3.39) and (3. 40) become identical, yield-
ing

_1 ImM, ReM; ¢ImM,
(n)= 3 6m ar 67A

1
+ -24—"5[(ReM0)2 - (ImM,)?] . 4.1)
The moments M, and related functions can be
simplified to give
D
M,==A""1] 'InH(w)dw, 4.2)
-D
H(w)= 1+C+(e+iX)?
W)= 1+e+C+(d+ie)X, - (d-ie)X.- X, X’
(4.3)
i T2T%+w?| W
X*——"é;r-ln—m— ;stanhﬁ ) (44)
d=3(n)-1), (4.5)
C=ReC=%(3(n)-1). (4.6)

Equation (4. 1) forms a self-consistent equation
for (n) since the moments M, and M, depend on
{n) via the dependence of H (w) on {xn). The equa-
tion was solved numerically using a standard fixed-
point iteration method and the moments evaluated
by Romberg integration techniques.?® The interval
(- D, D) is divided into many subintervals so that
each subinterval can be integrated to the desired
accuracy. The final result of (») is ensured to at-
tain the absolute accuracy of 1074,

In this calculation, we aim to detect firstly the
variation of () with the parameter A/|¢, | for a
fixed temperature and secondly the temperature
variation of (z) for a fixed ratio A/|¢,| which can
be expressed in terms of Ty via Eq. (3.53). For
the ratio A/l ¢, I, we fix ¢ and vary A since phys-
ically, ¢, is determined once a particular alloy is
selected.
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m

0.1 1

0 1 1 1 | 1

A 7 :
FIG. 1. Variation of (n) as a function of A/ | ;1| for
€4=—0.05D and T=0, in a linear plot.

We choose D=2x10* K and ¢;=-0.05D in our
computation. The variation of (x) with A/|¢,| at
T=0 is shown in Fig. 1 in a linear plot. The curve
of (n) exhibits a fast initial drop and then levels
off gradually when A/ ¢, | becomes large. To
amplify the rapid varying portion, the same curve
is plotted in a semilogarithmic scale in Fig. 2. It
can be seen clearly that in the region (0.1,1) of
A/l €l, {(n) changes by about 40% of its initial val-
ue. When A-0, the value of » tends to 3. This
value is expected when the impurity state becomes
completely localized, free of s-d interaction and
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FIG. 2. Variation of (n) as a function of A/ |€;1 for
€4=—0.05D and three values of temperatures, in a semi-
logarithmic plot.
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FIG. 3. Variation of (#) as a function of temperature
for €;=—0.05D and three values of T.

thermal fluctuation. In Fig. 2, we also exhibit
curves for two finite temperatures, one at 7'=600
K and the other at T7=1000 K. The value of (n)
reduces appreciably at low A/|€; |. As a result,
the variation becomes rather gentle at high tem-
peratures.

The temperature variation of (z) is shown in
Fig. 3 for several values of the Kondo tempera-
ture. For low Ty, (n) shows no significant tem-
perature dependence below and around Tx. This
feature confirms the result of the previous calcu-
lation.® However, strong temperature dependence
is observed at T > Ty for Ty <€, and the variation
is rather rapid. The value of () decreases sharp-
ly in a logarithmic manner, before receding to a
sinusoidal tail. With increasing Ty, the variation
becomes gentler and eventually at high Ty, it re-
duces to small oscillations at high temperatures.

The region where (x) exhibits strong tempera-
ture variations depends sensitively on the choice
of €;, the position of the impurity level. We have
attempted the computation for various values of
€;. The results indicate that when ¢, is shifted.
nearer to the bottom of the band, the region will
move to higher temperature. On the other hand,
when €, is shifted towards the Fermi level, then,
the region will correspondingly appear at lower
temperature which may lie below or around Ty
provided Ty is not too low.

The temperature dependence of the local moment
is obviously related to the thermal depopulation of
the extra orbital. It will inevitably affect the im-
purity susceptibility, electrical resistivity, and
other related properties.?! Nevertheless, for sys-
tems having low Kondo temperatures, it is quite
safe to conclude that the value of (z) will not be
affected by thermal fluctuations at temperatures
below and around T'g.
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V. REMARKS
We have, in Sec. III, solved analytically the

integral equation for the ¢ matrix. The solution
gives rise to three nonlinear transcendental inte-
gral equations for three variables {(n,), (n,), and
ImC. One has to solve these equations in order to
calculate physical quantities in a self-consistent
manner. Straightforward computation is very dif-
ficult as we have as many as five parameters to
vary. In a subsequent paper, we have simplified
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the problem by introducing an auxiliary condition
which connects the variables (xn,) and {,) to (x),
the zero-field occupation number. In this way, we
are able to reduce the three integral equations to
two, thus greatly simplifying the numerical compu-
tation. The calculation of (%) in Sec. IV is there-
fore essential. It serves to pave the way for the
eventual evaluations of physical quantities such as
the impurity magnetization, the magnetoresistivity,
and the Hall coefficient.
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