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The basic physical parameters which govern the metal-insulator transition in vanadium dioxide are
determined through a review of the properties of this material. The major importance of the Hubbard
intra-atomic correlation energy in determining the insulating phase, which was already evidenced by
studies of the magnetic properties of V, „Cr„O, alloys, is further demonstrated from an analysis of
their electrical properties. An analysis of the magnetic susceptibility of niobium-doped VO2 yields a
picture for the current carrier in the low-temperature phase in which it is accompanied by a spin cloud
(owing to Hund's-rule coupling), and has therefore an enhanced mass (m 60mo). Semiconducting
vanadium dioxide turns out to be a borderline case for a classical band-transport description; in the
alloys at high doping levels, Anderson localization with hopping transport can take place. Whereas it is
shown that the insulating phase cannot be described correctly without taking into account the Hubbard
correlation energy, we find that the properties of the metallic phase are mainly determined by the band
structure. Metallic VO, is, in our view, similar to transition metals like Pt or Pd: electrons in a
comparatively wide band screening out the interaction between the electrons in a narrow overlapping
band. The magnetic susceptibility is described as exchange enhanced. The large density of states at the
Fermi level yields a substantial contribution of the entropy of the metallic electrons to the latent heat.
The crystalline distortion removes the band degeneracy so that the correlation energy becomes
comparable with the band width and a metal-insulator transition takes place.

I. INTRODUCTION

Vanadium dioxide (VOz) undergoes a transition
from a low-temperature semiconducting phase to
a high-temperature metallic phase at 340'I, as
was first observed by Morin. ' In the last years
extensive experimental investigations have been
carried out both on VO2 and various alloys, and,
starting with the well-known paper of Adler and
Brooks, ' there have been several attempts at a
theoretical explanation. The present paper gives
a review of the experimental situation and a de-
tailed theoretical description, in part based on
earlier work and in part new. The framework in
which we shall attempt an explanation is the following.

At zero temperature any nonmetallic material
can be described by a Slater determinant of Bloch
functions, with a bandgap separating occupied from
empty states. The band gap is normally a conse-
quence of the crystal structure, but in antiferromag-
netic (AF) insulators (sometimes called "Mott-
Hubbard insulators" ) the AF superlattice is re-
sponsible; in the latter the insulating property re-
mains above the Neel temperature. In such ma-
terials the band-gap is U- —2(B, +B2), where U is
the Hubbard intra-atomic correlation energy and
B„B~are bandwidths of the upper and lower Hub-
bard bands def ined in a simple tight-binding model by

B=2@I,

where I is an overlap energy integral and z the
number of an atom nearest neighbors. Semicon-

ducting VO3 (in contrast to VzO, ) does not have mo-
ments, and it is formally possible to describe the
material in terms of conventional band theory, as
was done by Caruthers and Kleinman. ' On the
other hand, following Pouget et al. , we present
evidence to show that the main term in the band
gap is U, and in certain alloys moments do exist
in the insulator.

In any discussion of the insulating phase, care
is needed in the use of the expressions "band
model" and "localized model. " As already stated,
at zero temperature a band model is always al-
lowed. On the other hand, we can always form
Wannier functions from the Bloch functions, and
the Slater determinants formed of Wannier or
Bloch functions are identical. In crystalline sys-
tems (as opposed to noncrystalline systems, which
show Anderson localization), there is no difference
at T =0 between band and localized models, but the
latter are appropriate in AF insulators above the
Neel temperature.

A conductivity jump at the nonmetal-metal tran-
sition by a factor as large as 10' has been reported
for VO~ from various laboratories. ' The above
description has assumed that it is the number of
carriers which changes, not the mobility. This
we shall find to be the case.

The transition is first order with an entropy
change 4S = l. 6k per vanadium atom (i.e. , per
outer d electron). It is accompanied by a struc-
tural phase transition. 7 In its high-temperature
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I'IG. 1. Tetragonal unit cell of the high-temperature
phase of vanadium dioxide.

state VO2 has a rutile (R) tetragona. l structure,
each vanadium atom being located at the center of
an oxygen octahedron (Fig. l). The low-tempera-
ture form (hereafter called M, ) is a monoclinic
distortion of this rutile structure involving a pair-
ing and off-axis displacement of alternate vanadium
ions along tbe rutile c„axis (Fig. 2). The existence
of V '- V ' pairs in the insulating phase led
Goodenough' to propose a model where normal
metallic band electrons become trapped in homo-
polar cation-cation bonds below the transition tem-
perature. The band gap in this picture originates
completely from the crystal structure.

Our theme is that no quantitative description is
possible without taking into account the Hubbard

U. The pairing of the vanadium ions has little
effect on the gap and is a consequence of the ten-
dency of one-electron centers to form pairs, a
property which is found in very diverse systems
(Ti40„' metal-ammonia solutions, ".. .). The
metal-insulator transition occurs essentially as
a consequence of the (antiferroelectric) displace-
ment & of the vanadium atom perpendicular to the
e„axis. ~ In our view this should lead to a dis-
continuous drop to zero in the number of current
carriers at a critical value of &, with the opening

up of a band gap. ' The transition is not quite of
the simple Mott-Hubbard type, because, as will
be shown, while the lower Hubbard band is narrow
and separated from the empty conduction band,
the broad &~ band is not split and the upper Hub-

bard band lies above its lower edge. Thus the gap
should be approximately U ——,

' B„where B& is the
wldt11 of the &* bRnd.

In Sec. II, we discuss the properties and the

nature of the low-temperature phase of VO, . A

description of the metallic phase is given in Sec.
III. The metal-insulator transition is analyzed in

See. IV. Our analysis will show that the proper-
ties of metallic VO~ can be explained without in-
troducing the concept of a mass enhancement in

II. SEMICONDUCTING PHASE

A. Nature of the ground state

Considerable progress towards an appropriate
description of the electronic ground state of semi-
conducting VO2 has been made through recent studies
of the alloy system V, ,Cr,Oz. In this respect
Cx' ls replesentRtlve of R clRss of substltutlonRl
dopants that enter the VO, lattice as 3' ions, the
others being Aj is a„d Fe is- 8

The lntl oduetlon of chromium into VRnRdluIQ

dloxlde leads to a complicated phase diagram. ' '
Like pure VO„ the system V, „Cr„O, exhibits a,

metal-insulator transition, but it has three differ-
ent insulating phases, labeled M„M2, and T. The
exact position of the boundaries in the phase dia-
gram is uncertain owing to its great sensitivity to
Cr content and oxygen stoichiometry. Powder
samples of two different origins'9'~ yield substan-
tial differences (Fig. 3), but for x &0.002 two new
insulating phases (M~ and T) are observed. Where-
as M, is the monoelinic phase of pure insulating
VO„M3 is a monoclinic structure with two types
of vanadium chains completely differentiated. '
On one type of chain the V atoms are paired,
through a,lternate displacement along the rutile
c„axis, out of their rutile positions (no tilting of
the pairs); on the other type of chain the V atoms
are placed in a zig-zag fashion (no pairing), through
alternate displacement pezpendicnlaz to the e„axis,
towards one of the anions. The resulting structure
is represented on Fig. 4. The transitional T phase
has been identified as being triclinic and is inter-
mediate between M, Rnd M&,

' the pairs in M, being

2cr
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FIG. 2. Monoclinic structure of the lour-temperature
phase of V02 and its relationship to the rutile structure.
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I'IG. 3. P& „Cr„02 phase diagrams corresponding to
sample preparations of Refs. 19 and 20 [after pouget
et al. (Ref. 4)].

continuously tilted towards their M, configuration
when lowering the temperature, while the zig-zag
chains gradually dimerize. The two types of chains
become completely equivalent in M, . It is not
clear yet whether the transition from M, to T is
second or very slightly first order; on the con-
trary, the T-to-M, transition is abrupt and first
order up to x = 0.035. The M2-to-R transition
remains strongly first order over the whole con-
centration range studied.

The nuclear magnetic resonance (NMR) of V"
in the M, phase shows the existence of two different
sites. 4 The line corresponding to one site has a
small positive Knight shift characteristic of a
paired V" site, as also observed in the M, phase.
The other line has a'negative Knight shift, as ex-
pected in a nonmetallic phase for a site with a
localized d electron. This line gradually merges
with the other one when lowering the temperature
throughout the T phase, and it is ascribed to Local-
ized V ' ions on the zig-zag chains. This is fur-
ther supported by (i) the existing correlation be-
tween the value of the Knight shift and the increase
in magnetic susceptibility in M, and (ii) the obser-
vation of an intense electron-spin-resonance line
which suddenly appears at the T-M, transition. ~'

The magnetic properties of this system can be
consistently understood if one describes it in terms
of linear Heisenberg chains (zig-zag chains in M,)
which dimerize, that is form pairs in the T phase.
The antiferromagnetic coupling between nearest
neighbors along the chains is characterized by an
exchange constant 2J, which can be obtained at
each value of the doping through a comparison of
the extra susceptibility in M2 with the calculations
of Bonner and Fisher. The values for the ex-
change constant fall in the range 40-60 meV.
D'Haenens et al. "find nearly the same result by

integrating their ESR line to obtain the extra mag-
netic susceptibility of the M2 phase (in this case
the Van Vleck contribution is automatically eli-
minated). Although the role of foreign 3' ions
(e. g. , Cr" ions) in inducing the new insulating
phases is not understood, important conclusions
regarding the role of intra-atomic correlations in
this system may be drawn from the above results.
It was already pointed out by Marezio et al. ' that
the pairing model for semiconducting VO, would
be difficult to relate to the physical properties in
the case of the M, phase, where only half of the
vanadium atoms are paired. Goodenough and
Hong" have tentatively interpreted the role of
chromium in terms of two overlapping bands (in
the metal) that change their relative stability with
x. If this were so, however, we believe that a
change in the V" Knight shift in the metallic phase
should be observed as a function of chromium con-
centration, in disagreement with the results of
Pouget et al. ' In fact, the magnetic properties
of the M~ and T phases can only be understood by
taking into account the Hubbard U.

That this is the main term in determining the
band gap of all insulating phases is evidenced by
conductivity measurements in terms of tempera-
ture. Buchy and Merenda'4 have measured the
conductivity of a sample doped with 0.4% of chro-
mium, in the temperature range of the T-to-M,
transition (Fig. 5). It is observed that (i) the
conductivity exhibits only a 25% decrease at the
transition and (ii) the activation energy of the con-
ductivity is the same in both phases (0.4 eV), and
is only slightly lower than the activation energy
measured in pure VO3 in the same temperature
range, 0.45 eV. ' Since the three insulating
phases M„M» and T are structurally very dif-
ferent, it is concluded that the electrical gap does
not arise from pairing.

It must be pointed out that an analogous behavior
of the conductivity has been reported for Vj Ti„O,
single crystals. Titanium is representative of
a class of dopants which enter the VO2 lattice as

FIG. 4. Monoclinic unit cell of V~ „Cr„02 in the M2
phase. The displacements of the vanadium atoms from
their rutile positions are represented.
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Lederer et al. '3 to interpret the static suscepti-
bility results of Pouget et a/. ":Nb enters in VO2
as a substitutional Nb" ion charge compensated
by a nearest-neighbor V" ion, with a spin 8 =1.
Indeed a plot of the inverse excess susceptibility
jn V) „Nb Q~,

[ & y( T, x)] ' = [y( T, x) —y( T, 0)] ',
as a function of temperature shows a Curie-Weiss
behavior at low temperatures (Fig. 6). The ef-
fective Bohr magneton pex' impuxity p,;, defined

OO

V) „Cr„Op

x = .O'Io

2.933 3 3.077
V {&0 K)

FIG. 5. Log o versus T ~ for a chromium doped
sample, in the temperature range of the T-to-M2 tran-
sition (from Ref. 24}.

substitutional 4' ions, like Ge ~ or Sn. In these
alloys the intermediate T phase is not observed,
a first-order transition taking place directly be-
tween M, and M, . ESR spectra similar to those
observed in V, Cr„O2 appear at the M, -to-M~
transition.

All the above clearly indicates the appropriate-
ness of a localized model for the ground state of
semiconducting VO~, in which electrons are in
states localized by the Hubbard U, rather than in
a narrow band split off by the crystal structure.

yields a value p,; =2. 83@,~ for 8=1, which com-
pares well with the experimental value p; = (2. 53
+0.15) /Ls obtained by Pouget et al. "

Each V ' ion associated with a Nb ' ion behaves
as a donor. This is conclusively shown by the
variations of conductivity and thermoelectric power
in terms of temperature, as measured on a lightly
doped single crystal by Buchy and Merenda (Fig.
'/). " A well-defined activation energy E, =0.087
eV is observed for the conductivity at low tempera-
tures, as well as for the thermoelectric power.

The susceptibility curves of Fig. 6 bend down-
wards at higher temperatures, and this will now

be shown to be due to excitation of itinerant car-
riers. If a classical wide-band picture were to

apply, each ionized donor would provide two spins
of —,', one for the V '-Nb ' pair and one for the
free electron [Fig. 8(a)]. This would correspond

fiX 10 (emu/mole} '

B. Nature of the conducting states

It will be shown that considerable insight as to
the nature of the itinerant carriers can be obtained
through an analysis of the dependence of the mag-
netic susceptibility y upon temperature T for the
system V, „Nb„O, (x&0.1). This analysis yields
a picture for the fx ee carrier in which it carries
a spin cloud with it, and has an enhanced mass
(m =60m ).

Niobium is representative of a class of dopants
which create V" ions in the host lattice and de-
press the metal-insulator transition temperature,
like Mo, W, ' and a.iso fluorine as a substituent
for oxygen. " These dopants do not induce the in-
sulating phases M2 and T.

Electron-spin-resonance spectra at high fre-
quency (112 6Hz) and low temperature (1.8 K) in
Nb-doped VO~ show the existence of localized V"
ions. ~' This confirms the model proposed by

10-

0 I

100
I

200 300

FIG. 6. Inverse excess magnetic susceptibiLity ver-
sus temperature in V~„~Nb~02 (from Ref. 33}.
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FIG. 7. Conductivity and thermoelectric povrer of a
lightly niobium-doped V02 sample (from Ref. 34).

to a net decrease in the effective Bohr magneton
per Nb atom, and the susceptibility curves should
bend upwards with increasing temperature. This
is qualitatively at variance with the experiments,
and therefore the simple band picture is ruled out.
On the other hand, if the carrier induces a spin
polarization parallel to its own when sitting on a
particular V4'-V ' pair (localized model), the
effective Bohr magneton per Nb atom will be in-
creased with respect to the low-temperature situ-
ation, thereby accounting for the behavior of 4g
as a function of T. This is only possible through
Hund's-rule coupling, and therefore paA ed elec-
trons and itinerant electrons occuPy different
orbgtul d states, as was originally suggested by
Goodenough. ' Two simple spin configurations
may be envisaged. In the first of these the extra
electron sits for an appreciable time on one of the
V ' ions of a pair [Fig. 8(b)j, creating a. V~ ion
with 8 =1 and leaving the other V4' with an unpaired

Nb' V' y4+ y&+ y4+ y4+

& &0 Ot --- 0~ 0~ t 0& Ot

itinerant electron

1
-4

I I

2 3 4 S
l 000/T

I

7 8

I IG. 9. Variation with temperature of the fractional
number of carriers per vanadium in V~ „Nb„02, as
deduced from the magnetic susceptibility data of Pouget
et al. (Ref. 33) (open circles and crosses). The plain
curves are theoretical fits (see text).

electron (8 =-,'). In the second case [Fig. 8(c)]
the extra electron wanders back and forth inside
the pair, and polarizes both spins parallel to its
own (3 =-,). We be1ieve this latter picture to be
the correct one, since it does not ascribe any
particular role to either atom in the pair, leaving
the system with its full symmetry. This pseudo-
particle is quite different from the "large" spin
polaron described by Kasuya and Mott. " Since
its movement involves a rearrangment of spins,
we conjecture that it might be heavy; we shall find
evidence for a high effective mass, though this
may be due in part to dielectric polaron formation.

One can now proceed to obtain the number of
cal llel s 'Pl ln terms of 7 froID the susceptlblllty
curves of Flg, 6. If N ls the number of Nb atoms

(b) Q Qt Qtt 0» Qs Qi
&g = (iV —n) p,;/3kT+ntj. 2/3kT,

Nb5 V4

t~& Q Qt
electron oo
a pair

0/ 0/

FIG. 8. Various possible spin configurations asso-
ciated vrith an itinerant carrier: {a) noninteracting
spins; jb) localized V ion inside a pair; (c) spin-pola-
rized pRlr ~

where p,, is the effective Bohr magneton per ex-
cited carrier. This can be rewritten

&tt = &go(T)+n(p, ,' —g,')/3kT,

where &y, (T) is the Curie-Weiss susceptibility
associated with the N (un-ionized) donors. The
resulting fractional number of carriers per metal
atom is plotted on Fig. 9 (data points), for the two
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TABLE I. Best-fit parameters for the number of
carriers as a function of temperature, deduced from
magnetic susceptibility data for Vi „Nb„02.

Nb concentration
(x)

(Density-of-states
effective mass)/

(free-electron
mass)

N~
Activation (per metal)

energy (meV) atom)

0.02
0.05

68
60

104
83

4x10 3

5 x lo-4

samples of Fig. 6, measured by Pouget et al. '
The vertical scale is obtained by taking the value
for p., relevant to the spin configuration of Fig.
8(c).

In a semiconductor containing N donors and N„
compensating acceptors (N&N„), the number of
carriers in terms of temperature is given by

& = 2(Nx+Nc) + 2 r(N&+Nc) +4Nc(N NJ~]—

where

N'=(2' kT/h ) ~ e

3/K = 2/K, + l/K„,

one finds z =31.4. With m„=60m0, the Bohr radius
comes out smaller than 0. 3 A, and therefore the
hydrogenic approximation is clearly not applica-
ble. One should rather use the formula for the
bindingenergyof a small polaron bound to a, donor
on a lattice site at distance r:

E, =e'/Kr .

Here m„ is the density-of-states effective mass.
A good fit to the data can be obtained from Eq. (2)
(full curves on Fig. 9) by using the parameters of
Table I. The most striking conclusion is the high
value of the density-of-states effective mass which
is needed to fit the data: rn.„~60m(, . A correspond-
ing bandwidth 8 may be estimated by using the
tight-binding formula:

8 =eh'/m, a' . (3)

With z =8, a=3. 5 A, and m„=60m0, we find B=83
meV. It should be pointed out that this is only a
few times larger than kT in the range of tempera-
ture investigated in Fig. 9, and therefore our val-
ue for the effective mass might be slightly under-
estimated. We can now estimate the binding ener-
gy of an electron to a donor. The usual hydrogenic
formula for semiconductors would be valid only if
the Bohr radius (Khs/m„e2) is much greater than
an interatomic distance (K is the static dielectric
constant). The dielectric constant of VO2 is aniso-
tropic, being smaller along the c„axis (K„:22,
Kg = 40). ' By calculating an average value for K by
using

With r =3 A the above formula yields E, =0.15 eV.
This is of the right order of magnitude (see Table
I) and adds to the evidence of a localized V" ion.

From the transport measurements of Buchy and
Merenda (Fig. f),"it is quite clear that no activa-
tion of the mobility is observed in lightly doped
samples, the activation energy being the same for
S and 0. However, an activated hopping regime is
established in the sample with x =0.05 (Fig. 9);
the average slope of our logn-vs-T ' curve amounts
to 0. 04 eV (half the activation energy E,), whe"eas
the data of Villeneuve et al. ' show that the con-
ductivity activation energy averages to 0.105 eV in
the same temperature range. This hopping mo-
bility is, we believe, due to the onset of Anderson
localization resulting from disorder, and is indeed
expected since we have a large effective mass to
start with. This is further confirmed by the semi-
conducting behavior of the high-temperature rutile
phase for x & 0.10.'

We believe that the above analysis convincingly
demonstrates that the itinerant carriers have a
greatly enhanced mass. That this is mainly due
to the spin cloud which they carry along can be fur-
ther established by estimating the dielectric polar-
on radius r~ in this material. It is given by

tI, = 2Kp8 7J /m e

where

l/K, = l/K„—l/K,

and ~„, ~ are the high-frequency and static dielec-
tric constants. In the above formula m* is the en-
hanced effective mass, which as we shall show is
that of the m* ba,nd. No value for it is available
for semiconducting VO„and we shall use here the
value m* = 3.3m0 deduced by Fan from an oscillator
fit to the reflectance data for metallic VO~. '9 The
same author also finds z„=5 in the low-temperature
phase. ' We thus obtain r~ = 20 A. This dielectric
polaron radius is not small enough to account for
the large mass enhancement in semiconducting
VO~, and the magnetic interactions with the paired
electrons should be duly taken into account in any
adequate theory. The underlying physical picture
is the following. In order to move to a neighboring
ion belonging to another pair the itinerant electron
must find a spin in the appropriate direction, this
being provided either through slight polarization
of the adjacent sites or by spin Quctuations. Such
a requirement diminishes the transfer probability,
with a consequent bandwidth narrowing. ' '" We do

not, however, need to assume that all this mass
enhancement is due to the spins. If these produce
some enhancement, then the condition for the for-
mation of a dielectric polaron might obtain. More-
over, in the alloys, as soon as Anderson localiza-
tion occurs, some polarization round the localized



state is inevitable, and this will increase the hop-
ping energy.

The Hall-effect measurements of Rosevear and
Paul show that ordinary band-transport theory
should still be applicable. These authors find the
same activation energy (0.45 eV above room tem-
perature) for the conductivity and the Hall coeffi-
cient, and no evidence for an activated Hall mobil-
ity. Since in pure or lightly doped VO3 there is no
evidence for an activated conductivity mobility
either (see above and Fig. 7), one can confidently
consider the Hall measurements as approximately
yielding the mobility and number of conduction
electrons in semiconducting VO, . As a matter of
fact, this is a bordexline ease fox' classical band
transport since (i) the measured Hall mobility of
0. 5 cm /V sec corresponds to a mean free path
of 2. 7 A, with our value m„=60m0 for the effective
mass, (ii) the classical formula p =e7/m~ yields
an uncertainty on the electron energy 8 /v = 0. 04 eV,
which is comparable to but still smaller than our
estimated bandwidth and (ill) this later tluantity is
of the ordex of but lax ger than kT in the relevant
temperature range.

The measurements of Rosevear and Paul~5 give
v =3x10 ~ electron per vanadium atom just below
the metal-insulator transition. The conductivity
jump at the metal-insulator transition is thus al-
most entirely due to a change i.n the number of
carriers, much larger than the factor of 50 pre-
dicted by the crystalline-distortion theory of Adler
and Brooks. '

The above interpretation of the Hall measure-
ments neglects any contribution from hole carriers.
This does not mean that the purest VO2 is still
extrinsic at high temperatures. On the contrary,
all transport measurements point towards intrinsic
behavior, as (i) the same activation energy of 0. 45
eV has been found in various laboratories for sam-
ples exhibiting the maximum observed conductivity
jump of 10, and (ii) the thermoelectric power mea-
sured by Buchy and Merenda is characteristic
of an intrinsic regime at the highest temperatures
(Fig. 10). However, since the holes move in the
lower HubbRrd band, %'hleh ls narl'0%' R hole %'ill
certainly form a rather immobile small polaron.
Therefore only one type of carriers contribute to
the transport. By taking N„=2 for the density of
states in the valence band, one can estimate the
energy gap from the formula

(4)

C. Description of the insulating phase

Our discussion, instead of staxting from conven-
tional band theory and adding the effects of U as a
large perturbation, considers large quantities
first. Thus, in the insulating phase, each V atom
is to the first approximation a V ~' ion with a mo-
ment, and the energy necessary to form a carrier

.3200

--1000

10-'-

I
E

0
]0 y

--800

II)
--600

&0-'- - 400

- -200

at which transmission equals 10 4, since there is
no real abrupt threshold wavelength for the optical
absorption. This is rather arbitrary of course,
and therefore the precision of the above agreement
should merely be considered as fortuitous. Never-
theless, Ladd and Paul's data for the optical gap
as a function of temperature also provides the clue
for the observed activation energy of the conductiv-
ity at, high temperatures. In this very temperature
range the optical gap varies linearly with tempera-
ture, as E~ =0.90 —&T and therefore the constant
term is likely to provide the measured activation
energy of the conductivity [see formula (4)j.

Below 250 'K "pure" VO~ exhibits hopping trans-
port amongst localized levels (Fig. 10), as recently
demonstrated by ac conductivity studies. " The
relatively large value of the thermoelectric power
at low temperatures is due to the effect of residual
band conduction.

At this stage of the paper, our analysis of semi-
conducting VO~ has been completed. It leads us to
propose an appropriate theoretical frame%ork.

which yields E~ =0.608 eV at the transition tem-
perature. This agrees remarkably well with the
value E~ =0.609 eV given by Ladd and Paul from
optical transmission experiments. 3 Ladd and
Paul determine the optical gap as being the energy

)O13 i I I I I I I I I l 0
3 4 5 6 7 8 9 10 1l 12

1000/ 7

PIG. 10. Condllctlvig and t1161Dloelectx'ic podex* of
an undoped VO2 sample (from Ref. 42).
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III. METALLIC PHASE

A. Band structure

v4'(3d")

free ion

2eV

ls

where @, B, are the bandwidths for the motion of
an electron (V') and hole (V"). The Hund's-rule
coupling energy JH has to be included since the
spins are lined up parallel in V".

When a pair is formed, there will be very little
V" or V" in the wave functions, as there would

be in a band description, and a Heitler-London
description,

[ 4', (I) 4,(2) + 4', (2) 4', (1)][g, (1) g ~(2) —y (2) X~(l)],

is appropriate. The band gap should be little
changed. We have supposed (Sec. IIB) that an
extra electron orients both V4' moments in a pair,
but this still leads to —J~.

Now, since the band-gap is mainly a correlation
gap, we have to ask what is the part played by the
distortion in the metal-insulator transition. This
will become clear from an analysis of the metallic

53rneV
zy
xy. -y~

oclaedr al fie]d
39rneV

orthorornbic distor) ion

FIG. 11. Crystal-field splitting of the V ' (3d ) energy
levels, as calculated by Sommers et aE. (Ref. 46.).

The partial occupation of the lowest vanadium
d bands by the one outer electron not engaged in
the V-0 bonds is the reason for rutile Vo2 being
metallic. An understanding of the relevant band
structure starts therefore with a description of
the atomic d levels and associated atomic orbitals
of a V" ion (3d').

The fivefold degenerate d levels of the isolated
V ' ion are split by the crystal field. The octahe-
dral field of the six oxygens (see Fig. 1) provides
a splitting into a doubly degenerate upper state of
e symmetry and a triply degenerate lower state
of t~ symmetry (Fig. 11). The degeneracy of these
levels is further removed by the orthorhombic com-
ponent of the crystal field. A computation based
on the self-consistent statistical exchange multiple-
scattering method of Slater and Johnson4' has been
recently performed for the VO6 octahedron by
Sommers et al. ,

4 and it yields the energy split-
tings indicated on Fig. 11. On this figure each
level has been labeled according to the symmetry
of the corresponding atomic d orbital, as ex-
pressed using the rectangular coordinate system
of Fig. 12. It is seen (Fig. 11) that the ortho-
rhombic splitting is small (= 0. 05 eV), the three
levels with t~ symmetry being almost degenerate.
This group of levels give rise in the crystal to the
partially occupied lowest d bands. The d„~,2

orbital lies in the plane of the four oxygens which
contains the c„axis IFig. 12(a)]; it provides V-V
bonding along c„, and therefore an attendant re-
duction of the c/a ratio with respect to Tioz, as
pointed out by Goodenough, 47 and discussed by
Hearn. 4 According to a band model proposed by

{a 2.}
I

3d( y.

Q ~g
FIG. 12. Vanadium d

orbitals.

3d {xx}
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Qoodenough' the d„z, g orbital gives rise to a
band which he labels d„, whereas the other two
t2 orbitals [d„, and d„, Fig. 12 (b)] mix with the
anion 2P orbital forming a wider w~ band.

The band overlap predicted by Goodenough~ is
certainly consistent with the very small splittings
found by Sommers et al. 46 The AP% band calcu-
lation of Caruthers et al. ,

'9 which uses a semi-
empirical potential chosen to give agxeement with
the experimentally determined energy difference
between the top of the O» band and the Fermi level
(2. 7 eV), yields also a system of overlapping d
bands. Caruthers et a/. "find that (i) the bands
formed by the ta, levels have an overall width of
2 eV, (ii) the Fermi level lies 0.58 eV above the
bottom of the d bands and is located near a peak in
the density of states, and (iii) the Fermi surface
has electronlike parts as well as holelike parts.
This last feature is qualitatively confirmed by the
HaQ-effect measurements of Rosevear and Paul, "
who find a Hall coefficient about three times smaller
than expected for a simple metal with one elec-
tron per atom.

The multiband model also provides an explanation
for the relatively low value of the optical effective
mass (3.3m, ) deduced from reflectance data39:
the main contribution to the plasma frequency comes
from the carriers having the smaller mass, and
these would be the r* electrons in Goodeneough's
description. On the other hand, the magnetic
properties can be related to the large density of
states at the Fermi level provided by the narrower
d„band, as will be discussed below.

exl0

& Sx10
E

e 4rl0
pc

2x10

6 o 0 8 0@

I
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I

1000

FIG. l3. Magnetic susceptibility of VO2 versus tem-
perature, above the transition temperature T& (from
Ref. GO).

8. MBgAC'tlC SUSCCPtlbihtg

The high-temperature phase of VO, is paramag-
netic, with a quite large temperature-dependent
magnetic susceptibility (Fig. 13).' A small part
of it comes from a temperature-independent-orbital
contribution (3.4x10 ' emu/mole). 3' Thus most of
the magnetism is due to the d electrons.

It has been argued by Me%ban et al. " that the

large magnetic susceptibility of VOz results mainly
from spin fluctuations in a strongly correlated
electron gas, following the theory of Brinkman
and Rice. '3 In this model, the number of doubly
occupied sites and the discontinuity in the single-
particle occupation number at the Fermi surface
approach zero with increasing intra-atomic Cou-
lomb repulsion. This results in strong enhancement
of both the magnetic susceptibility g and the elec-
tronic heat capacity yT, and the ratio of the den-
sity of states calculated from g and y should be
close to unity. McWhan et ul. ' concluded that
this was the case for VO2, by comparing with the
measured electronic heat capacity of the metallic
alloy Vo 86%0 ~4O~. However, it has been shown
that the magnetIc susceptlkBllty of Vj ~%~Op In-
creases substantially with x, being for example
enhanced by about 30% at 340 K for x =0.06, as
compared to pure VO~. 5~ It seems therefore very
doubtful whether V0 «%0.,40, can be at all com-
pared with VG~. '

We prefer an alternative explanation for the
magnetic susceptibility, which was already sug-
gested by Hearn and Hyland. ' This model de-
scnbes the magnetic susceptxbQxty g„of electrons
in the narrower d„band as being exchange- en-
hanced, over the Pauli value y„, by the Stoner en-
hancement factor

Here U,f, is an effective intra-atomic Coulomb re-
pulsion and N„ is the number of d„electronic states
(per vanadium) at the Fermi level. " This enhance-
ment is presumably a consequence of Hund's-rule
coupling for metallic VO~, where the d band orig-
inates from degenerate orbitals. The above for-
mula is found in the random-phase approxima-
tion~6' ~ if one assumes that the screened Coulomb
interaction has zero range. This holds, for ex-
ample, in transition metals like Pd, where the
screening is due to the s electrons. In metallic
VO screening is provided by the d electrons in
the wider ~* band.

By using a simple two-band model, one can in
fact account for both the magnitude and the tem-
perature dependence of the magnetic susceptibility.
Although this is not critical, we shall assume oc-
cupations of O. 3 electrons per vanadium in the r*

and 0 7 electron in the d, band ss The con-
tribution of the m* band to g will be small and tem-
perature independent in the range of Bayard's
data (Fig. 13), ~0 and can be evaluated, for exam-
ple, by using the value EF =0.6 eVfoundby Caruth-
ers et a/. By subtracting both this contribution
and the orbital contribution from the measured
y(T) (Fig. 13), ' one obtains the magnetic suscepti-
bility of the d„band, which has been plotted as
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FIG. 14. Contribution of the narrow dt) band electrons
to the magnetic susceptibility (see text}.

y„' versus temperature on Fig. 14 (open circles).
The curve on Fig. l4 is a y

' plot of 3.2 times the
Pauli susceptibility of an electron gas with 0.7
electron per vanadium and a density of g(l band
states N„=5.25 states/eV Th. e fit is reasonably
good. Its internal consistency can be checked by
the fact that the above density of states gives
y"„(0)=1.Vxl0 4emu/mole, whereas y„(0)/8
=2x10' emu/mole. WithS =3.2 and N„=5.25
states/eV, V,« =0.13 eV, not an untypical figure. '9

Also the above value for N, is in qualitative agree-
ment with Caruthers et al. , who find the Fermi
level near a peak in the density of states.

%e wish to emphasize that Stoner enhancement
yields only a weak enhancement of the electronic
specific heat, 6 in contrast to the spin fluctuations
in a highly correlated electron gas. '3 Vhth our
|nterpretatlon '/= 34x 10 cal/ Kmole and Ng(Ep)/
N„(Ez) =3 for pure VO3.

In view of all the above, we believe that the high-
temperature phase of VO3, although a narrow @-
band metal, is not a highly correlated electron
gas in the sense of Brinkman and Rice." It is a
system which resembles transition metals like
Pd or Pt, 6 a large amount of screening being
provided here by electrons in the comparatively
wide m* band.

a substantial increase of the effective mass in the
conduction band. These properties yield the sche-
matic band picture relevant to electrical transport
represented on Fig. 3.5. The central question is:
%hat is the exact role of the distortion in provid-
ing such a scheme'?

As pointed out by Goodenough, '~ two distinguish-
able changes in the band structure are required:
(i) a raising of the v* bands above the Fermi
energy, thus leaving the d„band half-filled, and
(ii) a splitting of the d„band. It has been sur-
mised by Qoodenough' that the first requirement
is mainly fulfilled through the shortening of one
V-O distance by the distortion, thus destabilizing
r* orbitals. It is achieved by a displacement of
the vanadium perpendicular to the rutile e„axis
(antiferroelectric component of the distortion).
Sommers et al. '6 have calculated the electron
energy levels for such a distorted VO~ octahedron.
It is indeed found that the d„and d„ levels are
raised above the d„z,a level, respectively, by
0.2leV and 0.26 eV, thus confirming Qoodenough's
arguments. The same authors 6 have calculated
the electron energy levels of a. V,O,O cluster (two
octahedra on top of each other) with the V atoms
paired as in the I, 'phase. All the d levels are
now split into bonding and antibonding components,
the lowest empty level being located 0. 5 eV above
the last filled level, and this figure represents
roughly the upw'ard shift of both the m* and upper
half of the d, band with respect to the lower half
of the d„band. Given the position of the Fermi
level with respect to the bottom of the bands in
the metallic phase (=0.6 eV "), the calculated
shift is about what is required to put the bottom
of the ~* bands on top of the lower half of the d„
band, which therefore becomes completely filled,
as predicted by Goodenough. ' However, this
creates only a very small gap, if any, between the
filled and empty bands. But now (i) screening can
no longer be provided by v* electrons and (ii) the

IV. METAL-INSULATOR TRANSITION

A. Role of distortion

The metallic phase of VO2 is therefore adequate-
ly described within the framework of band theory,
and the details are probably well enough accounted
for by the calculations of Caruthers et al. 4 Intra-
atomic correlations merely provide an exchange
enhancement of the d-electron magnetic suscepti-
bility. On the other hand, the electrical band gap
of semiconducting VO~ arises mainly from cor-
relations, and a localized Hubbard model is ap-
propriate for the ground state. Paired localized
electrons and excited itinerant electrons occupy
different orbital d states, and Hund's-rule coupling
together with dielectric polaron formation provide

=.1 eV

4
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I

I

I

I =.SeV

I

I
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FIG. 15. Schematical density of states of semiconduct-
ing V02 relevant to electrical properties.
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d„band has narrowed owing to the lack of mixing
with n'* states. In our view these are the factors
which both induce the opening of a Mott-Hubbard
gap and make possible the formation of polarons.
The role of the distortion is to provide empty r*
bands (but not to determine the electrical gap), and
it is plausible that this can be achieved with differ-
ent structures, like the vax'ious insulating phases
of V, „Cr„O,.

It ca,n be concluded that Goodenough'~ was basi-
cally rjght jn assessing the ln1portRDce of the RDtl-

ferroeleetric component of the distortion, but that
the electrical gap is not due to pairing and cannot
be understood in the framework of a one-electron
bRDd descl"lption. As R consequence, th8 pRram-
etrized tight-binding LGAO calculation of Ga-
ruthers and Kleinman, which has been worked out to
produce a semiconducting gap of about 0.6 eV,
cannot be, in our view, considered realistic.

B. Latent heat

It was suggested by Pauls that the metal-j. nsula-
tor transition in VO~ is driven by the excess en-
tropy of soft-phonon modes in the metal. This is
only true to some extent, the electronic contri-
bution being far from negligible.

The entropy of the electrons in the metallic pha. se
is given by S, =yT. At T=340'K, and with y
=NxlO ' cal/Emole, one obtains 8, =0.58k per
vanadium, This is more than a third of the mea-
sured entropy change at the transition ~S = 1.6k. e

It should also be noted that the metallic carriers
bllng R small but Don-negligible contribution to
the specific heat, and this provides the explanation
«r arne»ured specific heat exceeding the lattice
equipartition value above 580 'K.

That the remaining part of the entx'opy cI1RDge

can be ascribed to soft modes is supported by
several pieces of evidence: (i) McWhan et al. '
have deduced the Debye-Wailer factor from x-ray
studies in the rutj. le phase, and find it to be con-
sistent with a decrease of the Debye temperature
e~ from its value in semiconducting VO~, as was
already indicated by specific-heat measurements;
(ii) in the metal, the dilatation coefficient along
the g„axis is abnormally large, 63 which indicates
large anharmonic effects and therefore a strong
temperat re dependence for some mode frequen-
cies; this is also supported by the temperature
dependence of eD deduced from the Debye-%aller
factor~~; (iii) the Raman lines observed by Srivas-
tRvR Rnd GhR86 Rx'6 well defined fox' the low-
temperature phase, but very broad in the rutile
phase, this being indicative of a large electron-
phonon coupling.

All these results point towards the metallic elec-
trons as being responsible for the soft modes. The

physical reason resides in the electrostatic screen-
ing provided by the d electrons. A model of the
metal-insulator transition has been developed along
those lines by Hearnss; in this work the band gap
was considered as arising purely from the crystal-
line distortion, and the entropy of the meta, llic
carriers was considered negligible. In the light
of our general discussion, these two assumptions
are certainly incorrect.

Our conclusion then is that, for understanding
the metal-insulator transition in VO2, we have to
consider the displacement q perpendicular to the
c axis; the free energy E as a function of q should
appear as in Fi.g. 16, the free electrons disappear-
ing and a Hubbard gap opening up discontinuously
at the point T. The Hubbard gap is between the
lowest half of the split d„band and the n* band,
which is not split. The transition takes place
when the entropy of the metallic phase M brings
the free energy down to the value of the insulating
phase at I. The pairing of the V lons ln VO2 has
only a minor effect on the gap.

The metallic phase, at any xate in the pure
material, is not highly correlated, its high effective
mass being due simply to the fact that part of the
Fermi surface lies in a narrow band. This forces
us to ask whether it is eorreet to use the Brink-
man-Rice model'3 for V203. 66 One of the argu-
ments given by these authors, namely that a "bare"
d band is unlikely to be narrow enough, 66 does
not seem to us very strong; apparently it can be in
metallic VO3, and in Ti~03, which like V2O3 has
the corundum structure and where carriers in the
conduction band appea. r to be very heavy indeed,
if the interpretation of observations by Sjostrand
RQd Keesom" due to Frledman RDd Mott" 18 cox-
rect. On the other hand, we think that if the exis-
tence of a critical point in the phase boundary be-
tween the metallic and non metallic phases at

400 K 18 confirmed, this poln'ts 'to the
correlated model; the correlated gas is simply
one in which two Hubbard bands overlap slightly;

FIG. 3.6. Free energy versus distortion. (schematicao.
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so the Mott-Hubbard insulator at high tempera-
tures, when many electrons are excited across
the gap and the gap shrinks, becomes identical
with the metal. We think then that, while in
V~O„as in VO» two d bands overlap in the metal-
lic state, the effect of the Hubbard U remains of
the first order and splits both bands in V~O, .

If this is so, the important difference in VO2 is
that the ~* band does not get split. It is possible
to imagine that at T in Fig. 16 a metallic d„band
might be weakly hybridized with w*, giving a highly
correlated gas, but at M in the rutile structure U

is determined by the large r* orbitals, and is much
smaller, so that effectively the gas is a long way
from the metal-insulator transition. We may per-
haps be strengthened in making this distinction by

Qoodenough's finding that in the AFI phase of VO,
both the broad and narrow bands are split. ~'
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