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Elastic low-energy-electron-diffraction intensity-energy spectra are calculated for Ni (001), (110), and

(111) surfaces between 10 and 220 eV by the layer —K.o«inga-lt"ohn-Rostoker method and compared
with recent room-temperature experimental results. The calculation uses the Wakoh self-consistent

muffin-tin potential, retains eight phase shifts, and includes finite temperature effects (assuming a Debye

spectrum). An effective Debye temperature of 335'K is found from the temperature dependence of
spectral intensities, an energy-dependent imaginary potential roughly of the form P = 0.85K

"3 for
electron energy E (in eV) is determined by matching features of the calculated spectra to experiment,

and the best values of the first interlayer spacing are found to be 1.76 A (the bulk spacing)

+ 0.02 + 0.02 A on the (001) surface, 1.24 —(0.06 ~ 0.02) A on the (110) surface, and

2.03 —(0.025 + 0.025) A on the (111) surface, With these parameters, excellent agreement with

observed spectra is obtained in positions and shapes of peaks for several beams and a large number of
incident angles. For all faces a small systematic deviation in peak positions is found with a ccnstant
11-eV inner potential, suggesting an inner potential varying from the expected static value of 13.5 at
low energies to about 9 eV near 220 eV. Comparison of relative intensities between calculation with the

above P(E) and experiment suggests that excitation of 3p electrons from Ni significantly enhances

electron absorption above 65 eV.

I. INTRODUCTION

Much recent progress has been made in achiev-
ing a quantitative theory of low-energy electron
diffraction (LEED) and in obtaining structural in-
formation from LEED spectra. ' 6 A detailed analy-
sis of the LEED spectra of clean Ni is particularly
important because it provides the basis for studies
of the LEED spectra of chemically adsorbed or-
dered overlayers of atoms or molecules on Ni sin-
gle-crystal surfaces. Such studies are directed
towards the determination of the adsorption site
and bonding geometry of chemisorbed atoms and
molecules —useful information in understanding
the nature of surface chemical bonding.

%ith these goals in mind, we have examined in
detail the recent room-temperature experimental
LEED spectra of Demuth and Rhodin' for the (001),
(110), and (111) surfaces of nickel. The method
used for these calculations, the layer-KKR method,
applies the KKR (Korringa-Kohn-Rostoker) method
of band theory to a single atomic layer to give the
scattering properties of that layer, which are then
used to solve the multiple-scattering problem be-
tween layers with a matrix procedure. ~ In the
application to Ni we systematically determine the
value of a single effective Debye temperature used
in all layers, the values of the electron attenuation
as a function of energy, the values of the inner
potential as a function of energy, and the deviations
of the first nickel interlayer spacing on each face
from their bulk values. These energy-dependent
values of the inner potential and absorption pro-

vide basic information about the effective one-elec-
tron potential for an excited electron in a real
metal. These calculations are also compared with
recent model calculations on clean ¹isurfaces

y Laramores and Tong and Kesmodel. ' Per-
turbation-type calculations on Ni, reported pre-
viously by Andersson and Pendry, Tait, Tong,
and Rhodin, ' and Rhodin and Lee, "will not be
discussed here. The first of these calculations
covered a much narrower energy range, and the
latter are felt to be less accurate because of the
approximations employed. '~

II. FEATURES OF MODEL

The layer-KKR method2 for calculating LEED
intensity versus energy curves or LEED spectra
is applied here to a model which accurately treats
multiple scattering within and between layers for
a semi-infinite crystal, but neglects scattering
produced by the potential barrier between vacuum
and the first atomic layer; it is assumed that this
barrier varies so smoothly that it causes negligi-
ble additional scattering (the no-reflection bound-
ary condition). Inclusion of surface barriers has
been shown to modify diffraction intensities pri-
marily at very low energies (E(40 eV), 2' "'"
as well as to introduce sharp spectral features
which can be associated with barrier resonances. "
Due to the irregularity of the surface on the atomic
level, such resonance features are not expected
to be observed in experimental spectra ' and the
comparison of theory and experiment made here,
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as well as in other work~'4 shows that suitable
agreement can be achieved without including the
details of the surface barrier. Although electron
scattering from this barrier is neglected changes
in the electron momentum associated with crossing
this barrier are included.

The LEED calculations to be presented here use
eight phase shifts to describe the scattering po-

minimum) in the representation of wave functions,
so that the calculated intensity remains accurate
to within 5% up to 220 eV. (We have also consid-
ered ten phase shifts in the calculation, but find
that eight phase shifts are suitable below -220 eV. )
Since the calculation is based upon elemental la-
ers, we can easily calculate additional spectra for
5 and 2. 5&. 5&p expansions and contractions of the first
layer spacing (from the expected bulk interlayer
spacing with little additional computatio al t'

e attice spacing used for the semi-infinite crys-
tal is based upon a bulk Ni lattice spacing of
ao ——3. 517 A.

LEKD intensities were calculated at 1-eV inter-
vals from 10 to 220 eV so that the l' shapes and
peak positions of the LEED spectra could be com-
pared with experiment in detail. Previous cal-
culations '8 for Nii have been based upon energy
intervals of 2
lo

. 5-5 eV, and have therefore not al-
owed detailed resolution of calculated line shapes.

becom
Such resolution of line shapes and peak 't'posi lons

ecomes very important in assessing the choice
of electron damping used in the model, the degree
of surface expansion or contraction which occurs,
as well as the possible variations in inner poten-
tials with ener —algy — l determined from comparison
with experimental spectra. For 47 (29) diffraction
beams (all found simultaneously), the calculation
(which includes lattice motion d f' d''

n an ive ifferent
first interlayer spacings) takes 12 (3) sec per en-
ergy point per interlayer spacing and requires 850

91.
i o ytes of machine storage on an IBM 36550 kilob t 0/

By comparison of our eight -phase-shift cal-
culation with

'
h calculations using five phase shifts

we find, in agreement with Tong, ' that more than
five phase shifts are needed to adequately describe
several features of the room-temperature ex eri-

spectra. From the relative magnitude of
re experi-

the l ~4 phase shifts for nickel above 80 eV (or
even below 80 eV) it might be expected that inclu-
sion of these phase shifts would not significantly
affect the LEKD spectra. Lattice motion, however,
makes it necessary to include additional phase
shifts in the calculation to describe the atomic
scattering as modified by vibration. In our cal-

remo ee asarig-culation the vibrating atoms are d l d
id lattice of "blurred-atom" scatterers at each
site. We find that these blurred-atom scatterers

require more phase shifts than the fixed atom to
accurately describe their scattering.

InFi. Iwig. we compare five-and eight-phase-shift
calculations, made with identical model parame-
ters, for the (00), (01), and (11) beams on Ni(001)
and demonstrate that above - 80 Ve not only do peak

tions
shapes and fine structures differ but eak
ions are shifted by up to 8 eV between the two cal-

culations. Abs. bove 80 eV the peak positions for the
five-phase-shift calculation are systemat llma ica y
s i e to higher energies than those for the '

ht
phase-shift calculation. For certain peaks such
as the 160-eV e-e peak in the (01) beam, using too few
phase shifts alters the shape of the peak in such a
manner as to Losvex the peak position. Thus we
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FIG. 2. Comparison of calculated I.EED spectrum for
the Wakoh potential (Ref. 20) and the ferromagnetic po-
tential of Connolly (Ref. 19) for which we show both mi-
nority (P) and majority (o, ) spin. components. The calcu-
lations are for the (00) beam at normal incidence, with
zero absorption and inner potential.

mental I EED data, and we use the Wakoh potential
in these calculations. The phase shifts obtained
for this self-consistent band-structure potential
are shown in Fig. 3.

B. "Inner potential"

To define the scattering potential completely for
electrons incident from vacuum requires establish-
ing the level of the muffin-tin zero for the %akoh
potential with respect to the vacuum level; this
difference we call the "inner potential, "

Vo, as
shown in Fig. 4. We estimate in average value of

conclude that above -80 eV the peak positions and
line shapes of a five-phase-shift calculation for
Ni are inaccurate and can severely limit the agree-
ment achieved between theory and experiment. We
note that the spectra we have calculated with five
phase shifts for a semi-infinite cryst, ::~, are nearjy
identical to those calculated with five phase shifts
for a five-layer crystal. ' (These latter calcula, -
tions are based on Beeby's scattering formalism. '

)
NICKEL

VACUUM LEVEL
A. Scattering potential EXC.—CORR.

4.85eV (I IO)
PO V {OOI)

WORK FUNCTION

(E) 5.40eV ( I I I)Previous work on clean surfaces has shown that
band-structure potentials do a satisfactory job of
describing experimental data for clean surfaces. 2'"
It has been shown for several clean surfaces2'7'8
that superposition potentials, i. e. , superpositions
of atomic potentials, also describe LEED data
adequately. Since nickel is a ferromagnetic mate-
rial and separate potentials are available for the
two separate spin directions, ' we can also esti-
mate the magnitude of ferromagnetic effects on
the LEED spectra. Figure 2 displays calculated
LEED spectra on Ni(001) (without electron absorp-
tion) for the self-consistent Connolly potential'9
for both minority (P) and majority (n) spin distri-
butions in Ni and for the Wakoh potential With-
out electron absorption the calculated LEED spec-
tra show very small differences and, due to elec-
tron absorption in the real crystal, the spectra
with absorption are even closer. Thus, in sum-
mary, we cannot distinguish such small differences
in crystal potential by comparison with the experi-
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FIG. 4. Energy-level diagram for the Wakoh po-
tential (Hef. 20), experimentally determined work
functions for Ni (Ref. 7), and the bulk density of states
for nickel (Ref. 20) (shown at left). The locations of the
d-wave resonance (as determined from the energy at
which the l =2 phase shift crosses through ~~) and the
Fermi level for this potential (as determined from band
calculations) are shown with respect to the muffin-tin
zero and the calculated bulk density of states. The static:
inner potential (k -kz) is shown as the distance between
the vacuum level and the muffin-tin zero. For higher in-
cident-electron energies (k&Az) the inner potential Vo is
expected to decrease (Hefs. 2, 21).
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Vo= 11 eV over the energy range 20-150 eV from
matching the peak positions of the nonspecular
beams at normal incidence and of the specular
beam at 8 = 4' (for both Q = 0' and 45') for the (001)
surf ace.

A static estimate of Vo of 13.2-13.7 eV can be
obtained for the Wakoh potential by adding the Fermi-
level position with respect to the muffin-tin zero,
8. 30 eV, to the measured (static) work functions
for the various surfaces of about 5 eV (see Fig. 4).
However, we can expect that the effective inner
potential decreases in magnitude for higher-energy
electrons, since the magnitude of the correlation
energy for electrons with energies mell above the
Fermi level will be reduced, as shown by detailed
calculations of the self-energy of the uniform elec-
tron gas (jellium). 2' Thus, comparison of calcu-
lated and experimental peak positions based on

Po = 11 eV should show a systematic energy depen-
dence. Indeed, we find a gradual decrease of Vp

from the static value at low energies (below -30
eV) to -9 eV at energies of -220 eV, as will be
discussed later.

C. Electron damping and effective Debye temperature

The effects of electron damping due to inelastic
scattering processes in the solid and the effects
of lattice motion must be included in the scatter-
ing model as well. Electron damping in the crys-
tal is taken into account by supplementing the
crystal potential with an imaginary part P, as-
sumed spatially constant, but which can be made
a function of energy. Lattice motion is introduced
by averaging the scattering of the atom over the
lattice motion at each site given by a Debye spec-
trum (this we refer to as the "blurred" atom), and

then introducing the resulting average t matrix
into the rigid-lattice formalism, ' ' Since these
tmo parameters produce similar modifications in
LEED spectral intensities, we have determined
each input parameter using different experimental
features of the LEED spectra.

1. Determination of OD

The experimental temperature dependence of
LEED intensities allows a direct determination of
an effective layer-averaged surface Debye tempera-
ture. Here we compare the experimental tempera-
ture dependence to the calculated temperature
dependence for different Debye temperatures for
a given absorption to determine en. (The initial
choice of electron damping does not strongly ef-
fect the calculated temperature dependence). '
Within the framework of the model, which consid-
ers all layers to have equivalent vibrational prop-
erties, we find that a single Debye temperature of
about 335 'K can be used to describe the experi-
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FIG. 5. Effective Debye temperatures used for all
layers determined from matching the experimentally ob-
served temperature dependence of the diffraction inten-
sities for (001), (110), and (111) nickel (Refs. 25-27) to
the temperature dependence obtained in the calculation.

mentally measured temperature dependence of in-
tensities from (001), (110), and (111) surfaces. 25 ~7

As shown in Fig. 5, although there is consider-
able spread in the fern data points available, the
effective value O~ = 335 'K is more consistent with
the temperature dependence of the diffraction in-
tensities than bulk e~'s of -(420-440) 'K.~'"
This reduced effective value of e~ is readily un-
derstandable in terms of the larger vibrational
amplitudes of surface atoms compared to bulk
atoms. ]For example, values of mean square
normal vibrations for the first five layers of a
(001) surface30 of ¹ calculated using a nearest-
neighbor central-force model and the harmonic
approximation correspond to reducing the bulk

Debye temperatures by -0.71, 0.88, 0. 93, 0.96,
and 0. 98% [and similarly for a (110) or (111) sur-
face].)

We have also examined the effects of increased
surface vibrations for the first atomic layer on the
room-temperature LEED spectra of ¹i(001) by
choosing e~ = 300 'K for that layer and using the
bulk value of 6~=420'K for all other layers; me

find that the LEED spectra are nearly the same
as with use of a single effective layer-averaged
Debye temperature of 335 'K. From comparing
these latter bvo surface-vibration models, we
find that at low energies (-40 eV) the intensities
are nearly identical, while at higher energies
(-150-200 eV) the calculation using the effective
Debye temperature of 335'K yields intensities
lower than the 300'K surface Debye model by
about (20-30)/o. We might thus expect that our
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use of a single effective Debye temperature would
underestimate experimental diff raction intensities
at these higher energies. One could also use
layer-dependent Debye temperatures, as was done
by Tong and Kesmodel, ' but such further refine-
ments would appear to affect room-temperature
spectral features negligibly and thus be unneces-
sary in the present analysis.

2. Determination of P(E)

After the effective 8D is found as described
above, the values of the imaginary part of the
potential P are determined phenomenologically
by matching calculated and measured spectral
line shapes, fine structure, and relative intensi-
ties in the spectra. By matching the shapes of
both peak-shoulder combinations and intensity
minima, values of P around particular energies
are found; by matching relative peak intensities at
low and high energies, the relative P values at
low and high energies are found. In this way rea-
sonable consistency not only of the structural fea-
tures but also of the relative intensities is found
with the function P(E) = 0.85E' (with P and E in
eV)—as opposed either to constant-P(E) or con-
stant-electron-mean-free-path assumptions com-
monly used. ' ' ' This procedure for evaluat-
ing P(E) avoids matching the absolute intensities
(I/Io) of calculated and measured spectra, which
are affected by other features of the experiment,
such as the surface roughness and the variation
of the incident-beam coherence zone with energy.
The constant of 0.85 in this expression was chosen
from several values to provide the best fit to the
expe rim ents.

We note that the E'~' variation of P produces a
X„variation above 59 eV which is more consistent
with the trends in X„observed in low-energy-
electron-mean-free-path variations with energy '
than with a constant mean free path. The E ' 3

dependence of P for Ni also agrees with values
determined from kinematic theory for Ni for elec-
tron energies below -40 eV. ' A similar E' ' de-
pendence above 50 eV also was found in recent
work on Ag by Jepsen, Marcus, and Jona whereg4

the difficulty caused by surface roughness in de-
termining P was overcome by comparing the mea-
sured total elastic backscattering to the calculated
total rigid-lattice backscattering at finite absorp-
tion. This procedure assumes that both roughness
and lattice motion merely redistribute the scat-
tered electrons, which are all in sharp beams for
a rigid lattice, as diffuse background over the
collection hemisphere.

We have similarly analyzed the total integrated
elastic-backscattering measurements from Ni(111)
that were obtained by Lagally and Webb. A com-

parison of our calculated total rigid-lattice back-
scattering to their data on Ni(ill) leads to a set
of P values as a function of energy (-6 eV at 100
eV and 9. 5 eV at 200 eV) which when used in our
calculation leads to strong washing out of spectral
details, suggesting that such an absorption func-
tion is too large. A previous analysis of Lagally
and Webb's LIED data on ¹(111)'and compari-
sons to other experimental data suggest that their
measured intensities may be too low. Such in-
tensity differences would lead us to overestimate P.

In Fig. 6 we compare the function P(E) = 0.65E'
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FIG. 6. Energy dependence of the imaginary compo-
nent to the potential, P (top), and corresponding ampli-
tude attenuation coefficient, &«(bottom), for several pos-
sible choices of the parameter used to describe the elec-
tron damping in the scattering model. Both constant-
damping (P) and nearly-constant-amplitude-attenuation-
coefficient Q. ,) assumptions are shown as well, as a P{E)
=0. 85E 3 absorption function which allows the best over-
all description of the fine structure in the experimental
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to the vacuum level. (The intensity attenuation coeffi-
cient, &~, is more commonly the quantity obtained in
electron mean-free-path determinations and is equal to
one-half the amplitude attenuation coefficient, ~8~. )
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FIG. 7. Comparison of room-temperature experimen-
tal spectra on Ni(001) (Ref. 7) for the (00) beam at 6 =4'
and P = 0 and 45' with calculated spectra illustrating how
the damping parameter affects the LEED spectra. At-
tention is focused on the fine structure marked by arrows
in the experimental curves.

with the P(E) corresponding to a nearly-constant
electron amplitude attenuation with X„values of
-6.3 and -S. 3 A (Laramorea used X„=S A) and
with a constant P of 4 eV. For a plane wave of
energy E propagating in a uniform absorbing me-
dium, P is related to the amplitude attenuation co-
efficient, X„, by X„=3.86(E+ Vo)' ~ jP, where
X„ is in A and Vo, E, and P in eV. (The electron
mean free path for phase coherence, A.„ is related
to X„by X, =-,X„.) Note that above 40 eV the P
for A.„-6.3 or 8. 3 A is always greater than the
P we find, and that P = 4 eV is too large below 100
eV, but too small above. The effects of these
various forms of P(E) on calculated spectra are
illustrated in Fig. 7 and compared with experiment.
Clearly, P=4 eV not only gives relative ampli-
tudes at low E (-50 eV) that are much too small
compared to amplitudes at high E (120 eV) but also
washes out and distorts the spectral structure ob-
served near 30 eV. The calculation with A.„-6.3
0
A does a better job with relative intensities, but
in general suppresses some of the observed struc-
ture at higher energies, e.g. , the shoulders at
72, 85, and 110 eV in the Q = 45' spectra At .low
energies (-40 eV) X„-8.3 A does well but at
higher energies the structural features near 80
and 100 eV in the P = 0' spectra, as well as above
150 eV (not shown), become smeared out. Our
P(E) absorption function gives values of P (or X„)
which are similar to the values of P (or X„)for
X„-8.3 A near 40 eV (+20 eV) but which are
smaller at higher energies. This gradual reduc-
tion in P above -60 eV allows our E ' absorption
function to resolve more of the spectral features

at higher energies (& 80 eV) than is possible for
X„-8.3 A. (We also point out that a constant X„
of nearly 10 A corresponds closely to our E'
absorption function between 100 and 200 eV. ) It
should be noted that at very low energies (near
-20 eV) the use of a monotonically varying absorp-
tion function becomes questionable due to a thresh-
old for interband and possibly even plasmon excita-
tions which will modify electron absorption.
We expect that at these low energies our absorption
function should not be applicable. Similarly at
higher energies, if other discrete electron absorp-
tion processes start to occur at some energy
threshold, we would expect to see departures in
the calculated LEED spectra from experiment (due
our choice of a monotonically varying absorption
function). In fact, we later discuss a particular
feature in our comparisons that indicate that such
an absorption threshold occurs near 65 eV.

The accuracy of our method of calculation is
not affected by the magnitude of the absorption.
In perturbation methods, where only a limited
number of scattering events is considered, 4'~~'~

and in methods which consider a finite number of
layers" the choice of. absorption becomes an im-
portant consideration. In the former, the choice
of absorption may be artificially high so as to per-
mit convergence of the calculation. In the latter,
the electron penetration length (i. e. , the absorp-
tion) sets requirements on the number of layers
to be considered so as to make the model of the
surface realistic. These effects deserve attention.

III. COMPARISON OF THEORY

TO EXPERIMENT

Having determined suitable input parameters,
we now compare calculated intensity energy spec-
tra to those measured experimentally. We show
only calculations where experimental data are
available, although we have calculated up to 47
diffraction beams for each sample orientation.
The nomenclature regarding crystal azimuth and
diffraction beams is identical to that reported in
the experimental work of Demuth and Rhodin. v

Figure 8 illustrates three important features of
the calculation on (001) Ni: (i) the effect of vary-
ing the first interlayer spacing d~ of the (001)
surface by 5, 2. 5, 0, -2. 5, and —5% from the ex-
pected interlayer (001) spacing for a bulk crystal
(a 0

= 3, 517 A); (ii) the ability of the LEED calcula-
tion to reproduce the line shapes for a spectrum
which shows highly nonkinematic characteristics;
(iii) the structural features of even the highest-
energy peak shown in Fig. 8 are strongly depen-
dent on interlayer spacing.

From the details of the calculated line shapes
in Fig. 8 for the highest-energy peak near 180 eV
it appears that a very good match to the experi-
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line) which would be needed to align calculated and ex-
perimental peak positions with a standard deviation of
-0.75 eU can be read from the scale on the right. (The
dashed line corresponds to the solid line +1 eV. )

spacings also cause significant displacements in
peak positions. Figure 23 shows A(E) and the
corresponding values of inner potential Vo(E) which
would allow matching of experimental and calcu-
lated peak positions. At the lowest energies we
observe an inner potential of -13.5 eV, consistent
with our expectations based upon our knowledge of
the work function and the position of the muffin-tin
zero of the Wakoh potential relative to the Fermi
level. However, at higher energies yo appeases to
decrease and then to level off at —9 eV for incident-
electron energies of - 220 eV. The over-all stan-
dard deviation of the experimental peak positions
from our Vo(E) curve is about 0. 75 eV. The energy
dependence of Vo, as we have anticipated, is con-
sistent with a decrease in electron correlation for
electrons of higher kinetic energy which does, in
fact, reduce the effective surface barrier. Due to
the spread of the points in Fig. 24 we cannot deter-
mine differences in the inner potential for different
crystal surfaces.

Previous calculations by Laramore and Tong and
Kesmodel using matrix inversion techniques for
five layers and five phase shifts indicate that an
inner potential of 14 eV appears to allow matching
of calculated and experimental peak positions up to
220 eV. The calculations in Fig. 1 show that use of
only f&ve phase shsfts produces an apparent displace
ment in the positions of the higher-energy peaks to
higher energies. This displacement of peaks for
the five-phase-shift calculation roughly cancels the
reduction in Po qt higher energies which we find,
and, as noted by Tong, ' explains why a constant,
inner potential of 14 eV appears adequate for Ni in
these previous calculations. Our initial choice of

3.0
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FIG. 24. Comparison of the ratio of theoretical and
experimental diffraction peak intensities as a function
of energy on all crystal faces. The solid data points are
for specular beam diffractionpeaks, while the open data
points are for nonspecular beam peaks.

Vo = ll eV represents an average inner potential ob-
served for Ni(001) between 20 and 150 eV, which
from Fig. 23 also appears to be a reasonable aver-
age inner potential for the (110) and (111)surfa, ces.

Although features of the diffraction model as well
as several experimental uncertainties in obtaining
"absolute" intensities make it difficult to compare
the actual and experimental absolute intensities, the
energy dependence of the relative intensities between
theory and experiment should provide additional
physical insight into those processes which are
affecting diffraction intensities. gn Fig. 24 we com-
pare the ratio of calculated to measured intensities
for various diffraction peaks on all three surfaces;
we find, interestingly, a nonmonotonic variation of
the ratio for all surfaces. (We do not distinguish
any differences in the trends of this ratio for spec-
ular versus nonspecula, r beams. ) Since the model
calculation contains parameters which vary only
rnonotonically with energy, such as the inner poten-
tial or electron damping, this nonmonotonic vari-
ation with energy appears to require some phenome-
non which markedly reduces the experimental inten-
sities for electrons with kinetic energy above about
65-70 eV (measured relative to the vacuum level).
We note that measured core levels and soft-x-ray
a,bsorption thresholds ' show the "core" excitation
of 3p electrons from nickel to occur at -68 eV. At
such a core-level threshold the electron attenuation
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by the crystal would increase and the elastic dif-
fraction intensity decrease. We thus attribute the
decrease in experimental intensities at - 65 eV to
excitation of 3p electrons from nickel. Since this
core-level excitation markedly affects diffraction
intensities, it would appear necessary to include
such inelastic-scattering thresholds in electron-

damping models if further detailed analysis of the
LEED intensities is to be made. From the depen-
dence of the intensity upon P, we estimate roughly
that this threshold increases our proposed P from
3. 6 eV (X„=9. 2 A) at 60 eV to a maximum value
of about - 5-5. 5 eV (6. 5 & X„&7. 4 A) near 90 eV
and then returns to the Z' variation in p at 110 eV
(P = 4. 1 eV, A„= 10 A).

In addition to this 3p absorption threshold of Ni,
we observe that the ratio of intensities decreases
rapidly at low energies with increasing energy and
slowly at high energies. At low energies (below
-30 eV) on the (001) surface our calculation may
overemphasize the structural features observed in
the experiment; i. e. , the assumed A.„may be too
large below about 30 eV. However, the model used
does not allow for barrier scattering, which also
affects the intensity ratio at these low energies. In
addition, at the lower energies the bulk scattering
potential used may not be adequate for the surface
region, since nonspherical corrections to this
muffin-tin potential may be necessary to account
properly for the valence-electron charge distribu-
tion. (The valence charge of the atom is more im-
portant for electron scattering at low electron
energies than at higher energies. )

At higher electron energies (& 120 eV) the absorp-
tion appears to have returned to our proposed
P= 0. 85Z'~ absorption function. It is believed that
the experimentally measured intensities above 150
eV include quasielastic contributions which would
tend to increase measured intensities up to -201,~

and therefore reduce the ratio of calculated to mea-
sured intensities, as observed in Fig. 24. In addi-
tion, as we have previously noted, a layer-averaged
Debye temperature of 335 'K may underestimate
intensities at these energies.

The over-all agreement of calculated peak inten-
sities with the experimental results of Demuth and
Rhodin~ to within a factor of 2 may be considered
somewhat fortuitous. As we have commented ear-
lier, differences between the experimental results
of Andersson and Kasemo34 and Demuth and Rhodin~
are at least a factor of 2 different for Ni(001), and
even larger differences exist between this latter
group's measurements on 'Ni(111) and those of

Legally, Ngoc, and Webb. ' In view of these ex-
perimental uncertainties, as a result of differences
in both sample preparation (surface roughness) or
electron beam coherence zones which are not i.n-
cluded in the calculation, there can Oe little signifi-

cance in comparing diffraction intensities on an
absolute scale. It is for these reasons that we have
stressed the use of line shapes and relative spec-
tral feature intensities in comparing theory to ex-
periment. However, our comparison of theory to
internally consistent experimental results on all
three faces of Ni can be used to obtain some physi-
cal insight into the relative intensity variations for
different crystal faces. For example, at higher
incidence angles on the (111)surface the calculated
intensities near 100 eV are higher relative to ex-
periment than at lower incident angles (see Fig. 20).
Since this was not the case for the (001) or (110)
surfaces, the (111) surface may have a particular
type of surface defect which produces shadowing
effects at higher incident angle, as postulatedv in
previous experimental work. In general, the over-
all similarities in the ratio of calculated and ex-
perimental intensities at normal incidence for all
surfaces might be expected, since all samples were
experimentally prepared in a similar fashion and
may have similar degrees of surface perfection.

V. SUMMARY AND CONCLUSIONS

We have demonstrated that the model used here
to calculate low-energy-electron-diffraction spec-
tra from Ni can very adequately describe the room-
temperature experimental results of both Demuth
and Rhodin~ and Andersson and Kasemo. 34 The four
model parameters[en, p(Z), d, , and Vo(Z)] have
been determined from experimentally observed
features of the intensity spectra. Our analysis,
which stresses matching the structuraL features
(rather than simply peak positions) in the experi-
mental and calculated spectra, allows much basic
physical information to be obtained from LEED
spectra: (a) An effective average ev of 335'K is
determined; (b) an absorption function P(Z)
=- 0. 85Z't ~ (in eV) is deduced; (c) the first inter-
layer spacing d, of the (001) surface is found to be
expanded from its expected bulk value by 0.02
a 0. 02 A, while the (110) and (111) surfaces are con-
tracted by 0.06+0. 02 and 0.025+0.025 A, respec-
tively; (d) the inner potential Vo(Z) needed to match
calculated and experimental peak positions is de-
termined to vary monotonically from 13.5 eV at low
energies and level off at 9 eV at higher energies;
and (e) based upon the reLative variation of calcu-
lated to experimental intensities for all surfaces,
a region of increased electron absorption with a
threshold at about 65 eV is observed.

From the model parameters found here, it is
now possible to examine with confidence overlayer
structures on ¹ivia similar model calculations.
Thus, the extension of such model calculations is
in progress and has yielded detailed structural
information regarding adsorbed atoms on nickel
surfaces. 4~
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