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Photoemission angular distribution beyond the single wavevector description
of photoelectron final states
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We develop a simulation procedure for angle-resolved photoemission spectroscopy (ARPES), where a photo-
electron wave function is set to be an outgoing plane wave in a vacuum associated with the emitted photoelectron
wave packet. ARPES measurements on the transition metal dichalcogenide 1T -TiS2 are performed, and our
simulations exhibit good agreement with experiments. Analysis of our calculated final state wave functions
quantitatively visualizes that they include various waves due to the boundary condition and the uneven crystal
potential. These results show that a more detailed investigation of the photoelectron final states is necessary to
fully explain the photon-energy- and light-polarization-dependent ARPES spectra.
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Angle-resolved photoemission spectroscopy (ARPES) has
been a powerful method for investigating the electronic struc-
ture of solid crystals [1]. It is based on the photoelectric effect
[2]; the energies and momenta of photoelectrons derive the
band dispersion of a solid. As well as the band dispersion, the
intensity distribution of ARPES spectra gives information on
the wave function of each band because the matrix element be-
tween the ground state and the photoexcited state determines
it. Particularly, the light polarization dependence of ARPES
spectra has extracted the electronic structure information of
various kinds of materials [3–8].

In response to growing interest in the photoemission angu-
lar distribution, numerical studies have reported its simulation
methodologies [3,9–15]. We focus on calculating a photoe-
mission matrix element derived from Fermi’s golden rule; on
the other hand, there has been another approach to ARPES
spectra simulation by time-dependent density functional the-
ory [16,17]. A plane wave is the simplest form for describing
final states, and some studies have added the scattering ef-
fects for better reproducibility [17–19]. These studies have
assumed that the photoelectron wave function in a solid is
associated with a single wavevector k = (k‖, kz ) [Fig. 1(a)];
k‖ represents the in-plane (xy) components. This assumption
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is consistent with the three-step model of photoemission [20],
where a photoelectron is described as a classical particle with
a certain momentum. On the other hand, the time evolution
analysis of photoemission has revealed that a photoelectron
propagates as a wave packet, a cropped plane wave, in a
vacuum [21]. The wavelike behavior of photoelectrons tells
us that time-reversed low-energy electron diffraction (TR-
LEED) states, which have been employed for decades [22,23],
are appropriate for analyzing the whole amplitude of photo-
electron wave packet (see Note 1 in Supplemental Material
(SM) [24]); The LEED states are determined by the boundary
condition that there is only the transmitted wave in the z →
−∞ limit and the TR-LEED states are obtained by taking the
time reversal of them. Since TR-LEED states are determined
by the boundary condition at the vacuum layer below the slab,
one needs to calculate the TR-LEED wave function for the
entire range of the thick slab, leading to a large numerical
error in the near-surface region, which is crucial for analyzing
surface-sensitive photoemission. One method to avoid this
difficulty is to add an imaginary constant optical potential,
making the photoelectron wave function rapidly decay into
bulk [25–29]. However, a recent ARPES study on layered ma-
terials has reported that the exponential decay associated with
the constant optical potential cannot reproduce the ARPES
spectra modulation by the surface sensitivity [30].

In this Letter, we propose another approach to the pho-
toemission simulation within the Kohn-Sham system of the
density functional theory [45,46] by approximating the pho-
toelectron wave function to include only an outgoing plane
wave in the vacuum above the slab [pink curve in Fig. 1(b)].
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FIG. 1. Description of the photoemission process and funda-
mental properties of 1T -TiS2. (a) Three-step model description of
the photoemission. (b) Schematic of a photoelectron wave function
discussed in the present Letter. (c) Crystal structure and incident
light direction in ARPES measurements. (d) Brillouin zone (black
hexagon) and reciprocal lattice points (blue dots). Black dashed
circles represent the wavevector length satisfying Ekin = h̄2k2/2m.
(e) Experimental band dispersion along the ky direction taken by
35 eV synchrotron light.

This approximation removing the ingoing plane waves is
supported by our one-dimensional photoemission simulations
(Fig. S3 in SM [24]). In this situation, the photoelectron wave
function inside a solid can contain various waves other than
the traveling wave. Even in the stepped potential model, the
connection condition at the boundary requires the wave func-
tion to include the reflected wave (k‖,−kz ) [purple curve in
Fig. 1(b)]. Consequently, the photoemission angular distribu-
tion using such final-state wave functions can differ from that
using the three-step model wave function, including only the
traveling wave; we refer to them as first-principles (FP) and
plane-wave (PW) final states, respectively. Our photoemis-
sion intensity calculations were validated by comparing them
with ARPES spectra of the transition-metal dichalcogenide
(TMD) 1T -TiS2 [Fig. 1(c)]. While the electronic structure of
TMDs has been investigated by ARPES [47–50], 1T -TiS2 is
ideal for our study because of the easily cleavable quasi-two-
dimensional structure, no need for considering the termination
surface dependence [51], and the simple electronic structure
without the charge density wave phase in contrast to other
1T -type TMDs [52]. We found that the intensity distributions
of FP final states were closer to experimental ones than those

of PW final states. Moreover, our wave component anal-
ysis of FP wave functions demonstrated that they include
various plane waves beyond just the traveling wave; these
components, absent in the PW final states, contributed to a
better agreement between experiments and simulations. Our
study is a quantitative demonstration that the final-state wave
functions include reflected waves in a solid. Our study pro-
vides a precise description of the photoemission process,
which can be particularly important when extracting physical
quantities from photoemission angular distribution.

Single crystals of 1T -TiS2 were grown by the chemical
vapor transport method with iodine as the transport agent.
Magnetotransport and x-ray photoemission measurements ex-
hibited only trivial behavior, indicating the simple electronic
structure of this material (Notes 2 and 3 in SM [24]). Laue
back-reflection measurements determined the crystal geom-
etry as described in Fig. 1(c) (Note 4 in SM [24]). ARPES
measurements using a 7-eV laser and synchrotron radiation
(hν = 9–39 eV) were performed at ISSP, the University of
Tokyo [53,54] and HiSOR BL-9A, respectively (Note 5 in SM
[24]). 1T -TiS2 possesses a hole band around the �̄ point and
an electron band around the M̄ point, forming an indirect band
gap [Fig. 1(e)]. We focus on the hole band in discussing the
photoemission intensity; we represent its top position by EH

and use it as the base point of the energy axis.
Before presenting the experimental results, we explain the

calculation procedure for the FP final states. We implemented
the FP wave function calculations in SPADExp [15], which uses
OpenMX [34] to calculate the ground state wave functions
and the Kohn-Sham potential. The ground state electronic
structure for a 40-layer slab without surface relaxation (Note 7
in SM [24]) was obtained using the Perdew-Burke-Ernzerhof
(PBE) functional [38,39]. Although the system becomes
semimetallic due to the band-gap underestimation of the PBE
functional (Note 6 in SM [24]), the overall shape of the quasi-
two-dimensional hole band around the �̄ point agrees well
with experimental results. See Note 8 in SM [24] for other
calculation properties.

The FP wave functions are calculated using the local part
of the Kohn-Sham potential and the kinetic energy value; the
latter is determined by the binding energy of the ground state,
the incident photon energy, and the work function. Owing to
the in-plane periodicity of the system, the wave function can
be Fourier expanded,

ψF (r) =
∑

g‖

ei(k‖+g‖ )·r‖ · ψg‖ (z), (1)

where r = (r‖, z) holds and g‖ represents an in-plane recipro-
cal lattice vector, corresponding to the blue dots in Fig. 1(d).
This representation is available both in a solid and a vacuum.
The Fourier-expanded potential is also periodic along the z
direction inside the crystal except for the top and bottom
layers [Fig. 2(a)]. Therefore, the wave function in the region
is the linear combination of the bulk wave function,

ψF (r) =
∑

n

pnψ
bulk
n (r), ψbulk

n (r) =
∑

g

ei(kn+g)·r · ψng,

(2)
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FIG. 2. FP wave function calculations. (a) g‖ = 0 component of
the Fourier-expanded potential. The 1T -TiS2 slab is placed in the
z < 0 region. Black dashed curves and solid horizontal lines repre-
sent the periodic bulk potential and its g = 0 component. (b) Bulk
band dispersion of unoccupied states along the real kz axis. The
in-plane momentum is set to (0.1, 0.0) (Å−1). (c) Band dispersion
of the effective model around the hybridization gap. Only the real
eigenvalues are plotted. The constant-energy planes colored red and
green correspond to the horizontal lines in (b). (d) Magnified view of
the z component distribution with the kinetic energy corresponding
to the red line in (b).

where n is the band index, g = (g‖, gz ) is a bulk reciprocal
vector, and ψng is a number representing an eigenstate. Equa-
tion (2) is available only in the bulk region.

The z component of the wavevector kn is determined so
that the eigenenergy equals the specified kinetic energy and
is not limited to a real value because of the incomplete trans-
lational symmetry of the slab system along the z direction;
kn can be decomposed as (k‖, knz − iκnz ). The complex z
component is necessary when the specified kinetic energy is
located within a hybridization gap of the unoccupied band
dispersion [red and pink lines in Fig. 2(b)]. In these cases,
the number of eigenstates on the real kz axis is fewer than
otherwise [green line in Fig. 2(b)], making them insufficient
as a basis set. Considering the effective Hamiltonian around
the hybridization gap H (k) = (ak t

t −ak

)
and extend k into the

complex plane, we can find two bands within the hybridization
gap [Fig. 2(c)]. While two eigenstates are on the real kz axis
when the specified kinetic energy is out of the gap [green
dots in Fig. 2(c)], they are on the complex plane when the
kinetic energy is within the gap [red dots in Fig. 2(c)]. Also
in the case of the unoccupied states in Fig. 2(b), we find

two eigenstates with complex z components for each gapped
dispersion pair [Figs. 2(d) and S10 in SM [24]]. The other
case happens when g‖ and κz are relatively large, but it only
weakly affects the FP wave function (Note 9 in SM [24]).
The linear combination coefficient pn and the wave function
of the top layer are determined to satisfy the Schrödinger
equation and the boundary condition in a vacuum; ψg‖ (z) is
equal to eiKzz when g‖ = 0 and to zero otherwise. After these
calculations, the decay function is multiplied to effectively
include the surface-sensitive property of photoemission spec-
troscopy (Ref. [55] and Note 8 in SM [24]). We note that
the projector-type nonlocal component of pseudopotentials
[56], which affects the wave function around the nuclei, is
omitted in the FP wave-function calculations for the stability
and computational cost reduction (Note 10 in SM [24]).

We applied the FP wave functions to simulate the pho-
toemission angular distribution of 1T -TiS2 and compared the
results with experimental spectra. Experimental ARPES spec-
tra using synchrotron light strongly depended on the incident
photon energy and polarization [Figs. 3(a), 3(b), S11, and S12
in SM [24]], indicating that the photoemission matrix ele-
ment strongly depends on those conditions. The s-polarization
spectra were symmetric, as both the crystal structure and the
light electric field are symmetric with respect to the yz plane,
while p-polarized spectra were not. We determined the degree
of asymmetry (I+ − I−)/(I+ + I−), where I± represents the
integrated photoemission intensity at kx = ±0.1 Å−1 [dashed
lines in Figs. 3(a) and 3(b)]. For the s-polarized light, the
degree of asymmetry was nearly zero across the whole photon
energy range. On the other hand, the degree of asymmetry
for the p-polarized light varied significantly with the photon
energy [Fig. 3(c)], while its momentum dependence was weak
(Fig. S13 in SM [24]). This strongly varying behavior indi-
cates that the degree of asymmetry is one proper quantity to
discuss the photoemission matrix element.

Photoemission intensity simulations using the FP wave
functions could reproduce similar trends as shown in Fig. 3(h).
In the calculations, the light polarization affects the photoe-
mission intensity as the vector potential direction in the matrix
element. We found that the aforementioned method for FP
final states becomes unstable at the incident photon energies
below 25 eV (Note 10 in SM [24]). In this case, we limited the
g‖ vector within the circle determined by the kinetic energy
[Fig. 1(d)] and solved the ordinal differential equation for the
slab wave function [Eq. (1)]. The g‖-limited calculations [blue
curve in Fig. 3(h)] were also applicable for photon energies
greater than 25 eV while the g‖-unlimited version [purple
curve in Fig. 3(h)] was suitable for the photon energy between
25 and 40 eV. Both calculations exhibited very similar disper-
sions within this range, suggesting the large g‖ component is
not so considerable. Comparing the PW and FP final states, we
claim that the FP final states exhibit better agreement with the
sharp local minimum observed around hν = 20 eV and larger
positive asymmetry in hν = 35–40 eV. The latter difference
is clearly visualized in Figs. 3(f) and 3(g) for hν = 37 eV,
corresponding to Fig. 3(b).

In laser ARPES measurements, we could investigate
the polarization dependence in more detail by continu-
ously changing the polarization angle θ in Fig. 1(c). The
s- and p-polarization spectra showed similar behavior to
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FIG. 3. Experimental ARPES spectra and simulation results. (a), (b) Experimental spectra along the kx direction taken by s- and p-polarized
37 eV synchrotron lights, respectively. (c) Photon energy dependence of the integrated intensity asymmetry along the dashed lines in (a) and
(b). The vertical dashed line is located at hν = 37 eV. (d), (e) ARPES spectra taken by the 7 eV laser. The overlaid curves represent peak
positions extracted from energy distribution curves. (f), (g) Simulated photoemission angular distribution using the PW and FP final states.
The incident light was 37 eV, p polarized. (h) Integrated intensity asymmetry calculated from simulated spectra. The blue and purple curves
represent the FP final-state calculations with g‖-limited and g‖-unlimited conditions, respectively. (i), (j) Simulated spectra corresponding to
(d) and (e) using the FP final states, respectively.

synchrotron ARPES measurements; the spectrum peaks for
the s-polarization measurements appeared outside, while
those for the p-polarization were inside [Figs. 3(d) and 3(e)].
Furthermore, we observed these peak positions oscillated con-
tinuously with the change in θ [Fig. S15(c) in SM [24]]. These
behaviors were also well reproduced in simulations using the
FP final states [Figs. 3(i), 3(j), and S16(a)–S16(c) in SM [24]].
In contrast, the PW final states exhibited worse agreement
with the p-polarization spectra and the smoothness of the θ

dependence curves [Figs. S16(d)–S16(f) in SM [24]]. To sum-
marize, the FP final states agreed better with both synchrotron
and low-energy laser ARPES results than the PW final states.

Finally, we analyze the FP wave functions to quantitatively
show that they include various plane waves. For this analy-
sis, we consider the case when the in-plane wavevector, the
binding energy, and the excitation energy are (0.1, 0.0) (Å−1),
0 eV (Fermi level), and 37 eV, respectively, corresponding to
Fig. 3(g). From Eq. (2), the FP wave function includes waves
with wavevector kn + g = (k‖ + g‖) + (knz + gz ) − iκnz and
amplitude |pnψng|. Figures 4(a) and 4(b) show the histogram
of these amplitudes for g‖ = �̄0, �̄1 [defined in Fig. 1(d)]
and κnz = 0; κnz �= 0 waves have only negligible amplitudes
(Fig. S17 in SM [24]). While a prominent peak may be as-
sociated with the photoelectron wavevector of the three-step
model, other components with different kz values exist, each
having amplitudes of at most 0.1. Furthermore, the wave
function includes components with kz < 0 (reflected waves)
and g‖ = �̄1 (different in-plane wavevector). While the for-
mer is explained using the stepped potential model, as we
discuss in the Introduction, the latter is not and is due to

the uneven crystal potential. The amplitude for larger g‖ is
at most 0.01 (Fig. S18 in SM [24]), consistent with no large
difference observed between the g‖-limited and g‖-unlimited
calculations [Fig. 3(h)]. For further analysis, Fig. 4(c)

(a)

(d)(c)

(b)

FIG. 4. Amplitude analysis of the FP wave function. (a), (b) Am-
plitude histogram for g‖ = �̄0, �̄1. (c) Amplitude sum of the reflected
(kz < 0) waves in (a) and its photon energy dependence. The dashed
curve represents the theoretical value of the stepped potential model.
(d) Photon energy dependence of the amplitude histogram around
the prominent peak. The dashed curve represents the kz value of the
three-step model.
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compares the amplitude sum of the reflected waves and
the theoretical value of the stepped potential model. Our
simulation and the stepped potential model show similar de-
grees of amplitudes and decreasing behavior with respect to
the photon energy. The prominent peak in the amplitude his-
togram can be compared with the kz value of the three-step
model [Fig. 4(d)]. A slight deviation is evident when the
photon energy is around 30 eV, but it disappears around 40 eV.
Such behavior is attributed to the higher photoelectron kinetic
energy, that renders the potential unevenness more negligible.
These results show that our FP wave functions share common
characteristics with the stepped potential model and the three-
step model, although they might seem too simple to reproduce
the experimental ARPES spectra. We note that this analysis
does not consider the decay function related to the ARPES
surface sensitivity. While the disagreement between ARPES
experiments and calculations has been reported [30,50], they
will be mainly affected by the decay function, particularly its
length scale.

In conclusion, we develop a numerical method to calcu-
late the FP final states from the local Kohn-Sham potential.
Leveraging the periodic property of the slab potential, we
construct the wave function using the bulk eigenstates. We
performed ARPES measurements on the transition metal
dichalcogenide 1T -TiS2 and compared the photon-energy-
and light-polarization-dependent results with simulations us-
ing our calculated FP final states and the PW final states. We
revealed that the FP final states include various plane waves
such as reflected (kz < 0) waves and those with different in-
plane wavevector (g‖ �= 0), and they contributed to a better

coincidence between experiments and simulations. Our result
can fill the gap between experiments and simplified simula-
tions, which may connect the ARPES intensity distribution
with the detail of the electronic structure, such as orbital
components and the Berry phase. While we demonstrate that
our method is better than the plane-wave approximation, we
hope that further research compares the availability of various
photoemission simulations beyond the plane-wave approxi-
mation in more detail, including ours and one using TR-LEED
states with the imaginary optical potential correction [25–29]
or plane waves modified by the scattering [17–19].
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