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Evidence for giant surface Dzyaloshinskii-Moriya interaction in the chiral
magnetic insulator Cu,0SeO;
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Broken of translational symmetry plays a vital role in the stabilization of three-dimensional magnetic
skyrmions. The absence of exchange neighbours at truncated surfaces leads to surface twist effect, resulting
in twisted helicity angle of the skyrmions. Recently, it was reported in Zhang et al. [Proc. Natl. Acad. Sci. USA
115, 6386 (2018)] that the observed surface twist effect is over an order of magnitude more pronounced than
the theoretical predictions. Nevertheless, the underlying mechanism that leads to such discrepancy has not been
resolved yet. In order to address this long-standing issue, we performed depth-resolved circular dichroic resonant
elastic x-ray scattering (CD-REXS) measurements on the skyrmion lattice phase in Cu,0SeO; over a wide
temperature range. It is found that the measured skyrmion helicity angle profile is highly temperature-dependent,
which cannot be quantitatively explained by the temperature-varying micromagnetic parameters alone. By
systematically ruling out other possible effects, we conclude that a giant surface-type Dzyaloshinskii-Moriya
interaction emerges due to the ferroelectric polarization at the surface of Cu, OSeOs. Our results provide insights
into the complex interplay between surface and bulk interactions in the formation of magnetic skyrmions and
offer new possibilities for designing skyrmionic devices.
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Magnetic skyrmions are topologically protected spin tex-
tures with particlelike properties [1,2]. Their topological
structures give rise to novel magnetoelectric transport effects
[3-8] and nontrivial spin dynamics [9-11], establishing the
modern concept of emergent electromagnetism [12]. More-
over, their structural robustness and manipulation easiness
have facilitated the development of innovative concepts for
spintronic devices [4,6,13,14]. Therefore exploring novel
skyrmion formation mechanism is of crucial importance for
both advanced material research in magnetism and cutting-
edge information technology.

Skyrmion formation is usually observed in materials that
are in lack of inversion symmetry, from which antisymmet-
ric exchange interaction, Dzyaloshinskii-Moriya interaction
(DMD), results [2,15,16]. The winding fashion of a skyrmion
is intrinsically determined by the type of the DMI from the
material, called the helicity angle x [17]. For example, Bloch-
type skyrmions with x = +£90° can be stabilized in chiral
magnets, which host the bulk-type DMI [16,18]. On the other
hand, Néel-type skyrmions with y = 0° or 180° exist in ar-
tificially synthesised ferromagnetic thin films with interfacial
DMI [6,19].

Recently, it was recognized that extrinsic mechanisms can
further modify the helicity angle of a skyrmion [17,20-26].
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For instance, the lack of the translational symmetry at the
very surface of a chiral magnet leads to the surface twist
effect [17,20-22]. As consequence, a distinctive 3D skyrmion
structure that is normal to the truncated surface is formed,
characterized by a depth-dependent yx (z) profile [20,27], reads

x(2) = (x0 — 90°)e™ ¥/t +90°, (1

where o is the helicity angle of the very top surface, L,
measures the penetration depth of the surface twist effect.
Recently, such effect has been experimentally observed in
chiral magnets, not only thin plate form [22], but also at the
surface of bulk material [17,20,28].

Nonetheless, a quantitative agreement between the exper-
imental observations and the theoretical predictions for such
surface twist effect has never been reached. In a recent study
in helimagnet Cu,OSeOs;, a depth-dependent y (z) measure-
ment was performed for the skyrmion lattice phase at a fixed
temperature [17,20]. The extracted xo measures 180°, which
is much larger than the theoretical value of 135° from the
standard surface twist model [20]. Moreover, the penetration
length of the twist L, measures 62.5 nm, which is over an
order of magnitude larger than the predicted depth of 6 nm
[20]. Such large discrepancy indicates the existence of exotic
energetics being responsible, whereas remaining elusive so
far.

Here, we revisit such long-standing issue by performing
depth-resolved yx (z) measurements in Cu,OSeO3;. Cu,0SeO3
is an insulating chiral magnet that hosts 3D skyrmion lattice
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phase (SkX) [29,30]. Typically, the SkX phase is confined
to a limited temperature window (less than 2 K) within the
phase diagram, nearby the ordering transition temperature
Tc ~ 58 K, and enclosed by two critical fields Hc; and Hc;.
The upper limit Hc; is around 37 mT, while the lower bound
Hc, is around 17 mT for the field along the [001] direction
[30,31]. Using the fast field-cooling (FC) protocol, the SkX
can be metastably extended over a broader temperature range
[26,32,33], enabling us to readily examine the temperature
dependence of the twist effect.

A single crystal of Cu,0SeO3; with a (001) orientation was
utilized in this study, prepared through the chemical-vapor-
transport method as detailed in Ref. [25]. The high crystalline
quality and single-chirality were confirmed using x-ray single
crystal diffraction with Cu K|, radiation.

Characterizationwise, we employ depth-dependent circular
dichroic resonant elastic x-ray scattering (CD-REXS) tech-
nique to retrieve the y (z) information [25,26,34]. Combined
with our newly developed iterative reconstruction algorithm,
the exact x(z) profile can be unambiguously reconstructed,
instead of being fitted in [20,25]. For a 2D skyrmion texture,
the circular dichroism (CD) amplitude I,p is written as

Lp(W) =Y sin(¥ + x), (@)

where W is the azimuthal angle of the magnetic satellites
spanning within the g.-g, plane, and Y is a constant that
is governed by the scattering geometry [25,35]. A typical
CD-REXS pattern can be found in Fig. 1(a), from which a
dichroism extinction vector that divides the positive and neg-
ative parts of the CD signal can be identified. The condition
I = 0 indicates that the extinction condition has been reached.
According to Eq. (2), sin(V+ x) =0, then x = —W or
180° — Wey, where Wey is W angle of the extinction vector.
Therefore the W angle of the extinction vector uniquely re-
veals y in a 2D case.

For the scenario of a 3D skyrmion system that presents
well-defined x (z) profile, the experimentally measured I, is
an average value over all layers, which is a function of both &
and the photon energy /iw:

(¥, fiw) = VA2 + B2 sin(¥ + X)), 3)
where
A=Y fj b(z) cos[x (2)] . “
0
B=Y i b(z)sinlx (2)] , ®)
b(z) = ezge”/“h‘“/z\(hw) : (6)
Xm = arctan(B/A), @)

where « is the x-ray incidence angle, A is the x-ray penetra-
tion length that is quantitatively known [20].

First, it is clear that an extinction vector can be experimen-
tally identified in a similar way as that of the 2D case. This
leads to a well-defined yp,, as illustrated in Figs. 1(a)-1(d).
More importantly, as suggested by Eq. (7), the measured y,
is photon energy dependent, which is an averaged helicity
angle that contains the information of x(z). Therefore a yp,
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FIG. 1. [(a)—(d)] CD-REXS patterns measured at different tem-
peratures under 35 mT, using photon energy of 931.25 eV at Cu
L; edge. The orientation of the extinction vector is marked by the
white arrows. Their azimuthal angles W directly reveal the measured
helicity angles xm. (€) xm as a function of photon energy at various
temperatures. The lines represents the best fit to the experimental
data points (dots), yielding the depth dependence of x shown in (f).
(f) The reconstructed x (z) profiles at different temperatures, obtained
from (e). The inset table lists the extracted xo and L, values.

scan over fiw contains the full knowledge of x (z). This forms
the basics of our iterative reconstruction algorithm that can
retrieve the exact 3D profile of the helicity angle.

We first perform the CD-REXS mappings at fixed photon
energy of 931.25 eV, i.e., at the Cu L3 edge. A fixed 35 mT
external field B || [001] is applied along the z direction, in
order to stabilize the SkX phase. The CD intensity is the
subtraction of the intensities measured with left- and right-
circularly polarized incident x-rays. As shown in the figures,
the distinct pattern of a hexagonal SkX featuring six magnetic
Bragg peaks within the g.-g, plane. The extinction vectors are
marked with white arrows in Figs. 1(a)-1(d), from which
can determined to be 35° at T = 56 K, 25° at 40 K, 20° at
30 K, and 22° at 20 K, respectively. Such strong temperature
dependence of xp, has not been observed nor reported before,
indicating the temperature-varying 3D yx (z) profile.

We thus perform an energy scan of the measured average
helicity angle yn,(%iw), from which the exact x(z) curve can
be obtained. Figure 1(e) shows the experimentally measured
“spectra” of x, at different temperatures. Our iterative recon-
struction method from Fig. 1(e) leads to the depth-resolved
helicity angle evolution x(z), as shown in Fig. 1(f). First, it
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FIG. 2. (a) Temperature dependence of the magnetization of
Cu,08e0; single crystal under 30 mT and 170 mT measured by
SQUID. (b) Microwave absorption spectra of Cu,0SeO; at 30 mT.
Data was recorded under temperatures from 3 to 62 K with step size
of 1 K. The colormap encodes the transmission difference AS;,. Data
at 62 K are subtracted as background. The red dotted line marks the
fit to +0 mode by micromagnetic simulation. The corresponding
fitted exchange parameters D;; and J;; are plotted in (c). (d) Simu-
lated y (z) at various temperatures using the parameters shown in (c),
and the black solid line represents the measured x(z) at 56 K for
comparison.

is within the expectation that all four x(z) curves roughly
follow the exponentially decaying feature. We thus extract the
two signature parameters xo and L, from the reconstructed
profiles, based on Eq. (1). The characteristic values are sum-
marized in the inset table of Fig. 1(f). Second, the system
shows monotonic behavior by decreasing the temperature,
i.e., the helicity angle at the very top surface o becomes
more divergent, while the surface twist penetration becomes
shallower. It is worth noting that the surface twist penetration
length varies from 50 to 9 nm by lowering the temperature
suggesting a drastic change of the energetics from the system.

It thus motivates us to explore a possible reason
that explains such sensitive temperature response of the
3D skyrmion structure. The most trivial reason for the
temperature-dependent skyrmion behavior would come from
the temperature-governed micromagnetic parameters, the ex-
change stiffness J(7T'), the DMI strength D(T'), and the
saturation magnetization My(T). It is therefore reasonable to
experimentally acquire these values at different temperatures
for quantitative micromagnetic simulations, from which one
is able to check whether the x (z) modification is due to these
aspects.

In order to obtain M(T) of the single crystal Cu,OSeOs,
we conducted magnetization measurements under the field
of 170 mT and 30 mT by using superconducting quan-
tum interference device (SQUID) magnetometer, as depicted
in Fig. 2(a). To determine the other two crucial param-
eters Heisenberg exchange interaction J(7') and the DMI
strength D(T'), we employed ferromagnetic resonance (FMR)

measurements in the conical state on the identical sample.
It is established that J(T) and D(T) can be extracted via
FMR under micromagnetic model. The static external mag-
netic field was applied perpendicular to the substrate, with
B || [100]. The RF field component h || [010] provided the
necessary torque for excitation. The FMR spectra were
recorded using a vector network analyzer, measuring the
magnitude of the transmission parameter S;;, as shown in
Fig. 2(b). The figure distinctly illustrates the presence of two
conical modes £Q, which exhibit a clear decrease in reso-
nance frequency and a reduction in spectral weight as the
temperature increases.

The experimental knowledge about the M (T') curve, to-
gether with the conical resonance spectra provide us sufficient
information in order to extract the J(7') and D(T') parameters.
We thus performed numerical fittings based on micromagnetic
framework, targeting at the conical +Q mode by using the
atomistic spin model simulation software VAMPIRE [36]. The
spin Hamiltonian can be written as

H=—3 J;Si-Sj+) Di™-(Six8)—) uSi-B,
i i) i
®)

where J;; and D?}‘lk are the exchange interaction and the bulk
DMI vector between atomic sites i and j, respectively. S; and
S; are the unit vectors denoting the local classical spin. i is
the spin magnetization, and B is the external magnetic field.
The simulation object was chosen to be a cubic cell with
dimensions a = b = ¢ = 20 A. By fitting the dispersions of
+0Q mode in Fig. 2(b), we obtain the values of D;; and J;;
under varying temperatures, which are illustrated in Fig. 2(c).
The simulation results, denoted by the red dots in Fig. 2(b),
exhibit a remarkable agreement with the experimental data,
thus substantiating the robustness of the parameters acquired
from the simulation.

As we have successfully obtained these essential
temperature-dependent parameters, we can now employ
them in simulating the skyrmion system to predict the
corresponding x(z) values. As shown in Fig. 2(d), the
simulated values of x(z) at different temperatures exhibit
almost identical profiles, which are, nevertheless, greatly
deviating from the experimentally measured y (z) evolution.
Moreover, the simulated o is approximately double the
magnitude of the experimental values, and the simulated L, is
considerably shorter than the experimental counterparts. We
thus conclude that the temperature-governed micromagnetic
parameters, i.e., Ms, J and D are not responsible for the
temperature-dependent x (z) profiles.

Therefore we are encouraged to explore additional, exotic
energetic terms that can qualitatively explain the observed
surface twist anomaly. It is demonstrated that an intermedi-
ate skyrmion structure, which falls between Néel and Bloch
skyrmions, can be achieved through the interplay of bulk
DMI (D) and interfacial DMI (D*""") [37,38]. The he-
licity angle in such system is influenced by the ratio of
Dt /DK 39 40]. In noncentrosymmetric chiral magnets
like CuyOSeOs, translational symmetry are broken at both
surface and bulk, leading to the emergence of a hybrid DMI
that combines interfacial DMI (surface DMI) and bulk DMI.
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FIG. 3. (a) Schematic representation of hybrid DMI. Blue ar-
rows and double arrows indicate intralayer and interlayer bulk DMI,
respectively. Their directions depend on the atoms involved, deter-
mined by the antisymmetric nature of bulk DMI (e.g., when atom
0 interacts with atom 1, the arrow points downward; when atom 1
interacts with atom 0, the arrow points upward). Red arrows rep-
resent the surface DMI, and the arrow size reflects its exponential
decay strength, with bulk DMI dominating at a distance from the
surface. (b) Depth dependence of the simulated surface DMI strength
at different temperatures. (c) x (z) profiles at different temperatures.
The colored dots represent some of the experimental data extracted
from Fig. 1(f), while the solid lines correspond to the simulation
results obtained after introducing the surface DMI shown in (b).

This hybrid DMI leads to skyrmions in the system exhibiting
properties intermediate between Bloch-type and Néel-type,
thereby affecting the helicity angle in the system. Based on
these investigations, we believe that the introduction of an
additional surface DMI alongside the bulk DMI is necessary
to account for the phenomena we have observed.

Here we consider the hybrid DMI as D;2° = DIk + D,
It is reasonable to assume that the strength of bulk DMI
remains uniform, while the strength of surface DMI exhibits
an exponential decay from the surface to the bulk [41]. The
surface DMI can be denoted as |D?;‘rf| = D" exp(—z/Ly),

where D** is the surface DMI strength, and Ly characterizes
the decay rate of the surface DMI. Considering only nearest-
neighbor interactions, all coupling terms between spins within
a unit cell can be consolidated, as visualized in Fig. 3(a).

By applying the new model with the added surface DMI
to fit the experimental data, we have obtained the values for
D Figure 3(b) illustrates the depth dependence of D™
at different temperatures. It is evident from the figure that at
higher temperatures, the value of D" is more pronounced

at the surface and exhibits a slower decay with depth, lead-
ing to a smaller Ly. Our simulations show that it is in good
agreement with experimental results when D" = D!k and
Lq = L. Fig. 3(c) displays the x (z) profile at different temper-
atures, calculated using the D" shown in Fig. 3(b). Notably,
unlike the model that solely incorporates bulk DMI as ob-
served previously [20], the model incorporating surface DMI
fits the experimentally measured values effectively.

The observed temperature dependence behavior of sur-
face DMI is reasonable, as the DMI typically decreases with
temperature owing to thermal disorder. Specifically, at lower
temperatures, the crystal lattice tends to be more stable and
less affected by thermal fluctuations. This stability can lead
to better-defined atomic arrangements and magnetic ordering
at the surface, enhancing the surface DMI strength. Addition-
ally, the electronic and spin configurations near the surface
may become more ordered and aligned at lower temperatures.
This alignment can enhance the DMI strength by promoting
specific magnetic interactions that favor chiral spin structures.
Furthermore, lower temperatures result in reduced thermal
energy, leading to lower atomic and spin vibrations. This re-
duction in thermal disorder allows for more precise alignment
of magnetic moments, leading to an increase in the surface
DMI strength.

At this point, we have explored all the pivotal parameters
that may have an impact on the surface twist effect. Our
extensive investigation reveals that the introduction of surface
DMI stands out as the primary determinant of the observed
surface twist effect in Cu,OSeOs;. The substantial magnitude
of this interaction, nearly equivalent to bulk DMI, prompts a
deeper inquiry into the underlying mechanism responsible for
its existence.

Recent first-principles calculations indicated a strong
interaction between ferroelectricity and ferromagnetism
in multiferroic heterostructures like BaTiO3;/SrRuO; and
BiFeO;/BaTiO; [42,43]. For instance, the DMI at the
interface can be enhanced by ferroelectric polarization. Con-
sidering that Cu,0SeO; is a typical ferroelectric material that
hosts skyrmions, it is reasonable to expect that these phenom-
ena could manifest within this specific context.

The primary mechanism for magnetoelectric coupling in
insulating Cu,OSeOs is the d — p hybridization model, which
emerges from the interaction between O>~ and Cu’*. This
model entails the modulation of covalency between metal
d and ligand p orbitals, influenced by the local magneti-
zation direction via spin-orbit interaction. Consequently, a
local electric dipole is generated along the bond direction
within this framework. Therefore each magnetic skyrmion
can induce spatially varying local electric charge distributions
owing to relativistic spin-orbit interactions [44,45]. Based on
the relative orientation between the magnetic field and the
crystallographic direction, a spatially varying electric charge
density distribution p(r) = —V - p(r) is expected. The local
electric polarization relates to the local magnetization density
distribution via p o< (mym;, m.m,, mym,) [44,46,47].

Using the equations mentioned above, we have calculated
the local electric charge density distribution in real space for
individual skyrmion strings within Cu,0SeOs. Figures 4(a)—
4(d) present the local electric charge density distribution in
the x-y plane for the topmost layer of a skyrmion at different
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FIG. 4. Calculated spatial distributions of (a)—(d) the local elec-
tric charge p for the skyrmion of the most top surface (z = 0 nm)
and (e)—(h) the corresponding depth-dependence vertical cross sec-
tion through the dotted line of (a)-(d). The background color
represents the relative value of p.

temperatures, while Figs. 4(e)—4(h) represent the correspond-
ing distribution along the z direction. These figures show that
as the temperature decreases, the skyrmion diameter reduces,
and the local electric charge density p progressively contracts
towards the center of the skyrmion. Furthermore, the local
electric charge density near the surface (z = 0) increases,
indicating an inclination to accumulate at the surface. The
variation in polarized charge density concerning both temper-
ature and depth aligns with the behavior of x(z), providing
compelling evidence for the likely role of ferroelectric polar-
ization in the existence of surface DMI.

In summary, the temperature-dependent CD-REXS ex-
periments have demonstrated that this surface twist effect
exhibits a dynamic response to temperature changes. To
model and analyze this behavior, we firstly performed

micromagnetic simulations using the standard surface twist
model, taking into account all the temperature-varying param-
eters. Surprisingly, this model failed to capture the observed
temperature-dependent surface twist behavior. On the other
hand, the agreement dramatically improved when an addi-
tional surface DMI term is introduced. Such surface DMI has
an unexpected amplitude that are even comparable with the
bulk DMI value. Furthermore, we delved into the distribution
of polarization charge density on the surface of Cu,OSeO3
and its relation to the magnetic structure concerning both
temperature and depth. The observations of charge density
clustering near the surface were highly consistent with the
variations in x(z) and provided compelling evidence for the
involvement of ferroelectric polarization in driving the surface
DMI. Our research unravels the complex connection between
surface effects, ferroelectric polarization, and the formation
of magnetic skyrmions. These findings not only contribute
to the fundamental understanding of magnetic skyrmions but
also open up exciting prospects for engineering and tailoring
skyrmionic devices with improved control and functionality.
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