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Lattice strains of appropriate symmetry have served as an excellent tool to explore the interaction of supercon-
ductivity in the iron-based superconductors with orthorhombic-nematic and stripe spin-density-wave (SSDW)
order. In this Letter, we contribute to a broader understanding of the coupling of strain to superconductivity and
competing normal-state orders by studying CaKFe4As4 under large, in-plane strains of B1g and B2g symmetry.
In contrast to the majority of iron-based superconductors, pure CaKFe4As4 exhibits superconductivity with
a relatively high transition temperature of Tc ∼ 35 K in proximity of a noncollinear, tetragonal, hedgehog
spin-vortex crystal (SVC) order. Through experiments and calculations, we demonstrate an anisotropic in-plane
strain response of Tc and the favored SVC configuration in CaKFe4As4. This supports a scenario, in which the
change in spin fluctuations dominates the strain response of superconducting Tc. Overall, by suggesting moderate
B2g strains as an effective parameter to change the stability of SVC and SSDW, we outline a pathway to a unified
phase diagram of iron-based superconductivity.
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The phase diagrams of high-temperature superconductors
typically show various competing ordering tendencies, the
fluctuations of which might be considered as the main pairing
glue for superconductivity [1]. It is often found that the com-
peting electronic orders are accompanied by the formation of
a pronounced in-plane anisotropy [2–4]. This observation has
initiated a huge surge in using external stresses and strains of
appropriate symmetry, that couple directly to the anisotropic
electronic state [5–11], as a tool to explore the role of its
fluctuations for superconductivity.

In this context, iron-based superconductors have served
as prime examples to explore and establish the intimate
connection between anisotropic electronic states and su-
perconductivity. Many of the members of this family,
such as Ae1−xAxFe2As2 (Ae = Ba, Sr, Ca and A = K,
Na) or Ba(Fe1−xTx )2As2 (T = Co, Rh, Ni, Pd) [12] with
1:2:2 stoichiometry, show superconductivity in proximity of
stripe-type spin-density-wave (SSDW) magnetism [13] [see
Fig. 1(a)]. The SSDW order is characterized by ordering
vectors QSSDW = (π, 0) or (0, π ), which gives rise to an
inequivalence between the two in-plane directions of the
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high-temperature tetragonal lattice. This type of magnetism
therefore results, aside from broken spin-rotational symme-
try, in a spontaneous B2g lattice distortion, which reduces
the crystallographic symmetry from C4 to C2. The order
with broken lattice symmetry but preserved time-reversal
symmetry is commonly referred to as nematic order. It is
therefore often found to be “vestigial” to the SSDW or-
der [14,15]. In other cases, such as FeSe [16], the nematic
phase is even more prominent, as it is not accompanied
by the formation of long-range SSDW order at ambient
pressure.

The understanding of the normal state of iron-based su-
perconductors has been tremendously advanced by utilizing
lattice strains of different symmetry [8–11]. This was, for
example, crucial in establishing the electronically driven na-
ture of nematicity [3,7,11,17]. In order to provide compelling
evidence that superconductivity benefits from this unusual,
anisotropic normal state, a set of experiments recently studied
the direct impact of applied lattice strains on the supercon-
ducting critical temperature Tc in a series of tetragonal 122
compounds [18,19]. They found that, whereas B2g strains,
which break the same symmetry as the nematic order, mea-
surably suppress Tc both under compression and tension, the
application of strain in the B1g channel (i.e., a strain that is ori-
ented 45◦ away from the nematic axis) has resulted in a much
weaker response [19]. Based on a phenomenological Landau
model, the anisotropic strain response of Tc was attributed to
the coupling thereof to the nematic order parameter. This has
strengthened the notion that nematic fluctuations play a key
role [11,20] in boosting Tc.
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FIG. 1. (a) Schematic temperature-doping phase diagrams of
the two superconductors CaKFe4As4 (“1144,” after Ref. [25]) and
Ba0.5K0.5Fe2As2 (“122,” after Ref. [35]). Upon adding electrons to
the systems, superconductivity (SC, light blue) is suppressed and
magnetic phases emerge. For electron-doped 1144, the magnetic
phase is the so-called spin-vortex (SVC) phase that preserves the
tetragonal C4 symmetry. In contrast, for the 122 compounds, the
magnetic phase is the stripe spin-density-wave order (SSDW), which
displays C2 symmetry and is accompanied by a vestigial nematic
phase. Only in proximity of both SC and C2-SSDW order, a small
region of C4 magnetic order can be observed in the 122 compound.
(b) Schematic representation of the symmetry decomposition of
applied strains with respect to the tetragonal unit cell. The figure vi-
sualizes the decomposition of compressive [1 0 0] and [1 1 0] strains.
The direction of applied primary stress is shown by a thick arrow.
The application of stress induces a strain also perpendicular to the
stress direction, the size of which is governed by the Poisson ratio.
A1g strains preserve the tetragonal symmetry, whereas B1g and B2g do
not (after Ref. [8]). The induced B1g and B2g strains are larger than
the A1g strains due to the in-plane Poisson ratio (see SM [36]).

However, this notion might be questioned [21,22] by
the discovery of superconductivity with very high Tc val-
ues in proximity to magnetic and charge-ordered states that
preserve the tetragonal C4 symmetry. In this context, a par-
ticular notable reference material is the quaternary compound
CaKFe4As4, which is a superconductor with high Tc ≈ 35 K
[23,24] in its stoichiometric form, i.e., free from substitutional
disorder. This superconducting state occurs in proximity of
a C4 magnetic state [25–32] [see Fig. 1(a)]. In this so-
called spin-vortex-type (SVC) magnetic order—an exotic
state, realized in a range of quantum materials [33]—the mo-
ments rotate clockwise/anticlockwise in an Fe plaquette [34]
[QSVC = (π, π )]. Importantly, upon tuning by doping and
hydrostatic pressure [25,28,29,31], so far no C2 symmetric
order has been identified. Despite the absence of a static ne-
matic transition, the possible presence of nematic fluctuations
at ambient pressure has been discussed, but is controver-
sial. Whereas measurements of the Young’s modulus [30]
were interpreted to show signatures of nematic fluctuations,
the interpretation of Raman scattering experiments suggested
their absence [21]. Overall, the observations on CaKFe4As4

have motivated proposals that isotropic magnetic fluctuations,
related to the SVC order, are sufficient to generate high-
temperature superconductivity [21,22].

Clearly, CaKFe4As4 presents a unique and possibly much
richer platform to explore the coupling of superconductivity
and its normal-state properties to in-plane strains, compared
to the majority of iron-based superconductors with prominent
SSDW magnetism and nematicity [see Fig. 1(a)]. Yet, the evo-
lution of the superconductivity and magnetism in CaKFe4As4

has not been studied under large, tunable in-plane strains,
even though such studies promise key insights for developing
a unified understanding of the phase diagram of iron-based
superconductors.

In this Letter, we combine experiments and density-
functional theory (DFT) calculations to shed light on this
issue. We first demonstrate that the superconducting Tc of
CaKFe4As4 shows a strongly anisotropic response under
antisymmetric in-plane strains of B1g and B2g symmetry, rem-
iniscent of the findings in 122 compounds. Whereas Tc is
strongly suppressed by compressive and tensile B2g strains,
it is only weakly affected by B1g strains. We then show
through calculations, that the tendency towards the forma-
tion of magnetic order shows a strongly anisotropic response
to different in-plane strains. Specifically, moderate, experi-
mentally achievable, in-plane strains of B2g symmetry offer
an excellent mean to change the preference from an SVC
to SSDW state. In contrast, B1g strains leave the preference
for SVC unchanged. The similarity of the strain response
of superconductivity and magnetism motivates to attribute
anisotropic strain responses not only to coupling to nematicity,
but also to coupling to magnetism. With our results, we pro-
vide important insights to a broader understanding of strain
tuning of the multiple phases in iron-based superconductors
and beyond.

For clarity, we will use the notion of irreducible strains
throughout this paper. For the tetragonal unit cell of
CaKFe4As4, there are two antisymmetric irreducible strains,
denoted by εB1g and εB2g , which break C4 symmetry. In this
Letter, B1g and B2g refer to the irreducible representations of
the tetragonal point group associated with the actual crys-
tallographic unit cell rather than the one-Fe unit cell. As
schematically shown in Fig. 1(b), εB1g and εB2g strains are
primarily induced when stress is applied along the crystallo-
graphic [1 0 0] and [1 1 0] directions, respectively, in addition
to a smaller fully symmetric strain εA1g . The used decomposi-
tion procedure is described in the Supplemental Material (SM)
[36]. Tensile (compressive) strains are denoted throughout our
work by positive (negative) signs.

We first demonstrate how the superconducting critical
temperature Tc changes with these in-plane antisymmetric
strains through experiments. To this end, oriented CaKFe4As4

crystals [37] (along [1 0 0] and [1 1 0]) were mounted
on rigid platforms [38,39]. Varying strains were applied to
the platform and the sample with a piezoelectric-actuator-
based uniaxial pressure cell [5]. Tc was determined through
temperature-dependent measurements of the mutual induc-
tance of two concentric coils [5] wound around the platform
with the sample (see SM Sec. A for details).

Figure 2 shows the temperature dependence of the mutual
inductance, M, at different strains of type εB2g [Figs. 2(a) and
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FIG. 2. Mutual inductance data on CaKFe4As4 as a function of
temperature for different applied, antisymmetric strains (a), (b) εB2g

and (c), (d) εB1g . Top (bottom) panels show data under tensile (com-
pressive) strains. The spacing in strain between two data sets amounts
to ∼0.05%. The gray dashed line visualizes the 50% threshold that
is used to infer Tc.

2(b)] and εB1g [Figs. 2(c) and 2(d)]. In each figure, the top (bot-
tom) panel shows the data taken under tensile (compressive)
strains. The superconducting transition is clearly identified in
all data sets by a sharp drop of M and we assign Tc to the
temperature where M has reached 50% of its full value (see
the gray dashed line). The bare M data reveal clearly our
main experimental findings. First, the response of Tc to εB2g

is larger than the one to εB1g strain (note the same scale of the
temperature axes in all plots). Second, both compressive and
tensile εB2g strains suppress Tc. The suppression is as large as
�Tc ∼ −0.8 K by εB2g ∼ −0.4%.

To further quantify the statements above, we compiled the
phase diagram as �Tc = Tc(ε) − Tc(ε = 0) up to ±0.4% an-
tisymmetric strains (and ±0.2% symmetric strains) in Fig. 3.
The color shaded areas around the Tc(ε) data indicate the
width of the superconducting transition at each ε, determined
from 25% and 75% threshold values.

By consideration of symmetry-allowed terms in a
Ginzburg-Landau approach [14,18], it is expected that, to low-
est order, �Tc(ε) ∼ DA1gεA1g + Diε

2
i with i = B1g or B2g. The

linear strain dependence can only result from the dependence
of Tc on εA1g , which are also induced in our experiments.

Figure 3 shows that the data of Tc vs εB2g is clearly
dominated by the quadratic strain dependence, expected for
antisymmetric strains, over almost the full strain range. A
polynomial fit of order two (see the dashed line) yields the
quadratic coefficient DB2g/Tc(0) = −(2780 ± 50). Only for
high compression (|ε| � 0.3%), small deviations from the
quadratic behavior are observed, which, however, are still
within the error bars of our experiment.
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FIG. 3. Change of superconducting critical temperature of
CaKFe4As4, �Tc = Tc(ε) − Tc(ε = 0) with antisymmetric εB2g

(solid symbols) and εB1g (open symbols) strains (bottom axis). In
both experiments under large B1g and B2g strains, a small, but finite
symmetric A1g strain is induced as well and depicted on the top axis.
The color shading represents the width of the transition. Dashed and
dotted gray lines correspond to polynomial fits up to the second order
in strain.

For the B1g data, a weak quadratic change of Tc with εB1g

can also be identified, even though the linear contribution
to Tc(ε) due to A1g strains dominates. The quadratic coeffi-
cient amounts to DB1g/Tc(0) = −(36 ± 1), which is unlikely
to result from a small misalignment of the crystal (see SM
[36]) and is therefore considered intrinsic to the B1g channel.
Similar to the B2g data, only small deviations from the poly-
nomial fit within the error bars of the experiment occur for
|ε| � 0.3%.

To explore possible correlations of Tc(ε) with the strain
dependence of the normal-state fluctuations, we discuss in
the following our results of DFT calculations under the same
antisymmetric strain fields. In CaKFe4As4 at ambient con-
ditions, no static magnetic order [22,40] can be found, but
strong SVC fluctuations [22,41,42] exist. In previous compu-
tational studies, it has been shown that it is crucial to take
spin fluctuations into account for accurate predictions of the
ambient-pressure structure and structural transitions at high
pressures [28,43,44]. In these works, the presence of spin
fluctuations was simulated by imposing a “frozen” magnetic
configuration within a reduced Stoner theory, in which the
size of magnetic moments is adjusted for the values found
in experiment in Ni-doped CaKFe4As4 [26]. Given that this
approach has proven successful in exploring the coupling of
magnetism to strain, we now calculate within DFT the energy
of “frozen” SVC and SSDW orders in CaKFe4As4 under finite
in-plane strains (see SM [36]) and use it as a proxy for the
nature and strength of magnetic fluctuations. This approach
indirectly also contains information on the coupling to other
degrees of freedom [45].
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FIG. 4. (a), (b) Calculated energies of CaKFe4As4 for imposed
“frozen” spin configurations of spin-vortex crystal (SVC) order and
stripe spin-density-wave (SSDW) order as a function of antisymmet-
ric strains of (a) B2g and (b) B1g symmetry. Whereas for B1g strains
the SVC configuration remains clearly energetically favorable, B2g

strains change the preferred type of spin fluctuations from SVC to
SSDW around εB2g ≈ ±0.8%, i.e., when ESSDW(ε) < ESVC(ε). The
SVC (SSDW) ordering motif is visualized by red (blue) arrows in
the small cartoons. (c) Enlarged view on the energy of the SVC state
as a function of antisymmetric strains in the experimentally studied
strain range. Note that the experimental strain range is lower than the
theoretically predicted critical strain.

Consistent with earlier DFT results [28,43], the result at
ε = 0 is that a SVC configuration is energetically favored
over the SSDW [ESVC(0) < ESSDW(0)]; see Fig. 4. For finite
strains, the change in energy of a given magnetic configura-
tion is, to lowest order, given by �E ∼ CA1gεA1g + Ciε

2
i with

i = B1g, B2g. The calculated energies for both SVC and SSDW
magnetic configurations are well described by such a linear
plus quadratic strain dependence for εB2g [Fig. 4(a)] and εB1g

[Fig. 4(b)]. The sign and strength of the quadratic term of
the strain dependence, however, strongly differ between the
different orders and strains, as we discuss below.

Specifically, εB2g strongly weakens the tendency towards
the SVC configuration and promotes the one towards SSDW
order [Fig. 4(a)], consistent with a symmetry analysis within
a Landau approach [46], since the SSDW couples directly to
εB2g (see also Fig. 1). In contrast, the energy of the SVC con-
figuration is only weakly increased by εB1g . At the same time,
the SSDW configuration becomes significantly unfavorable
under increasing εB1g [Fig. 4(b)].

On a quantitative level, following important conclusions
can be drawn. First, a B2g strain of εcrit

B2g
≈ ±0.8% changes the

preferred type of spin fluctuations from SVC and SSDW. We
note that εcrit

B2g
is larger than typical strains that are induced by

a spontaneous nematic/SSDW distortion in the 122 pnictides
(εB2g � 0.3%) [35]. This reflects the fact that the CaKFe4As4

is not as close to a SSDW-nematic instability at ambient
conditions as the related 122 compounds [30]. Second, for
B1g strains, there is hardly any change in the magnetism and
the SVC configuration remains clearly favorable. Overall,
this results in a clear anisotropy of the antisymmetric strain
dependence of the magnetic energies of the SVC order of
(CB2g/CB1g )SVC ∼ 52 [Fig. 4(c)].

The qualitatively similar anisotropic strain response of the
energies for the SVC configuration in Fig. 4(c) and the exper-
imentally determined superconducting Tc in Fig. 3 under both
types of antisymmetric strains, εB1g and εB2g , is striking and
is the main result of the present Letter. We find empirically
that even the magnitudes of the anisotropy parameters of Tc

of DB2g/DB1g ∼ 77 and of E of CB2g/CB1g ∼ 52 are similar.
Even though the calculated energies can only serve as a rough
proxy for the spin fluctuations, it is natural to assume that in
a scenario of magnetically driven superconductivity [47–49],
there exists a connection of E and Tc. As a consequence, in
the case of CaKFe4As4 with SVC configuration, which does
not break tetragonal symmetry, it is the fact that εB2g strains
tend to weaken SVC fluctuations [46], while εB1g barely do,
that might be at the origin of the observed in-plane strain
anisotropy of Tc. Whereas the in-plane anisotropic strain sup-
pression of Tc is a widely observed feature in iron-based
superconductors [18,19,50], it is often solely attributed to
the coupling to nematicity. Importantly, this conclusion is
based on the assumption that spin fluctuations are strength-
ened upon tuning by B2g strains [51], which is expected to
increase Tc. In this Letter, we present an alternative and con-
sistent scenario for the suppression of Tc by weakened spin
fluctuations.

Aside from this proposal, the suppression of nematic fluc-
tuations by antisymmetric strains would also contribute in
a similar way to Tc(ε) in CaKFe4As4. Further measure-
ments, e.g., microscopic measurements, will shed further light
onto the interesting question regarding which role each of
these fluctuations play in destabilizing superconductivity with
strain. Our work provides the motivation for these micro-
scopic measurements [52–60], by strengthening the notion of
CaKFe4As4 as an excellent model system. Specifically, the
suggestion that the spin fluctuations would develop a strongly
anisotropic and quadratic response to strain introduces an
interesting scenario, which can be tested experimentally.

At the same time, our results clearly demonstrate a route
towards a unified phase diagram of iron-based supercon-
ductivity by using antisymmetric strains in the CaKFe4As4

family, since these strains might be used to manipulate the
relative importance of SVC and SSDW magnetism [30] for
superconductivity. The theoretical prediction of the strain tun-
ability of magnetism (see Fig. 4) within an experimentally
achievable strain range motivates a series of studies in the
future. For example, it would be very interesting to study
superconducting properties at larger B2g strains, in particular
at those strains, where SSDW fluctuations become dominant.
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In summary, our work on the stoichiometric high-Tc super-
conductor CaKFe4As4 contributes to a broader understanding
of how antisymmetric strains impact superconductivity and its
competing states in iron-based superconductors. We provide
a plausible scenario for Tc(ε) in terms of suppressed spin-
vortex fluctuations, which challenges established notions in
iron-based superconductors. Furthermore, we highlight how
antisymmetric strain tuning is an effective tool to manipulate
the relative stability of noncollinear and collinear orders. It
is this latter aspect which establishes antisymmetric strain
tuning as a powerful tuning parameter for a wide range of
magnetic quantum materials, including frustrated magnets.
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P. C. Canfield, N. Lazarević, and R. Hackl, Phys. Rev. B 98,
020504(R) (2018).

[54] F. Lochner, F. Ahn, T. Hickel, and I. Eremin, Phys. Rev. B 96,
094521 (2017).

[55] M. Bristow, W. Knafo, P. Reiss, W. Meier, P. C. Canfield, S. J.
Blundell, and A. I. Coldea, Phys. Rev. B 101, 134502 (2020).

[56] D. Mou, T. Kong, W. R. Meier, F. Lochner, L.-L. Wang, Q. Lin,
Y. Wu, S. L. Bud’ko, I. Eremin, D. D. Johnson et al., Phys. Rev.
Lett. 117, 277001 (2016).

[57] K. Cho, A. Fente, S. Teknowijoyo, M. A. Tanatar, K. R. Joshi,
N. M. Nusran, T. Kong, W. R. Meier, U. Kaluarachchi, I.
Guillamon, H. Suderow, S. L. Budko, P. C. Canfield, and R.
Prozorov, Phys. Rev. B 95, 100502(R) (2017).

[58] S. Teknowijoyo, K. Cho, M. Kończykowski, E. I. Timmons,
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