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Uniaxial magnetocrystalline anisotropy (UMA) is vital for fundamental research, such as maintaining two-
dimensional ferromagnetic order and realizing topological phases. However, in most cases, UMA rapidly
decreases with increasing temperature and finally vanishes approaching the Curie temperature (TC). The in-
creasing UMA with increasing temperature is very rare in almost all traditional ferromagnetic materials and in
emerging van der Waals (vdW) ferromagnets, which generally have relatively low TC. Here, we experimentally
unveil the anomalous temperature dependence of the UMA constant Ku1(T) in the vdW ferromagnet Fe3GeTe2.
Surprisingly, the Ku1(T) first anomalously increases and then slowly decreases. We found that the anomalous
Ku1(T) can be perfectly fitted by Carr’s model. Further analysis and temperature-dependent x-ray diffraction
measurements suggest that the partial localization of 3d electrons and considerable lattice expansion are crucial
for anomalous Ku1(T). We propose that the complex competition between the two-ion mechanism and the
itinerant-electron mechanism leads to the anomalous behavior of Ku1(T) in Fe3GeTe2. Our findings from this
unusual case help deepen the understanding of the temperature dependence of UMA.
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Introduction. Magnetocrystalline anisotropy (MA) is one
of the most vital characteristics inherent to ferromagnets [1].
Phenomenologically, MA makes it easy or hard for ferromag-
nets to be magnetized along a specific crystallographic axis
or plane. On the origin of MA, there exist three interpreta-
tions. The first is the single-ion mechanism. This is based
on the assumption of independent classical spins, each of
which has an anisotropic energy originating from spin-orbit
coupling (SOC) and the interaction between a crystalline field
and a nonspherical electron cloud [2,3]. Therein, total MA
is the sum of anisotropy of independent spins [3]. The sec-
ond interpretation is the two-ion mechanism, which considers
the exchange interaction between two spins or, say, a “spin
pair” [4]. The exchange energy between spins is anisotropic
because of SOC and the asymmetric overlap of orbits [5].
Therein, total MA results from the sum of anisotropic energy
of spin pairs [3]. Different from the above two interpreta-
tions, both of which are localized-electron mechanisms, the
third one is the itinerant-electron mechanism. Therein, (i)
large orbital moments originate from the partial localization
nature of itinerant 3d electrons, and (ii) SOC contributes to
band splitting and thus increases the density of states under
the Fermi level, lowering the total energy [6,7]. Due to the
band splitting being sensitive to the orientation of spins, MA
therefore arises.

As a typical type of MA, uniaxial magnetocrystalline
anisotropy (UMA) is especially critical. For example, UMA in
a two-dimensional (2D) system opens a spin-wave excitation
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gap and therefore stabilizes 2D long-range ferromagnetic or-
der at finite temperature [8,9]. Moreover, competitions among
UMA, Kitaev, and Heisenberg interactions in magnetic van
der Waals (vdW) materials are expected to realize diverse
quantum and topological phases [10]. Besides, UMA in ultra-
thin ferromagnetic films is especially important for spintronic
applications such as high-density magnetic storage media
[11]. Particularly, temperature dependence of UMA is impor-
tant, not only for fundamental understanding of magnetism
[12–14] but also for various applications such as spintronic
memory cell [15], high-frequency devices [16], heat-assisted
magnetic recording [17], and so on. In principle, the first
UMA constant Ku1 measures the degree of UMA, and typ-
ically Ku1 rapidly decreases with increasing temperature and
finally becomes zero near the Curie temperature (TC) [18]. The
theoretical description of this temperature-dependent UMA is
covered by the famous Akulov-Zener-Callen-Callen (AZCC)
power law [3,18,19], which is applicable for various localized-
electron ferromagnets such as rare-earth compounds [20],
ferrites [14], and emerging vdW ferromagnetic insulators
CrBr3 and CrI3 [21]. Nevertheless, the conventional AZCC
law is basically derived from the single-ion mechanism [3].
Hence, many experimental results including both localized-
and itinerant-electron systems [2,14] still cannot be properly
described by the AZCC law. Nonetheless, the rapidly de-
creasing trend of UMA is universal. As a consequence, a
profound question arises naturally: Is there any ferromagnet
with unusual temperature-dependent UMA against the rapidly
decreasing trend?

Recently, vdW ferromagnetic metal Fe3GeTe2 (FGT) has
drawn much attention because of its intriguing physical
properties such as large anomalous Hall effect induced
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by topological nodal lines [22–25], Kondo lattice physics
[26,27], strongly enhanced electron mass [28], electronic cor-
relations [29], and so on [30–32]. Besides, FGT possesses
relatively higher TC than other vdW ferromagnets [33–35],
which makes it a promising candidate for real applications
[36–40]. Most importantly, density-functional calculations re-
veal that the large anisotropic energy of 920 µeV per Fe atom
originating from SOC leads to significant UMA of single-
layer FGT [11], which is also experimentally verified [41–43].
Notably, UMA in nanolayer FGT could be tuned by engineer-
ing the electronic structure [44,45], indicating the contribution
of itinerant electrons for UMA. Furthermore, topological spin
textures, e.g., skyrmions, were experimentally observed in
both bulk and nanolayer FGT [46–48], implying complex
competition between UMA and magnetic dipole-dipole in-
teraction [49]. Given all the aspects above, UMA of FGT is
fascinating. However, more work needs to be done on making
deep investigation into temperature-dependent UMA of FGT,
which is also crucial for stabilizing topological skyrmions
[48] and boosting TC [10].

Here, we experimentally investigate the temperature de-
pendence of UMA in single-crystal FGT bulk. Surprisingly,
Ku1(T) in FGT shows anomalous behavior with first an in-
creasing and then a slowly decreasing trend, completely
differing from the AZCC law describing the continuously
decreasing MA of most ferromagnets. We found that a mod-
ified model which is originally proposed by Carr and based
on the two-ion and itinerant-electron mechanisms perfectly
fits the anomalous Ku1(T). Further analysis together with
temperature-dependent x-ray diffraction measurements reveal
that (i) partial localization of 3d electrons of iron in FGT
slows down the decreasing trend of Ku1(T), and (ii) consider-
able lattice thermal expansion leads to the increasing trend of
Ku1(T). We propose that the anomalous behavior stems from
the complex competition between the two-ion mechanism and
the itinerant-electron mechanism.

Results. High-quality single-crystal FGT bulks with the
easy (hard) axis along the crystallographic c axis (ab plane)
were grown and characterized (see Supplemental Material,
Notes S1–S3, and Fig. S1 [50]). The law of approach satura-
tion (LAS) was utilized to obtain Ku1 together with saturated
magnetization MS at different temperatures (see Supplemental
Material, Note S4, Fig. S2, and Table S1 [50]). It was found
that the LAS-derived MS(T) monotonically decreases between
2 and 150 K [Fig. 1(a)]. According to either localized molec-
ular field theory [56] or itinerant Stoner’s theory [57], the
decreasing MS(T) is definite due to the increasing thermal ag-
itation kBT , where kB is the Boltzmann constant. Considering
the weak polarization nature of itinerant 3d electrons of FGT
as reported [11], we then fitted MS(T) with Stoner’s theory for
weak itinerant ferromagnetism expressed by Eq. (1) [57]:

MS (T ) = MS (0)

[
1 − 9N2μ2

Bπ2

8MS (0)2

(
kBT

EF

)2
]
. (1)

Herein, N is the number of electrons on the conduction
band, μB is the Bohr magneton, and EF is Fermi energy. As
shown in Fig. 1(a), Eq. (1) perfectly fits MS(T) with R2 high
up to 0.9988. Hence, Stoner’s theory well describes MS(T),

FIG. 1. Temperature-dependent LAS-derived MS (a) and Ku1 (b)
of FGT, and corresponding fitting curves.

providing evidence that 3d electrons of the iron in FGT pos-
sess an itinerant nature.

With clear expression of MS(T), we next examined Ku1(T)
in FGT. According to the conventional AZCC law [3,18,19],
Ku1(T) should obey the following relationship with MS(T):

Ku1(T ) = Ku1(0)

[
MS (T )

MS (0)

]α

. (2)

Herein, the exponent α equals 3. Remarkably, the conven-
tional AZCC law with α = 3 is derived from the single-ion
mechanism, which is completely based on the localized-
electron picture. Recently, Miura and Sakuma considered the
itinerant-electron mechanism and proposed that α varies from
2 to 3 depending on the localized degree of 3d electrons in
a Rashba-type ferromagnet with UMA, such as FGT [2,58].
Namely, α equals 2 or 3 in itinerant- or localized-electron
limits, respectively, and ranges from 2 to 3 for ferromagnets
with partially localized 3d electrons. Hence, the AZCC law
with variable α (between 2 and 3) involves itinerant-electron
mechanisms. Anyway, regardless of the specific value of α,
Ku1(T) should have the same monotonicity with monotonic
decrease as MS(T), according to Eq. (2). Unexpectedly, the
LAS-derived Ku1(T) shows completely different monotonicity
compared with MS(T). It is observed that Ku1(T) first increases
between 2 and 45 K and then slowly decreases above 60 K
[Fig. 1(b)]. Using the expression of MS(T) obtained above, the
fitting curves of Eq. (2) with α equals 2 and 3 both largely de-
viate from Ku1(T) and decrease rapidly [Fig. 1(b)]. Therefore,
Ku1(T) exhibits anomalous behavior and completely violates
the AZCC law. Actually, a similar trend was also measured
(but lacks deep discussion) in other works [48,59], confirming
the solidity of the anomalous Ku1(T) that we observed.

To describe the anomalous Ku1(T), a modified model must
be considered. We noted that Carr proposed a model to
describe Ku1(T) in 1958 [60]. Different from the single-
ion mechanism for the AZCC law, the two-ion mechanism
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proposed by van Vleck [4] and Kittel et al. [5] is considered
for Carr’s model. Specifically, Carr considered the interactions
between charge distributions of atoms, which originate from
orbital angular momentum, and expressed them in Coulomb
energy [61]. Based on the above considerations, Ku1 is addi-
tionally proportional to a linear term of T expressed by Eq. (3):

Ku1(T ) = Ku1(0)(1 + AT )

[
MS (T )

MS (0)

]α

. (3)

Herein, A is a factor deduced from the consideration of
the two-ion mechanism and depends on lattice parameter ratio
c/a and its expansion coefficient β [60–62]. In particular, the
specific value of α for the [MS (T )/MS (0)]α term is indepen-
dent of the derivation of the (1 + AT) term according to Carr’s
deduction [60,61]. Therefore, similar to the AZCC law, one
can let α vary from 2 to 3 depending on the localized degree
of 3d electrons. In this way, Carr’s model is extended and this
extension is based on the itinerant-electron mechanism. Using
the expression of MS(T) obtained above, the fitting curve of
Eq. (3) perfectly coincides with Ku1(T) as shown in Fig. 1(b)
with A = 2.06×10−3, α = 2.48, and R2 high up to 0.9994. In
short, Ku1(T) exhibits anomalous behavior, which can be well
fitted by Carr’s model. As reported, few-layer FGT is prone
to oxidation and the exact magnetic property of few-layer
oxidized FGT (OFGT) remains unclear [63–65]. Neverthe-
less, the possibility that the observed anomalous Ku1(T) in
FGT bulk is related to the possible OFGT layer magnetically
coupled with the nonoxidized FGT layer can be completely
excluded by our x-ray photoelectron energy spectrum results
(see Supplemental Material, Note S5 and Fig. S3 [50]).

Discussion. So far, for almost all magnetic materials, the
rapidly and monotonically decreasing trend of MA is univer-
sal. For instance, rare-earth compounds CeCo5 [20], nickel
ferrite NiFe2O4 [14], and vdW ferromagnetic insulators CrBr3

and CrI3 [21] follow the conventional AZCC law with α = 3
derived from the single-ion mechanism. Moreover, rare-earth-
free alloys such as FePt [66], FePd [67], and CoPt and
FeCo [68] comply with the modified AZCC law with α =
2 based on the itinerant-electron mechanism. Particularly,
for 3d metals, Fe obeys the AZCC law [3,18], while the
magnetocrystalline constants (MCs) of Co and Ni decrease
more rapidly than the AZCC law [69,70]. As a result, the
temperature-dependent MC of all these ferromagnets would
decrease much more quickly than MS. Hence, the anomalous
trend of Ku1(T) with first an increase and then a slow decrease
observed in FGT is rare.

As mentioned above, α for UMA ferromagnets with
partially localized 3d electrons would decrease from 3
to 2 according to the itinerant-electron mechanism [2,58],
which would lead to a slower decreasing trend than the
localized-electron system with α = 3 and no doubt favors
the anomalous increasing trend of Ku1(T) (see Fig. 1(b)
and Supplemental Material, Fig. S4 [50]). The fact that
our MS(T) obeys Stoner’s theory just implies that the 3d
electrons of the iron in FGT possess an itinerant nature.
Recent angle-resolved photoemission spectroscopy [71] and
inelastic neutron scattering results [72] suggest that both lo-
calized magnetic moments and itinerant electrons contribute
to FGT’s ferromagnetism. All these results indicate that these

itinerant 3d electrons possess a partial localization nature,
which consequently leads to the observed α = 2.48(<3).
To evaluate the localization degree of 3d electrons in FGT,
a Rhodes-Wohlfarth plot was obtained by calculating the
Rhodes-Wohlfarth ratio pC/pS (see Supplemental Material,
Note S6 and Fig. S5 [50]). Specifically, pC/pS is expected
to be inversely proportional to TC for the itinerant-electron
system, while it identically equals 1 regardless of TC for
localized-electron systems [73]. As revealed by the Rhodes-
Wohlfarth plot (see Supplemental Material, Fig. S6 [50]),
FGT distinctly locates between the line of pC/pS ∼ 1 and the
curve of pC/pS ∼ T −1

C , indicating partial localization of its
3d electrons. As to the origin of the partial localization of 3d
electrons in FGT, the 3d electrons in 3d metals are treated
as tight-binding itinerant electrons [74] according to Stoner’s
theory. Specifically, the 3d electrons in FGT are on a narrow
band, reflecting a relatively large effective electron mass. This
indicates that although 3d electrons are itinerant in a lattice,
there are considerable chances for them to fall into the poten-
tial well of the ion on site and be localized around it. As a
result, FGT would exhibit the nature of localized moments to
some extent due to the partial localization of its 3d electrons.
Even if α = 2 in some existing itinerant-electron systems,
the increasing trend of MC is still absent. Apparently, the
non-negligible positive A factor is necessary for anomalous
increase of Ku1(T) in FGT.

According to Eq. (3), the major discrepancy between
Carr’s model and the AZCC law is the A factor originating
from the two-ion mechanism. With the non-negligible
positive A factor, the decreasing trend of the [MS (T )/MS (0)]α

term would be compensated by the (1+AT) term at low
temperature and Ku1(T) may even increase if the A factor is
sufficiently large. Hence, the non-negligible positive A factor
for FGT is key for anomalous Ku1(T). To figure out why FGT
possesses such A factor, we examined the lattice thermal
expansion coefficient β because the A factor is proportional
to it (see Supplemental Material, Note S7 [50]). To obtain
β, we conducted temperature-dependent x-ray diffraction
measurements between 15 and 300 K on a FGT powder
sample and the lattice parameters c and a were derived by
Rietveld refinement (see Supplemental Material, Note S8,
Fig. S7 and Tables S2–S4 [50]). Notably, c slowly increases
between 15 and 60 K and rapidly increases above 60 K,
while a shows a slight decreasing trend between 15 and 60
K and then suddenly increases above 60 K. The above trend
collectively results in a continuously increasing trend of c/a
between 15 and 300 K, leading to large β of 3.98×10−6 K−1

[Fig. 2(c)]. This large β combined with FGT’s special lattice
symmetry with large c/a and primitive hexagonal structure
are enough to result in a non-negligible positive A factor (see
Supplemental Material, Note S7 [50]).

From the discussions above, the A factor originating from
the two-ion mechanism as well as lattice expansion is vital for
the anomalous increasing trend of Ku1(T) in FGT. Considering
that lattice expansion would change the distance between
magnetic atoms, the exchange interactions between nearest
and next nearest neighbor spins would accordingly change
and thus affect UMA. Therefore, having deeper insight into
how the two-ion mechanism takes place at the atomic scale
is necessary. As shown in the insets of Figs. 3(a) and 3(b),
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FIG. 2. Temperature-dependent c (a), a (b), and c/a. R(T) in (c) represents the value of c/a at temperature T.

there are two inequivalent Fe atoms, Fe1 and Fe2, in a unit
layer of FGT. The distances between two adjacent Fe1’s along
the c axis, and two neighboring Fe1 and two neighboring
Fe2 along the ab plane are denoted as dFe1−Fe1, and dFe1

and dFe2, respectively. Notably, the temperature dependence
of dFe1−Fe1, and dFe1 and dFe2 have the same trend as that of
lattice parameters c and a (see Supplemental Material, Note
S9 [50]). As shown in Fig. 3(a), dFe1−Fe1, whose temperature
dependence is same as that of c, is as low as 2.556 Å at 15 K
and monotonically increases to 2.564 Å at 300 K. Given the
considerable orbital moment of 0.083 µB for Fe1 [75], the
short dFe1−Fe1 would lead to overlap with the 3d orbit of
Fe1. As illustrated in Fig. 3(c), when magnetization is along
the ab plane, the 3d orbits overlap along the c axis due to
the SOC, and we denote the exchange energy as (Eex)ab =
–JSFe1 · SFe1, where J represents exchange interaction and
SFe1 is total spin angular momentum of Fe1. With increas-

ing temperature, lattice expansion leads to a longer dFe1−Fe1,
resulting in a lower overlap degree of orbits and smaller J.
Therefore, new exchange energy (Eex)′ab is obviously larger
than (Eex)ab due to smaller J. Namely, it would be harder
for magnetic moments to be magnetized along the ab plane
when temperature increases due to the higher energy barrier,
resulting in UMA enhancement by suppressing ab − plane
MA. Notably, temperature dependences of dFe1 and dFe2, both
of which are equal to a, have temperature dependence op-
posite to that of dFe1−Fe1 but would contribute similar UMA
enhancement. Specifically, when magnetization is along the c
axis, 3d orbits overlap along the ab plane [denoting exchange
energy as (Eex)c] and dFe1, dFe2 decrease with increasing tem-
perature until 60 K [Fig. 3(b)]. Consequently, the J between
neighboring Fe1 and Fe2 along the ab plane would increase,
leading to lower exchange energy (Eex)′c compared to (Eex)c
[Fig. 3(c)]. The lower (Eex)′c therefore favors magnetization

FIG. 3. Temperature-dependent dFe1−Fe1 (a), and dFe1 and dFe2 (b). Insets of (a,b) are the atomic structure of a unit layer of FGT. Two
inequivalent Fe atoms are respectively marked by red (Fe1) and blue (Fe2) circles. (c) Schematic illustrations of the two-ion mechanism in a
unit layer of FGT. Red and blue dots represent the positions of Fe1 and Fe2. Gray ellipses represent orbits. Dark red arrows represent magnetic
moments magnetized along the c axis or ab plane.
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along the c axis further and thus enhances UMA. Overall,
both increase on dFe1−Fe1 and decrease on dFe1 and dFe2 be-
low 60 K contribute to the anomalous increasing of Ku1(T).
Nevertheless, with temperature further increases to higher
temperature above 60 K, the [MS (T )/MS (0)]α term would be
considerable and thus lead to decreasing Ku1(T) as observed
despite α = 2.48 being below 3. In short, we propose that the
complex competition between the two-ion mechanism and the
itinerant-electron mechanism is responsible for the anomalous
temperature-dependent UMA of FGT.

Anyway, it is clear that (i) α = 2.48 arising from par-
tial localization of 3d electrons slows down the decreasing
trend of Ku1(T); while (ii) the non-negligible positive A fac-
tor arising from large β monotonically increases Ku1(T),
both of which stimulate emerging anomalous Ku1(T) in FGT.
Namely, during the increase of T, the complex competi-
tion between the enhancement term of (1 + AT) and the
decay term [MS (T )/MS (0)]α leads to this anomalous be-
havior. Subsequently, giving a brief analysis on why this
anomalous behavior is absent in most ferromagnets is mean-
ingful. For vdW ferromagnets CrI3 and Cr2Ge2Te6 [21,76],
both of them are a localized-electron system with pC/pS = 1
(see Supplemental Material, Fig. S6 [50]) and would have
a maximum α = 3, which no doubt results in a large de-
cay term [MS (T )/MS (0)]α and thus sufficiently inhibits the
appearance of anomalous Ku1(T). For 3d metals with par-
tially localized 3d electrons such as Co, rapidly decreasing
temperature-dependent MC is still universal and follows the
localized-electron mechanism with a maximum α = 3 [60],
which may be attributed to the strong localization nature of
3d electrons for their pC/pS close to the localized limit 1.

In addition, it should be noted that with increasing
temperature, UMA typically vanishes approaching TC [18].
Apparently, a combination of high TC and large Ku1(T) is
significant to FGT’s UMA application [18]. The anomalous
decrease of lattice parameter a below 60 K [Fig. 2(b)] is
interesting and is favorable to its high β, which substantively
favors a non-negligible positive A factor. The decreasing lat-
tice parameter a with increasing T just implies the shortening
of dFe1 and dFe2 with increasing T. Inevitably, this shortening
would improve exchange energy and thus contribute to high
TC of FGT because TC is proportional to total exchange energy.
Therefore, the anomalous Ku1(T) may be considered as one of
the key factors for the relatively high TC of FGT (∼220 K)
compared with other vdW ferromagnets such as CrCl3 (∼16
K), CrBr3 (∼31 K) [77], CrI3 (∼68 K) [34], and Cr2Ge2Te6

(∼66 K) [35], whose Ku1(T) decrease rapidly. In this way,
further decreasing lattice parameter a by applying mechanical

or chemical strains would simultaneously improve Ku1(T) and
TC. Furthermore, decreasing exponent α may also be effective
in improving Ku1(T) and TC, which can be realized by gating
or heteroatom doping that increase the bandwidth and thus
increase the itinerant nature of the 3d electrons. For practical
application, anomalous Ku1(T) offers FGT high thermal sta-
bility of Ku1. Typically, in high-density magnetic data storage,
large Ku1 at relatively high temperature saves energy when
cooling during the writing process [67]. Also, this anoma-
lous Ku1(T) would stimulate manipulation and understanding
of the complex phase diagrams of skyrmions in FGT [48].
Besides, the good description of this anomalous behavior by
the Carr’s model also suggests the directions to design or
search new structures with superior high-temperature UMA
for high-temperature applications. Additionally, for 2D FGT
with a few-layer number, the Ku1(T) would be much more
complex than that in bulk FGT due to the complex alter-
ation on anisotropic exchange energy. This complex alteration
would arise from the decreased interlayer ferromagnetic cou-
pling range compared to the intralayer one and the different
temperature dependences of c/a and β compared to bulk FGT.
More importantly, 2D FGT is prone to oxidation [40], and
antiferromagnetic coupling is expected for OFGT [65]. In
this antiferromagnetic system, the UMA undoubtedly would
vanish. Hence, detailed studies on Ku1(T) in pristine 2D FGT
are meaningful.

Conclusion. In summary, we experimentally demonstrate
a rare instance of anomalous temperature-dependent UMA
with first an increasing and then a slowly decreasing trend
in FGT. Carr’s model well fits the anomalous Ku1(T). Further
analyses indicate that (i) partial localization of 3d electrons
of iron slows down the decreasing trend of Ku1(T), and (ii)
considerable lattice thermal expansion together with special
lattice symmetry with large lattice parameter ratio c/a and
primitive hexagonal structure contribute to a non-negligible
positive A factor and thus to an increasing trend of Ku1(T).
We propose that the anomalous behavior stems from the
complex competition between the two-ion mechanism and
the itinerant-electron mechanism. The anomalous Ku1(T) in
FGT is a significant example for deeply understanding the
temperature dependence of UMA.
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