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Hybrid magnonic quantum systems have drawn increased attention in recent years for coherent quantum
information processing, but too large magnetic damping is a persistent concern when metallic magnets are used.
Their intrinsic damping is largely determined by electron-magnon scattering induced by spin-orbit interactions.
In the low-scattering limit, damping is dominated by intraband electronic transitions, which has been theoret-
ically shown to be proportional to the electronic density of states at the Fermi level. In this work, we focus
on body-centered-cubic iron as a paradigmatic ferromagnetic material. We comprehensively study its electronic
structure using first-principles density functional theory simulations and account for finite lattice temperature,
boron (B) doping, and structure amorphization. Our results indicate that temperature-induced atomic disorder
and amorphous atomic geometries only have a minor influence. Instead, boron doping noticeably decreases the
density of states near the Fermi level with an optimal doping level of 6.25%. In addition, we show that this
reduction varies significantly for different atomic geometries and report that the highest reduction correlates
with a large magnetization of the material. This may suggest materials growth under external magnetic fields as
a route to explore in experiment.
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I. INTRODUCTION

Hybrid magnonics is gaining growing interest due to its
potential for coherent quantum information processing [1–4].
This was triggered by the experimental demonstration of co-
herent coupling between a magnon and a superconducting
qubit, mediated by a microwave cavity, by Tabuchi et al.
[5] As one key ingredient in hybrid magnonic systems,
magnons possess unique advantages such as easily tunable
resonance frequencies through external magnetic fields or
materials anisotropy, microwave bandwidths that match state-
of-the-art superconducting quantum devices, and intrinsic
nonreciprocity that is promising for noise-resilient quantum
state transduction [4,6]. In recent years, more research has es-
tablished coupling between magnons and microwave photons
in a cavity or a coplanar circuit structure [7–10].

However, one essential challenge is the damping of
magnon excitations that limits the coherence time of hy-
brid quantum states [4,11]. Therefore, exploring materials
with low magnetic damping is crucial for achieving hybrid
magnonic quantum devices with long coherence time. One
of the best-known materials in this context is the ferrimag-
netic insulator yttrium iron garnet (YIG), Y3Fe5O12, whose
magnetic damping parameter can be as low as 10−5 in bulk
crystals [12]. However, insulators such as YIG are not desired
for many spintronics applications that require a charge current
through the material [13]. In addition, YIG is not well suited to
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be integrated into on-chip devices for circuit quantum electro-
dynamics due to experimental constraints. One of the reasons
is that, in order to have sufficient crystalline quality for low
damping, YIG films need to be grown on specific substrates
to achieve epitaxy. The standard substrate choice for this task
is gadolinium gallium garnet, Gd3Ga5O12, but at very low
temperatures the increased magnetic susceptibility due to or-
dering of the Gd magnetic moments can increase the magnetic
damping of YIG films considerably [14–18]. Ferromagnetic
metals and alloys are an alternative category of promising
materials that are significantly easier to integrate on-chip. It is
therefore desirable to explore and optimize metallic magnets
towards low magnetic damping for hybrid magnonic quantum
devices [19].

A major contribution to magnetic damping in metal-
lic magnets arises from conduction electrons that dissipate
magnons through the spin-orbit (SO) interaction [20–22].
This mechanism is described by two early theories, the
breathing Fermi surface (BFS) model and the later torque
correlation (TC) model that were developed by Kamber-
ský [21,23]. The TC model is more general and describes
how the SO torque 〈n, k|[σ−, ĤSO]|m, k〉 induces intraband
(m = n) and interband (m �= n) electronic transitions which
are interpreted as conductivitylike and resistivitylike damp-
ing pathways for magnons, respectively [22,24–26]. In its
low-scattering limit, when the spectral overlap between dif-
ferent bands is small, damping is largely dominated by the
intraband part, in agreement with the BFS model. Damping
is shown to be approximately proportional to the electronic
density of states (EDOS) at the Fermi level [21,23,27]. Many
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experimental works confirm that the lowest damping coin-
cides with the lowest EDOS at the Fermi level (EDOS-FL)
for ferromagnetic alloys such as cobalt-iron (Co-Fe) and iron-
vanadium [28–30]. Therefore, one practical way to reduce
magnetic damping is to minimize EDOS-FL by electronic-
structure engineering.

In this work, we focus on the paradigmatic ferro-
magnetic material, body-centered-cubic (bcc) iron. We use
first-principles electronic-structure theory to comprehensively
study its EDOS-FL under the conditions of (i) thermal atomic
disorder, (ii) boron (B) doping, and (iii) structure amor-
phization. We account for the effect of thermal disorder on
EDOS-FL since real devices always work at nonzero tem-
perature, although for superconducting quantum devices the
operating temperature can be extremely low. Typical super-
conducting quantum circuits, such as qubits, are operated at
temperatures of a few tens of millikelvins. Meanwhile, recent
experimental work has shown that doping carbon or B into
ferromagnetic alloys can make the structure amorphous and
reduce magnetic damping [31,32]. Hence, it is interesting to
investigate the origin of the reduced damping in doped amor-
phous alloys and the extent to which it can be attributed to
reduced EDOS-FL. To explore this, we study the effects of B
doping and structure amorphization individually and compare
EDOS-FL for crystalline Fe doped with B and amorphous Fe,
as well as pure crystalline Fe. Finally, we consider amorphous
Fe with B doping to investigate the combined effect.

The remainder of this paper is organized as follows. In
Sec. II, we first introduce the methods that are used to con-
struct our simulation cells including bcc Fe supercells with
phonon excitations, bcc Fe supercells doped with B, amor-
phous Fe supercells, and amorphous Fe supercells doped with
B. The details of our density functional theory (DFT) simu-
lations are also explained in Sec. II. In Sec. III, we discuss
our main results for the EDOS of the different structures. In
general, we find that phonon excitations do not significantly
change EDOS-FL up to at least 500 K. Doping B into bcc
Fe decreases EDOS-FL, while making the Fe amorphous in-
creases EDOS-FL. Overall, amorphous Fe doped with B can
have lower EDOS-FL than pure bcc Fe. Finally, we give our
conclusions in Sec. IV.

II. METHODOLOGY

Thermal disorder of the atomic positions in the bcc Fe
lattice is modeled by considering phonons that displace nu-
clei from their ideal 0-K lattice positions of the bcc crystal
structure [see Fig. 1(a)]. Simulation cells of the thermally
disordered lattice are constructed by superimposing harmonic
phonon modes with random phases and amplitudes according
to classical statistics at different temperatures [34]. In this
work, we consider three different temperatures of 10, 300,
and 500 K. For each temperature, 50 random snapshots of
the disordered 2 × 2 × 2 bcc Fe supercell are generated for
simulations. In Fig. 1(b), we show the disordered supercell su-
perimposing 50 snapshots for T = 300 K as an example. The
supercell snapshots for T = 10 K and T = 500 K are similar
but with different amplitudes of the atomic displacements. For
analyzing the EDOS, we average over all 50 snapshots for
each temperature.
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FIG. 1. Simulation supercells used in this work. (a) The 2 × 2 ×
2 supercell of ideal bcc Fe at the temperature of T = 0 K. The su-
percell includes 16 Fe atoms (brown spheres) that are labeled by the
numbers on them. (b) The bcc Fe supercell at T = 300 K, with 50 in-
stantaneous snapshots of the vibrating lattice superimposed. (c) The
bcc Fe supercell doped with 6.25% B (green spheres), corresponding
to nB = 1 in Table I. (d) Snapshot of amorphous Fe (a-Fe) with a
volume of a cubic 3 × 3 × 3 supercell. This supercell is cut from a
larger one constructed by molecular dynamics (MD) simulations (see
text). (e) Snapshot of amorphous Fe doped with 7.5% B (a-FeB). All
these supercell images are produced by VESTA [33].

Lattice geometries for B-doped bcc Fe are constructed
using a cluster-expansion method which was used before for
studying binary alloys [35–40]. This method starts with a
2 × 2 × 2 bcc Fe supercell with 16 atoms and replaces nB Fe
atoms with B atoms. Generally, there are CnB

nFe+nB
ways of dis-

tributing nFe Fe atoms and nB B atoms; however, symmetries
of the lattice structure reduce the total number of nonequiv-
alent configurations to a few classes with different folds of
degeneracy (see Table I for all different nB’s considered in
this paper). Electronic-structure simulations are carried out for
only one representative of each class, which significantly re-
duces the computational effort and allows us to study an alloy
with nFe + nB = 16 atoms. In this work, we consider nB = 1
[see Fig. 1(c) for Fe15B1], 2, 3, and 4 that correspondingly
have 1, 4, 6, and 18 nonequivalent classes (see Table I). For
each doping level nB, we compute the EDOS by averaging
over the nonequivalent classes weighted by their degeneracies
(third column in Table I). There are different methods to
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TABLE I. All nonequivalent classes (second column) of arrang-
ing nB B atoms (first column) on 16 Fe bcc lattice sites, Fe16−nB BnB .
Only these representative structures are simulated in our work. The
third column provides the degeneracy for each class determined
by crystal structure symmetry and the fourth column contains one
representative atomic geometry that was used in this work (see atom
labels in Fig. 1).

nB Class Degeneracy Representation

1 1 16 1
2 2 64 1, 2

3 24 1, 3
4 24 1, 7
5 8 1, 15

3 6 192 1, 2, 3
7 192 1, 2, 7
8 64 1, 2, 15
9 48 1, 3, 5
10 48 1, 3, 13
11 16 1, 7, 11

4 12 48 1, 2, 3, 4
13 384 1, 2, 3, 5
14 96 1, 2, 3, 6
15 192 1, 2, 3, 8
16 384 1, 2, 3, 13
17 96 1, 2, 3, 14
18 96 1, 2, 3, 16
19 48 1, 2, 7, 8
20 128 1, 2, 7, 11
21 96 1, 2, 7, 12
22 96 1, 2, 7, 16
23 16 1, 2, 15, 16
24 12 1, 3, 5, 7
25 16 1, 3, 5, 9
26 48 1, 3, 5, 11
27 48 1, 3, 5, 15
28 12 1, 3, 13, 15
29 4 1, 7, 11, 13

determine the weights used for averaging, introduced in
Ref. [35], corresponding to different thermodynamic con-
ditions of the alloy. The weights we use here correspond
to a simplification of the strict regular solution, with the
macroscopic alloy composition or doping level consisting
exclusively of microscopic structures with exactly the same
concentration of elements; i.e., we make the assumption that
no demixing occurs. Indeed, the phase diagram of Fe-B in-
dicates that the alloy structures may not be stable for the B
concentrations studied in this work. However, experimentally
we know that B is distributed homogeneously throughout
the material in as grown films without postannealing and is
kinetically trapped in this configuration [41]. Experimental
fabrication of Fe-B films with B concentration ranging from
0% to 30% has been reported recently [42], justifying our
choice of atomic configurations. Other computational meth-
ods for studying effects of temperature or alloy disorder in
materials include the coherent potential approximation (CPA)
implemented within the Korringa-Kohn-Rostoker (KKR) for-
malism [43]. This method has been applied to study the

relation between EDOS and intrinsic magnetic damping for
Co-Fe alloys with different Co concentrations [28]. For
comparison, we also used our cluster-expansion method to
calculate the EDOS of Co-Fe alloys (see details in the Sup-
plemental Material [44]) and found consistent results with the
CPA-KKR method.

We construct amorphous Fe (a-Fe) atomic geometries by
simulating heating and quenching processes using molecular
dynamics (MD) simulations as implemented in the LAMMPS

code [45]. The interatomic interactions between Fe atoms
are described via a “magnetic” interatomic potential that was
developed by Dudarev and Derlet [46–48], based on the
embedded atom method. The interatomic potential for our
simulation is obtained from the OPENKIM website [49–52].
The same potential has been used previously [53] to gener-
ate a-Fe geometries and was shown to produce characteristic
features observed in the experimentally measured radial dis-
tribution function (RDF) g(r) [54]. In our NVT canonical
ensemble MD simulations, we use a 10 × 10 × 10 supercell
of bcc Fe with 2000 atoms. The system is then heated to
10 000 K using a Nosé-Hoover thermostat, leading to a com-
pletely liquid state. We then implement a cooling process
where first the temperature T is decreased to 4000 K in 50
ps and maintained at 4000 K for 250 ps. Subsequently, T is
decreased to 3000 K in 250 ps. Finally, T is decreased to
300 K (room temperature) in 50 ps and maintained for another
50 ps. We compute the RDF g(r) for this final structure and
find good agreement with the result from Ma et al. [53] and
the experimental observation from Ichikawa [54] (see Fig. 1
in the Supplemental Material [44]).

We then extract smaller cubic cells from this result, corre-
sponding to volumes of a 3 × 3 × 3 bcc Fe cell [see Fig. 1(d)],
and use these for first-principles calculations of the electronic
structure. We cut ten such a-Fe snapshots from random po-
sitions of the large a-Fe structure, simulate all of them, and
average the results. To generate a-Fe doped with B (a-FeB),
we use a single a-Fe snapshot and randomly replace Fe atoms
by B atoms according to the doping level [see Fig. 1(e)].
For each doping level, ten different configurations of random
replacement are constructed for our simulations in order to
approach a statistical average.

For all these different atomic geometries, we compute
electronic densities of states (EDOS) using DFT as imple-
mented in the Vienna Ab-initio Simulation Package [55,56].
A plane-wave basis with a cutoff energy of 500 eV is applied
to expand the Kohn-Sham states. The generalized-gradient
approximation parametrized by Perdew, Burke, and Ernzer-
hof is used for the exchange-correlation functional [57]. All
simulations are carried out with spin-polarized DFT which
does not include the effect of spin-orbit coupling (SOC). We
use different k-point grids to sample the Brillouin zone of the
different simulation cells: These parameters are determined
based on the convergence of the bcc Fe unit-cell for which a
12 × 12 × 12 MP k-grid is enough to achieve convergence
of the total energy per atom to within 2 meV. For larger
supercells, we maintain a similar k-grid density by scaling
the sampling points inversely with the supercell size. For the
supercell of ideal bcc Fe and its thermally disordered lattices,
we use a 8 × 8 × 8 Monkhorst-Pack (MP) grid [58]. For the
B-doped crystalline Fe structures, FenFe BnB , a 6 × 6 × 6 MP
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FIG. 2. Electronic density of states (EDOS) of pure Fe, normal-
ized per atom, at different lattice temperatures of T = 10 K, 300 K,
and 500 K. For each temperature, the EDOS of 50 snapshots is
plotted. The EDOS of perfect bcc Fe at T = 0 K is included in every
subplot for comparison.

grid is applied, and we test that this converges the total energy
to within 1 meV/atom. For amorphous structures, we use a
3 × 3 × 3 MP grid. Due to the reduced symmetry of a-Fe, a
4 × 4 × 4 MP k-grid is computationally too expensive and we
use 3 × 3 × 3 points.

Structural relaxations for ideal bcc Fe and B-doped bcc
Fe are performed with a force tolerance of 5 meV/Å. We
first relax undoped a-Fe structures within classical MD to
a force tolerance of 0.01 eV/Å and refer to these as “MD
relaxed” a-Fe. They are then further relaxed by DFT, labeled
as “MD + DFT relaxed” a-Fe, with a force tolerance of 0.15
eV/Å, which is the level that we can achieve within a rea-
sonable computational time. We generate B-doped a-Fe from
the MD relaxed geometries and relax these within DFT to
the same force tolerance of 0.15 eV/Å. Thermally disordered
lattices are not relaxed to maintain the frozen snapshots of the
vibrating lattice.

III. RESULTS AND DISCUSSION

A. Thermally induced atomic disorder

First, we investigate the effect of finite lattice temperature
and the resulting atomic disorder on the EDOS of Fe for
temperatures of T = 10, 300, and 500 K. Phonon excita-
tions displace nuclei from their equilibrium positions, which
increasingly disorders atomic geometries with increasing tem-
perature. The EDOS results for all 50 calculated snapshots are
plotted in Fig. 2 for each temperature and compared to the
EDOS of ideal bcc Fe at T = 0 K.

These results show that increasing the temperature gen-
erally broadens the linewidth of the EDOS relative to the
zero-temperature counterpart due to the randomness in the
atomic positions for the disordered lattice structure. For T =
300 and 500 K, noticeable changes to the EDOS are ob-
served especially near peaks at −2.6, −0.8, and 1.8 eV as
well as valleys near −2.0 and 0.6 eV (see Fig. 2). While
the density of states at the Fermi level n(E f ) (EDOS-FL) is
much less affected, we provide a quantitative analysis of these
changes since they may directly influence electron-magnon

damping. Towards this, we compute the average and stan-
dard deviation of EDOS-FL for each temperature and find for
T = 10 K that n(E f ) = 0.991 ± 0.004 eV−1, for T = 300 K
n(E f ) = 1.038 ± 0.012 eV−1, and for T = 500 K n(E f ) =
1.058 ± 0.019 eV−1. These three values are all larger than
n(E f ) = 0.974 eV−1 for ideal bcc Fe at zero temperature,
showing that increasing temperature increases EDOS-FL for
Fe. However, even the increase of about 8.6 % at T = 500 K
is not significant, compared to the influence of doping and
amorphization that we discuss later.

While our results show that EDOS-FL of Fe does not sig-
nificantly change at low temperatures, this does not imply that
magnetic damping is temperature independent, since mech-
anisms other than conductivitylike damping also contribute.
Conductivitylike electron-magnon damping in the intraband
scattering limit can be approximately described by the empiri-
cal formula αintra ∼ n(E f )|�−|2τ [22,24,59,60], where |�−| is
the strength of the spin-orbit interaction near the Fermi level
and τ is the electron relaxation time, which can be determined
from the Drude model or be more precisely calculated from
first principles by calculating the self-energy within the alloy
analogy model based on the CPA [43]. The proportionality
of αintra to the electron relaxation time τ implies that con-
ductivitylike damping [22,24] is more pronounced at lower
temperatures or in cleaner crystals where τ is large. This
somewhat counterintuitive increase of magnetic damping with
increasing τ has been experimentally observed in a recent
work on Fe [61] and an earlier work on cobalt and nickel [62].
We note that in this work, we only study the dependence of
αintra on n(E f ); however, the relaxation time τ can depend
on temperature or other lattice disorders in the crystal, as
demonstrated by previous studies [43]. Our simulation results
clearly indicate that the EDOS-FL, one of the factors deter-
mining the intrinsic magnetic damping in metallic magnets,
is not significantly affected by low temperatures. In addition
to conductivitylike damping, resistivitylike damping may also
be affected by temperature, but is not discussed in this study.

We want to briefly comment on effects of electronic and
magnetic temperatures on the EDOS of Fe, although de-
tailed calculations of these are beyond the scope of this
paper. Both electronic temperature and magnetic temper-
ature have little effects on the EDOS-FL of Fe [63]. In
that work, we computed temperature-dependent (magneto-
)optical spectra of Fe and quantified the influence of electronic
and magnetic temperature on optical transitions and optical
spectra.

B. Boron doping

Next, we compare the EDOS of bcc Fe doped with B to
that of pure bcc Fe. Four different doping levels are con-
sidered and modeled by the structures Fe15B1 (6.25% B),
Fe14B2 (12.5% B), Fe13B3 (18.75% B), and Fe12B4 (25% B),
constructed using the cluster expansion method (see Sec. II).
Except for the case nB = 1 which is represented by only one
class, we calculate weighted averages and standard deviations
(error bar) over all classes in Table I for the other doping
levels.

We find that doping B into bcc Fe leads to a reduced
EDOS-FL compared to the pure bcc Fe for all doping levels
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FIG. 3. (a) EDOS, normalized per atom, for Fe and Fe doped
with B, simulated using a 2 × 2 × 2 supercell with different numbers
of B atoms, Fe16−nB BnB , for nB = 1, 2, 3, and 4. Cluster expansion
averages are shown for nB > 1. The inset magnifies EDOS-FL and
clearly shows a reduction by B doping. (b) Average and error bar
of EDOS-FL for different doping concentrations of Fe16−nB BnB . For
pure Fe and Fe15B1 only one nonequivalent class (see Table I) is used
and, thus, we compute no standard deviation.

considered here [see Fig. 3(a)]. This is because doping with
B shifts the entire EDOS to lower energies, such that the
Fermi level shifts to the dip in the original nondoped EDOS,
as indicated by the black arrow in Fig. 3(a). Main peaks in
the EDOS, i.e., at −0.784 and 1.853 eV, are also shifted to
lower energies with increasing B doping. Meanwhile, peak
intensities are decreased and peaks widths are broadened with
increasing B doping.

Our data also point to a nonmonotonic dependence of
n(E f ) on the B-doping concentration and, as a result, the
possibility of optimizing the doping level to minimize magnon
damping. Figure 3(b) shows the average value and the error
bar for different doped systems and pure bcc Fe. Our results
indicate an optimal B doping level of 6.25%, which leads
to the lowest n(E f ) = 0.662 eV−1. At the same time, with
increasing the number of B atoms in the doped cell, there are
more nonequivalent classes as seen from Table I, and the error
bar increases from nB = 2 to nB = 4. In particular, the EDOS-
FL for Fe12B4 has a large error bar, which implies that the
values of n(E f ) for the 18 nonequivalent classes (see Table I)
spread over a large range. These classes, although having the
same composition, are microscopically quite different regard-
ing the distribution of B on the Fe lattice. In Fig. 4, we analyze
the ground-state total energy E0, the magnetic moment m, and
the EDOS-FL n(E f ) for the 18 nonequivalent classes. While
n(E f ) spans over a big range from 0.327 to 1.030 eV−1, all

FIG. 4. (a) Ground-state total energy E0 in eV, (b) magnetic
moment m in μB, and (c) electronic density of states at the Fermi
level, n(Ef ), normalized per atom, for all 18 nonequivalent classes
corresponding to the structure Fe12B4 (see Table I). The horizontal
dashed line in panel (c) indicates n(Ef ) for pure bcc Fe.

values remain smaller than the value of the pure bcc Fe, except
for the class with the index 25 (see Table I). This confirms that
doping B still decreases EDOS-FL in general. The difference
between maximum and minimum values of E0, m, and n(E f )
amounts to 4.09%, 9.08%, and 98.74%, respectively, relative
to their average values. We do not identify obvious correlation
between the total energy and the EDOS-FL in Fig. 4, with
a correlation coefficient of −0.110. For the lowest-energy
class with an index of n = 12, n(E f ) = 0.772 eV−1, which
is larger than the average, while the class with an index
of 28 has a relatively large energy, but the lowest EDOS-
FL. However, we do find a noticeable negative correlation
between the magnetic moment and the EDOS-FL with a cor-
relation coefficient of −0.683. This observation is beneficial
for real magnetic devices, where lower magnetic damping and
higher magnetization is often desirable for applications. In
fact, the saturation magnetization Ms is related to the effective
damping field in the Landau-Lifshitz-Gilbert equation [64] as
H ∝ 1

Ms
demonstrated by previous theoretical studies [25]. It

could also suggest that growing B-doped Fe under an exter-
nal magnetic field, and thus making high magnetic moment
atomic geometries more likely, could lead to samples with
lower magnetic damping. It is already well established that
synthesis or annealing of amorphous ferromagnets in applied
magnetic fields may lead to induced magnetic anisotropies
due to modifications of the short-range order [65]. Simi-
larly, it is conceivable that applying fields during growth
or during a postannealing may stabilize larger saturation
magnetizations [66].

We address two more points regarding the study of B-
doped Fe structures to end this section. First, although in
this work we focus on B-doped Fe by substitution, for which
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we provide a comprehensive investigation of configurational
disorder by means of a cluster expansion, it is reasonable to
consider other defect atomic geometries such as interstitials,
as suggested by previous studies [67]. To compare the differ-
ence between these two scenarios, we construct a structure
with one B atom occupying an octahedral interstitial site in
the 2 × 2 × 2 bcc Fe supercell [67] and calculate its EDOS.
Interestingly, this structure also shows a decreased EDOS-FL
compared to the pure bcc Fe (see details in the Supplmental
Material [44]), indicating reduced intrinsic magnetic damping
from conduction electrons. Moreover, this result also quali-
tatively agrees with experimental measurements for B-doped
Co-Fe alloys where doping B reduced magnetic relaxation
[67]. Second, aside from the changes of the EDOS, we notice
that neither spin DOS for Fe has a gap, and as a result, a
half-metallic state with even lower magnetic damping would
not be achieved via B doping. Doping with B may, however,
lower the Curie temperature of the magnetic material due to
introducing nonmagnetic elements. Such a reduction would
not be of concern for applications, as experimentally it is
known that the Curie temperature of B-doped Co-Fe alloys
is well above room temperature even for relatively high boron
concentrations exceeding 20% [32,68]. Lastly, increasing B
doping will reduce the magnetic anisotropy because it drives
the structural phase transition to amorphous structures accord-
ing to experimental observations [32].

C. Structure amorphization

Next, we study the influence of structure amorphization by
characterizing a-Fe via the radial distribution function (RDF)
g(r). As explained in Sec. II, we use molecular dynamics
(MD) to compute atomic positions for a large a-Fe supercell,
from which we randomly cut ten small cubic cells [see the
yellow box in Fig. 5(a)] and subsequently relax using MD
(MD-relaxed) or MD and DFT (MD + DFT relaxed). For
eight of these cells, MD and DFT relaxation does not change
the RDF and maintains amorphousness, while the other two
relax and recrystallize, as evidenced by their RDF. This is
shown in Fig. 5(b) for one representative a-Fe cell for which
relaxation does not change the amorphousness but simply
smoothens g(r). In contrast, Fig. 5(c) shows one example for
which DFT relaxation recrystallizes the amorphous structure
and discrete sharp peaks appear that coincide with the RDF of
ideal bcc Fe. For our purpose of studying EDOS-FL for a-Fe,
we exclude the two recrystallized samples. The averaged RDF
of the remaining eight a-Fe cells is calculated and compared
in Fig. 5(d) to the RDF of the large initial a-Fe supercell,
depicted in Fig. 5(a). We can see that for large r they almost
overlap. For small r around 2.5 Å, the two curves slightly
differ, but still show similar peak structures. Based on this, we
conclude that the average of the small a-Fe cells approximates
the large a-Fe cell well enough to study EDOS-FL for a-Fe.

Figure 6 shows that a-Fe has a broadened distribution of
the average EDOS and an increased value of the EDOS-FL,
compared to the ideal bcc Fe. The peak structure of the EDOS
of bcc Fe is lost for a-Fe and the entire EDOS is smoother
and broadened. We note that performing a DFT relaxation on
top of the MD relaxed structure can decrease n(E f ) values
even further (see Fig. 6). However, the increase of EDOS-FL

(a)

(b)

(c)

(d)

FIG. 5. a-Fe structure and the RDF g(r). (a) Illustration of the
large cubic a-Fe supercell constructed by MD. The yellow dashed
box shows a small cubic a-Fe cell cut out for DFT simulations.
(b) One representative small a-Fe cell for which DFT relaxation
does not change the RDF away from the amorphous state. (c) One
representative small a-Fe cell for which DFT relaxation leads to
recrystallization, i.e., the RDF approaches the RDF of ideal bcc Fe.
(d) RDF for the large a-Fe cell created from MD, compared to the
average g(r) of eight small a-Fe cells that are randomly cut from it.

FIG. 6. EDOS, normalized per atom, averaged over eight sim-
ulation cells for a-Fe. EDOS-FL increases for both the MD relaxed
structures and MD + DFT relaxed structures, relative to ideal Fe. The
error bar is computed from the standard deviation.
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for a-Fe is larger than the error bar for both structure re-
laxation approaches. Since DFT relaxations with tight force
convergence criteria are computationally expensive, we do not
explore this in more detail in this work. Instead, we conclude
that it is not desirable to reduce n(E f ) values of Fe by structure
amorphization.

Finally, our g(r) results illustrate that the a-Fe structure
generated from our MD simulations is fundamentally dif-
ferent from the Fe structure up to a temperature of T =
500 K, even though in both cases the original perfect bcc
Fe lattice structure is appreciably disordered (see details in
Fig. S2 of the Supplemental Material [44]). Comparing to
the g(r) of the perfect bcc Fe at zero lattice temperature,
the temperature-induced disorder just broadens the original
peaks. Some individual peaks are merged if they are too close
to each other along the r axis. The a-Fe structure, however, has
a fundamentally different g(r). A new distinct peak appears
below the lowest interatomic distance of bcc Fe, which is
even lying outside the broadening observed for T = 500 K.
Meanwhile, g(r) for larger r has a nearly continuous dis-
tribution instead of a discrete distribution sharply peaked at
specific distances. This is consistent with our result of only
a minor influence of lattice temperature on EDOS-FL and a
more noticeable change for a-Fe.

D. Amorphous iron with boron doping

Finally, after showing in Sec. III B that B doping can
decrease the electronic density of states at the Fermi level
(EDOS-FL) for crystalline Fe, we now consider B doping
of a-Fe. For each doping level, the random distribution of B
sites is considered by calculating ten possible configurations.
They are constructed as described in Sec. II and subsequently
relaxed using DFT until forces on all atoms are smaller than
0.15 eV/Å, i.e., the same force tolerance used for MD + DFT
relaxed a-Fe. For each of these the EDOS is computed and
averaged for analysis.

Our results in Fig. 7(a) show that B doping decreases the
averaged EDOS at the Fermi level n(E f ) (EDOS-FL) for a-
FeB, similar to what we observed for crystalline bcc Fe. With
increasing B doping, the EDOS-FL of a-FeB monotonically
decreases in the range from 0% to 18.9% B and starts to
saturate around 15%. The inset in Fig. 7(a) focuses on this
trend near the Fermi energy (see the black arrow). Interest-
ingly, doping B into a-Fe can lead to an EDOS-FL that is even
smaller than that of the pure bcc Fe, overcoming the increase
we discussed for a-Fe (see Fig. 6). This implies that a-FeB
is potentially advantageous for reducing intrinsic intraband
magnon-electron damping, even though undoped a-Fe is not.
The change of EDOS-FL in a-FeB versus B doping level
observed here qualitatively matches the change of measured
magnetic damping versus B concentration in Fe-B films re-
ported from a recent experiment [42].

This is illustrated more clearly in Fig. 7(b) via averages and
standard deviations. The decrease of n(E f ) with increasing B
doping from 0% to 18.9% is outside the statistical error bars
and gradually saturates when the doping percentage is �15%.
Therefore, we do not consider larger doping percentages in
this work. It is possible that further increasing the doping
percentage may even increase n(E f ) similar to what we have

FIG. 7. (a) EDOS per atom for ideal bcc Fe (same data as in
Fig. 3), a-Fe (the single snapshot used to build doped a-Fe through
random replacement), and a-FeB (B doped a-Fe) with different dop-
ing levels of 3.7%, 7.5%, 11.3%, 15.1%, and 18.9%. For each doping
level of a-FeB the plotted result is the average over ten different
snapshots with random replacements of Fe atoms by B atoms, start-
ing from a single original a-Fe supercell. The inset magnifies the
EDOS near the Fermi level. (b) Averages and standard deviations
of EDOS-FL for different levels of B doping. Results before DFT
relaxation are shown for comparison.

observed for B-doped bcc Fe in Fig. 3(b). Exploring this is
outside the scope of this work, since it does not lead to reduced
magnetic damping. Our simulations indicate that 18.9% of B
doping is near the optimal doping level that corresponds to the
lowest n(E f ) for a-FeB.

Finally, for all simulated a-FeB structures, DFT relaxation
leads to a reduction of the EDOS-FL, similar to what we
observed for a-Fe in Fig. 6. Figure 7(b) shows for different
B-doping percentages that this reduction is beyond the range
of the statistical error bar. The trend in this figure indicates that
while relaxing the amorphous structure to even lower force
tolerance is computationally costly, it could lead to slightly
lower values of the EDOS-FL.

We summarize our numerical results for averages and stan-
dard deviations of the EDOS-FL for all simulated structures
in Table II. This shows that crystalline bcc Fe doped with
6.25% B leads to the lowest EDOS-FL among all structures
considered. Previous experimental work has demonstrated
that doping carbon into Co-Fe alloys can naturally make the
structure amorphous and that amorphous Co-Fe-C alloys can
have magnetic damping smaller than that of polycrystalline
Co-Fe alloys [31]. Recent experiments have confirmed that
similar effects can be achieved with B doping [32,42]. While
this is explained by smaller grain sizes in the amorphous
material and, therefore, reduced sample inhomogeneity lead-
ing to lower damping, our results indicate that B doping of
amorphous Fe is an additional factor that can reduce the
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TABLE II. Electron density of states of bcc Fe at the Fermi
level (EDOS-FL) for all different structures studied in this work,
i.e., nonzero lattice temperature, B doping, amorphous lattice (a-Fe),
and B-doped amorphous Fe (a-FeB). Values are normalized per atom
and we report averages and standard deviations for the cases where
multiple configurations contribute (see text).

Structures EDOS-FL (1/eV) Error

T =0 K 0.974 —
T =10 K 0.991 0.004

bcc Fe
T =300 K 1.038 0.012
T =500 K 1.058 0.019

6.25% B 0.662 —
12.50% B 0.746 0.068

B-doped bcc Fe
18.75% B 0.760 0.059
25.00% B 0.718 0.094

a-Fe 1.199 0.065

3.7% B 0.965 0.049
7.5% B 0.866 0.025

a-FeB 11.3% B 0.842 0.024
15.1% B 0.817 0.027
18.9% B 0.803 0.029

intrinsic magnetic damping by decreasing the EDOS-FL.
Lastly, we want to point out that magnetic damping is in
general nonlocal and anisotropic, as demonstrated by previous
studies [26,59,69]. However, current hybrid magnonic quan-
tum devices use mostly the uniform magnon modes (k = 0)
that are the focus of this work and for these nonlocality is less
important. Magnetic damping can also be highly anisotropic,
which has been revealed both theoretically [26] and experi-
mentally [59,69]. Such anisotropy can come from anisotropic
SOC [59] or anisotropic EDOS-FL [69]. We plan to investi-
gate this in more detail in future work on magnetic damping
of propagating magnons.

IV. CONCLUSIONS

We used first-principles simulations to quantitatively study
the influence of lattice temperature, boron doping, and struc-
ture amorphization on the electronic structure of iron. Using
our results, we discussed how these factors affect the elec-
tronic density of states at the Fermi level, as one important
quantity determining the intrinsic magnetic damping in metal-
lic magnets within Kamberský’s breathing Fermi surface
model. Generally, we showed that both structural effects mod-
ify the density of states near the Fermi level to a lesser
extent. Instead, doping with B is advantageous in crystalline
and amorphous Fe to reduce damping and an optimal doping
level of 6.25% B reduces the EDOS-FL by 32% in crys-
talline Fe. We also showed that different arrangements of the
B atoms on Fe sites affect the resulting magnetization and
EDOS-FL values differently. This possibly suggests materials
growth under an external magnetic field to favor arrange-
ments with large magnetization and small damping. While this
work points to a reduction of the EDOS-FL as one reason
for reduced magnetic damping in B-doped Fe, we expect
similar mechanisms to govern C-doped material and Co-Fe
alloys.
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