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Effects of strain and defects on the topological properties of Hf Tes

Na Hyun Jo,"?">" Omar A. Ashour®,>*>" Zhixue Shu,® Chris Jozwiak ®,! Aaron Bostwick®,' Yang Wang,?
Eoghan Downey,? Sae Hee Ryu®,! Kai Sun,? Tai Kong,® Sinéad M. Griffin,*>* and Eli Rotenberg ®'-%
'Advanced Light Source, Lawrence Berkeley National Laboratory, Berkeley, California 94720, USA
2Department of Physics, University of Michigan, Ann Arbor, Michigan 48109, USA
3Department of Physics, University of California, Berkeley, California 94720, USA
*Materials Science Division, Lawrence Berkeley National Laboratory, Berkeley, California 94720, USA
SMolecular Foundry, Lawrence Berkeley National Laboratory, Berkeley, California 94720, USA
SDepartment of Physics, University of Arizona, Tucson, Arizona 85721, USA

® (Received 23 February 2024; revised 19 April 2024; accepted 17 May 2024; published 10 June 2024)

Manipulating topological states is a topic of vigorous research. However, the impact of such topological phase

transitions on the quasiparticle dynamics remains elusive. In this work, we present the effects of a transition
from a strong to weak topological insulator in HfTes as a function of Te vacancy concentration. We observed
a significant transition from distinct sharp surface states and Dirac crossing to a Fermi-liquid-like quasiparticle
state in which these surface-localized features are heavily suppressed. Additionally, by inducing the same effect

through applied uniaxial stress, we demonstrate that changes in the lattice constants play the foremost role in
determining the electronic structure, self-energy, and topological states of HfTes. Our results demonstrate the
possibility of using both defect chemistry and strain as control parameters for topological phase transitions and

associated many-body physics.
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I. INTRODUCTION

Unlike traditional phase transitions, which are described by
symmetry breaking and the onset of an order parameter, quan-
tum spin Hall (QSH) phases arise only for electronic states of
particular topologies. The change in the electronic topology
between a bulk material and the vacuum gives rise to protected
surface states. Ever since topological insulators were realized
in three-dimensional bulk materials, tuning their associated
QSH edge states has been of great interest. Although such
gapless surface states are robust with respect to various per-
turbations, time-reversal-symmetry (TRS) breaking through
Coulomb and magnetic perturbations is known to open a gap,
for example, in the presence of randomly distributed Fe atoms
[1]. Recent studies further imply that exotic states, such as
axion insulators, can arise in the presence of ordered mag-
netic atoms with certain crystalline symmetries [2—6]. While
controlling topological states with the spin degree of freedom
has been thoroughly explored, other degrees of freedom, in-
cluding lattice, charge, and orbital orders, are less prevalent in
the literature.

After the discovery of topological materials in the 2010s,
HfTes and ZrTes gained attention due to the range in their
reported, and often conflicting, topological properties. Ex-
perimentally, HfTes and ZrTes were variously reported to
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be Dirac semimetals, weak topological insulators (WTIs),
or strong topological insulators (STIs) [7-19]. Discrepancies
exist between reports not only for the reported topologi-
cal properties but also regarding temperature-dependent band
changes [12,14-16,20] and novel magnetotransport properties
[21-23]. These discrepancies have been attributed to either
different sample defects or different measurement conditions.
Recent studies tend to support the idea that sample defects,
particularly Te vacancies, can significantly influence the trans-
port properties [24,25]. However, there is still a lack of
systematic studies examining the electronic structure changes
as a function of defects. Additionally, vacancy defects not
only alter the local bonding environment but also impact the
local bond lengths. It remains unclear which of these factors
has a more pronounced effect on the electronic structure and,
consequently, on the observed topological phase of these sys-
tems.

Considering the most recent hydrostatic pressure and uni-
axial strain studies on ZrTes [26-28], which demonstrate
tuning the topological phases with strain and pressure, the
lattice must also have a significant effect on these materi-
als. Diverging claims from first-principles calculations have
revealed the sensitivity of the electronic and topological
properties to the structural parameters, choice of exchange-
correlation functional, and often-neglected finite-temperature
effects [29,30]. Nonetheless, these works all highlight the ex-
treme sensitivity of HfTes and ZrTes to external perturbations,
placing them near critical points for electronic and topologi-
cal phase transitions. In fact ZrTes has been suggested as a
low-mass dark matter detection target owing to its proximity
to this critical point, motivating the accurate characterization

©2024 American Physical Society
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and control of its topological and electronic properties [29].
As aresult, the existing experimental studies on the electronic
structure of ZrTes have primarily focused on the opening and
closing of the band gap through applied strain at the Fermi
energy to show the critical point. However, there is a lack
of understanding regarding the influence of such topological
phase transition on the self-energy of both surface and bulk
electronic states.

In this work, we successfully synthesized single crystals
of HfTes with different vacancy densities. We studied the
impact of Te vacancy concentration using a combination of
electronic transport and angle-resolved photoemission spec-
troscopy (ARPES). Dramatic transformations in the band
structure, including the appearance and disappearance of
surface-localized states meeting at a Dirac crossing, were ob-
served with an increasing number of vacancies. Crucially, we
were able to reverse such changes in the band structure with
applied uniaxial stress characterized by a liquidlike quasipar-
ticle spectral function. We present density functional theory
(DFT) calculations incorporating either different strains or
Te vacancies, demonstrating similar bandstructure transfor-
mations with lattice constant, and supporting the existence of
a topological phase transition in Hf Tes with either strain or Te
vacancies. In fact, we are not aware of any ARPES study, on
any materials system, in which there is direct control of the
electronic self-energy with uniaxial stress. The importance of
this finding, confirmed through its demonstrated reversibility,
extends well beyond topological materials to quantum materi-
als in general.

II. EXPERIMENTAL AND THEORETICAL METHOD

A. Crystal growth

Single crystals of HfTes were grown using tellurium flux.
Hafnium powder (Alfa Aesar, 99.6% metals basis excluding
Zr, Zr nominal 2-3.5%) and a tellurium lump (Alfa Aesar,
99.999%), in the atomic ratio of Hf:Te = 1:99, were sealed
in a silica tube under vacuum. The growth was heated up
to 650°C in 3 h, dwell for 10 h, and then slowly cooled
to 460°C over 78 h before decanting. Low temperature an-
nealing was conducted at 380°C and 250°C for 5 days in a
sealed silica tube for sample 1 and sample 2, respectively. The
samples crystallize in space group number 63 (Cmcm). The
lattice parameters for the single crystals are a ~ 3.97 A~!,
b~145A"" andc ~ 13.7 A7,

B. Electrical transport measurements

Resistance measurements down to 1.8 K were conducted
using a Quantum Design physical property measurement sys-
tem (PPMS) Dynacool using the resistivity option. To have
good electrical contacts, the samples were manually masked
into a six-probe Hall bar geometry with current direction
along the a axis, and Au films were evaporated to form ohmic
contacts. 25-m-diameter Pt wires were attached to the samples
using DuPont silver paint (4929N) in standard four-probe
configurations. Magnetic field (0-90 kOe) was applied per-
pendicular to a axis.

C. ARPES measurements

ARPES experiments were conducted at the Beamline 7.0.2
(MAESTRO) at the Advanced Light Source. The data were
acquired using the micro-ARPES endstation, which consists
of an Omicron Scienta R4000 electron analyzer. Samples were
cleaved in situ by carefully knocking off an alumina post that
is attached on top of each sample with silver epoxy. Data
were collected with photon energies of 101 eV, which accesses
near the I' plane of the Brillouin Zone (BZ). The beam size
was ~15 umx 15 um. ARPES measurements were performed
at T =200 K under ultra-high vacuum (UHV) better than
4%107 ! torr.

As shown in Fig. 2(a), HfTes has a weak van der Waals
bonding along the crystallographic b direction; thus, the
cleaved surface was ac plane. Note that, by ARPES conven-
tion, k, is normal to the cleaved surface. Therefore, we define
x, y, and z as directed along the crystallographic a, ¢, and b,
respectively.

D. Uniaxial stress

ARPES measurements under uniaxial stress were carried
out using a custom-built uniaxial stress cell, as shown in
Fig. 6. Samples were mounted with Stycast epoxy (2850FT).
After curing the epoxy, we put silver paste (Dupont, 4929N)
on top to ground the sample. The uniaxial stress was applied
on samples along the crystallographic a direction. In this
experimental configuration, three strain tensor components
were nonzero in Voigt notation [31]. We measured the strain
tensor component €,, with a strain gauge (Fig. 7), and the
maximum tensile and compress strain was ~ £ 0.7%. De-
tailed information about the cell can be found in SI. To keep
the same beam spot on the sample, we used a microscope in
the u-ARPES chamber. In addition, we performed xy scan
on the sample with 10 um step size and slit-deflector scan
each and every time we change the strain on the sample. Note
that we obtained the unstrained data after cooling down the
cell but before applying any voltages on the piezo actuators.
Even though no voltages are applied, the thermal contraction
of the cell, which is most likely different from the thermal
contraction of the sample, does slightly exist.

E. DFT calculations

Our DFT calculations were performed using the Vienna Ab
initio Simulation Package (VASP) [32-35] using the projector
augmented wave (PAW) method [36]. All calculations in the
main text use the primitive cell, except those for Fig. 2(d)
which used a 2x2x2 supercell of 96 atoms. Hf(5p, 6s, 5d)
and Te(5s, Sp) electrons were treated as valence. We expanded
the wavefunction plane waves to an energy cutoff of 600 eV,
and used I'-centered k-point grids of 10x8x6 for the con-
ventional cell, 12x12x6 for the primitive cell for structural
optimizations, and 4 x4 x2 for the supercell defect structural
optimizations. An 18x14x10 grid was used with the con-
ventional cell for accurate electronic structure calculations
and to generate the Wannier-based tight-binding model. We
did not include spin-orbit coupling in our structural opti-
mizations as it was found to have minimal influence on the
calculated lattice parameters; however, we included spin-orbit
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coupling self-consistently in the electronic structure calcula-
tions where specified. The electronic convergence criterion is
set to 1077 eV and the force convergence criterion is set to
0.005 eV/A.

Prior DFT calculations on ZrTes and HfTes highlighted
the importance of accurate calculations of the structural pa-
rameters, particularly owing to the extreme sensitivity of
details of the electronic and topological properties on the
volume and structure [29]. Therefore, we carefully chose
our exchange-correlation functional by benchmarking against
reported low-temperature x-ray diffraction measurements,
finding PBEsol to give good agreement with the experiment.
We calculated the lattice parameters to be a = 3.953 A, b =
14.564 A, and ¢ = 13.622 A using PBEsol, compared to the
values measured via powder diffraction at 10 K (a = 3.964 A,
b=14.443 A, and c = 13.684 A) [37].

For the slab calculations, an 11-layer (132-atom) cen-
trosymmetric slab with 15 A of vacuum was utilized. We used
a I'-centered 6x20x1 k-grid, and spin-orbit coupling was
included self-consistently. Line thickness and color scale in
the slab band structures [Figs. 5(b)-5(f)] are given by Eq. (1):

Wik =Y > 1B (DY) ™™, (1

oot Im

where |Y,) is the Bloch function of band n at k-point k.
| Bim (7)) is a localized atomic state with orbital quantum num-
bers (Im), centered at an atom with coordinates T = (7, 71),
where 7, is the nonperiodic direction of the slab. For a given
band n and k-point k in the band structure, we first sum over all
quantum numbers (/m) of atomic states |f;,,), from all atoms
with coordinates 7| on a given plane 7, . We finally sum over
all the planes with various 7, , with an exponential weighting
factor e*"* that decays away from the surface of the slab at
7, = 0. The last sum is performed over the top half of the
centrosymmetric slab, giving the weighted projections from
one of the surfaces at (n, k). Here, we used @ = 1/5 AL,

Using our first-principles electronic structure, we con-
structed our Wannier function-based tight-binding models
using the WANNIER90 package [38], including the Hf-d and
Te-p orbitals as basis. Besides the explicit DFT slab calcu-
lations mentioned above, we further calculated the surface
states by generating a semi-infinite slab configuration from
our tight-binding model using the iterative Green’s func-
tion (IGF) method to generate surface Te-projected bands
using the WannierTools [39] package. Finally, our topologi-
cal invariants were calculated using symmetry indicators and
DFT-calculated eigenvalues as implemented in the SYMTOPO
[40] package, IRREP [41,42] package and the CHECK TOPO-
LOGICAL MAT. tool on the Bilbao Crystallographic Server
[43].

Gaps (I) and (IT) were checked across the entire irreducible
Brillouin zone (IBZ) at all levels of strain to ensure the bands
do not touch (i.e., the gap remains open) using a k-grid of
36x36x12. In all cases but one, the minimum gap size was
on the order of 10 meV. However, the bands got closer than
10 meV in the case of gap (II) at equilibrium, so it was
further checked with a dense cubic “patch” centered around
the k-point with the gap minimum. This calculation showed
that the bands almost touch within 1 meV, which is beyond
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FIG. 1. Electrical transport. (a) Temperature-dependent resis-
tance ratio (left and bottom axis) and MR (right and top axis) of
HfTes sample 1 that is post-annealed at 380°C. (b) Temperature-
dependent resistance ratio (left and bottom axis) and MR (right and
top axis) of HfTes sample 2 that is post-annealed at 250°C.

the resolution of DFT. Thus, gap (II) practically closes at this
level of strain at the DFT level. However, since gap (II) is finite
for both compressive and tensile strain, we expect any small
deviation from the equilibrium structure calculated in DFT to
result in gap (II) opening.

III. RESULTS AND ANALYSIS

We grew single crystals of HfTes with different con-
centrations of Te-vacancies [25] by adjusting annealing
temperatures after the growth (details can be found in Meth-
ods). Electrical transport measurements were performed to
characterize those samples. As shown in Fig. 1, the temper-
ature of maximum relative resistance, Tp,x, for sample 1 is
higher (~50 K) than that of sample 2 (~20 K). Additionally,
magnetoresistance (MR = 100x[R(H) — R(0)]/R(0)) behav-
iors are very different: first, sample 1 has almost one order
higher MR value at 90 kOe compared to the MR of sample 2.
Second, MR saturates around 20 kOe for sample 2, while it
does not saturate until 90 kOe for sample 1.

We first consider the influence of Te vacancies on our struc-
tural and electronic properties via DFT calculations for Hf Tes
in the Cmcm structure. The conventional unit cell consists
of four Hf-Te zigzag chains along the unit cell a direction,
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FIG. 2. (a) Conventional cell of HfTes, depicting the three unique Te sites and Hf-Hf bonds. (b) Primitive cell of HfTes. The primitive cell
has half the volume and number of atoms of the conventional cell, and was used for all bulk DFT calculations. (c) Brillouin zone (BZ) of the
primitive cell, along with the BZ of the (110) surface. b; are the reciprocal lattice basis vectors of the bulk BZ, corresponding to a; in panel
(b). (d) Structural changes with Te vacancies Calculated structural changes for Hf Tes with the inclusion of Te vacancies on the three unique Te

sites in the Cmcm structure.

as indicated in Fig. 2(a). Within each chain, the atoms are
strongly bonded, while the chain-chain bonding is of a weak
van der Waals type. There are three unique Te sites (Te-1,
Te-2, Te-3). Each Hf atom is bonded to two singly coordinated
Te-1 atoms perpendicular to the chains, while Te-2 and Te-3
are doubly coordinated to Hf and participate in the zigzag
chain structures. We define three relevant Hf-Hf distances:
A (intrachain separation), and B, C [interchain separations
roughly along conventional unit cell axes b, ¢, respectively,
see Fig. 2(a)].

The results of our full structural optimizations with vacan-
cies are summarized in Fig. 2(d). We find that Te-2 is the
lowest energy defect site; in comparison, Te-1 and Te-3 have
energies 2.29 and 8.54 meV higher per atom, respectively.
Te-1 vacancies reduce the A intrachain separation and C in-

terchain separation by about 3%, while the Te-2 vacancy has
minimal effect on those two distances. Both vacancies lead to
a slight increase in the Hf-Hf B interchain separation. Since
both vacancies are overall quite close in energy, and much
more favorable than the Te-3 vacancy, we can conclude that
defects induce a compression along a, accompanied by a
slight increase in the Hf-Hf B interchain separation and an-
other reduction in the Hf-Hf C interchain separation. Consid-
ering the association of Te vacancies with compaction of the
Hf-Hf interchain distance A, we hypothesize that compressive
uniaxial strain along the crystallographic a direction is a proxy
for Te vacancies, or conversely, tensile uniaxial stress along a
may suppress the effects of Te vacancies.

We conducted ARPES measurements on the samples,
which have varying vacancy densities, following the electrical
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FIG. 3. Topological phase diagram and electronic band structure along k, with different Te vacancies and strain. (a) Schematic phase
diagram, indicating the location of ARPES band structure measurements in the space of defect density vs strain. Blue markers correspond to
Sample 1 and panels (b), (¢); red markers correspond to Sample 2 and panels (d)—(f). (b)—(f) ARPES band structures acquired for positions

indicated in panel (a).

transport experiments. Additionally, we carried out strain-
dependent ARPES experiments on both samples as indicated
by the DFT calculation. Figures 3(b)-3(f) are band structure
cuts along the high symmetry line k, = 0, which corresponds
to the ¢ axis or k, direction perpendicular to the Hf chains.
Each band structure map corresponds to a different defect den-
sity and strain, as summarized schematically in Fig. 3(a) for
sample 1 (more defects, blue symbols) and sample 2 (fewer
defects, red symbols).

We first discuss the effect of defect density for unstrained
samples [Figs. 3(b) and 3(e)]. Although there is little observed
difference between the band structures near the Fermi energy,
clear differences can be observed near binding energy Ep ~
1 eV. Interestingly, two Dirac-like band crossings labeled y;
(i=1,2), appear at k, = +0.2A"" and Eg ~ 0.95eV and
1.2 eV in Fig. 3(b). These linear crossings [labeled in Fig. 3(d)
where they also appear] are connected, respectively, by rela-
tively flat bands o and a hole band . It should be noted that,
while in a repeated zone scheme « and 8 bands are present
in every BZ, matrix element effects modulate the strength of
these bands such that « is suppressed in the central zone and
B is suppressed in the second (outer) BZs.

A primary finding of this work is that the features «, B,
and yx; in Fig. 3(b) vanish when defect density is reduced,
Fig. 3(e). These results demonstrate that these features are
strongly enhanced by defects in unstrained samples, a coun-
terintuitive result since one usually expects defects to weaken,
not enhance, spectral weight. Close inspection of Fig. 3(e)
reveals some weak remnant intensity of the «, 8 bands, but
the crossings x, are replaced by some states around —1.3 eV
with clearly different dispersion.

Now we discuss the application of uniaxial stress along the
a direction, i.e., in the Hf-Hf chain direction. The resulting
strains are estimated to be in the range ~ &£ 0.7% based on
strain gauge measurements with the same experimental con-
figuration [see Figs. 7 and 12(a)]. For a high defect density
combined with tensile strain [sample 1, Fig. 3(c)], the «, B,
and y; bands are greatly diminished, similar to unstrained
sample 2 [Fig. 3(e)]. In fact, the spectral functions in Figs. 3(c)
and 3(e) are practically indistinguishable, the main difference
being that the spectra from the sample with more defects (1)
has a higher diffuse background. However, applying com-
pressive strain to sample 2 results in the reappearance of
the «, B, and x; bands [Fig. 3(d)], with spectral function
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very similar to Fig. 3(b). Furthermore, in the case of tensile
strain, the surface bands are completely extinguished and
there is a notable rise in the diffuse background [Fig. 3(f)],
which increases systematically towards higher binding ener-
gies. The changes in Figs. 3(d) and 3(f) are fully reversible
(see Fig. 12). These changes indicate that with compressive
strain, the quasiparticle scattering rate dramatically dimin-
ishes, while with tensile strain, there is a large enhancement of
the quasiparticle scattering rate, suggestive of enhanced Fermi
liquid-type excitations.

From these observations we can conclude the following:
(1) The similarity of Figs. 3(b) and 3(d) and of Figs. 3(c) and
3(e) confirms our hypothesis that defects play a similar role as
compressive strain along the chain with respect to promoting
the appearance of the states «, B, and y;; (2) these bands
appear in HfTes_s as a consequence of the lattice changes
induced by defects and are not derived from local electronic
states directly associated with the defects; (3) defects and
tensile strain independently increase the scattering rate, while
compression reduces it; (4) up to the maximum applied strain
+0.7% we do not increase the number of defects; this follows
from the reversibility of the changes in Figs. 3(d)-3(f) and
12; (5) if we consider the presence of states «, 8, and x; as
an indicator of the phase transition, then it occurs within the
range of 0-0.2% compressive strain, as shown in Fig. 12.

We first consider the influence of Te vacancies on our struc-
tural and electronic properties via DFT calculations for Hf Tes
in the Cmcm structure. The conventional unit cell consists
of four Hf-Te zigzag chains along the unit cell a direction,
as indicated in Fig. 2(a). Within each chain, the atoms are
strongly bonded, while the chain-chain bonding is of a weak
van der Waals type. There are three unique Te sites (Te-1,
Te-2, Te-3). Each Hf atom is bonded to two singly coordinated
Te-1 atoms perpendicular to the chains, while Te-2 and Te-3
are doubly coordinated to Hf and participate in the zigzag
chain structures. We define three relevant Hf-Hf distances:
A (intrachain separation), and B, C [interchain separations
roughly along conventional unit cell axes b, ¢, respectively;
see Fig. 2(a)].

The results of our full structural optimizations with va-
cancies are summarized in Fig. 2(d). We find that Te-2 is
the lowest energy defect site; in comparison, Te-1 and Te-3
have energies 2.29 and 8.54 meV higher per atom, respec-
tively. Te-1 vacancies reduce the A intrachain separation and
C interchain separation by about 3%, while the Te-2 vacancy
has minimal effect on those two distances. Both vacancies
lead to a slight increase in the Hf-Hf B interchain separation.
Since both vacancies are overall quite close in energy, and
much more favorable than the Te-3 vacancy, we can conclude
that defects induce a compression along a, accompanied by
a slight increase in the Hf-Hf B interchain separation and
another reduction in the Hf-Hf C interchain separation.

To better understand the experimental findings, we carried
out DFT calculations under applied strain. To be specific, we
simulate strain along the a axis (i.e., along the Hf-Hf chain
direction). We artificially fixed the a lattice parameter, and
found the corresponding optimal lattice parameters for b and ¢
for each value of strain considered (2% uniaxial compressive
and tensile strain). For all cases, full internal coordinate opti-
mizations were performed. Note that the strain value utilized

TABLE I. The Z, = (vo; v1v,v3) topological invariants and clas-
sification of gaps (I) and (II) at three different levels of strain. vy is
the strong invariant, and v, , 3 are the three weak invariants [44,45].
The weak invariants quoted here are with respect to the primitive
reciprocal lattice vectors defined in Fig. 2(b).

2% Compressive Equilibrium 2% Tensile
Gap Zy Class Zy Class Zy Class
I (1;110)  Strong  (1;110)  Strong  (0;110)  Weak
11 0;110) Weak  (0;110) Weak (0;110)  Weak

in our experiment is approximately one-third of the theoretical
calculation. The DFT calculations underestimate the a lattice
parameter by ~0.43% compared to the values measured in
our samples (see Methods). The strain values used in the
calculations were selected because, at the DFT level and with
the lattice constant underestimation in mind, the STI to WTI
transition happens at higher strains, between 1.5% and 1.75%
tensile strain, as shown in Table II and discussed in the Ap-
pendices.

The bulk primitive electronic structures at the three differ-
ent levels of strain are shown in Figs. 4(a), 4(b), and 4(c).
We find two topological gaps of interest, labeled (I) and (II),
whose Z, topological invariants are summarized in Table I.
Gap (I) is a strong gap in the —2% (compressive) and 0%
(equilibrium) strain cases, and a weak gap in the case of +2%
(tensile) strain. Gap (II) is a weak gap at all strain levels. We
conclude that in the absence of defects, HfTes undergoes a
STI — WTI topological phase transition between 0 and 2%
tensile strain. Note that the 2% compressive strain case cannot
be rigorously labeled a strong topological insulator since the
bulk system is metallic, as shown in Fig. 4(a). However, the
band structure in Fig. 4(a) can be adiabatically deformed so
that no bands cross the Fermi level. Thus, HfTes, under 2%
compressive strain is equivalent to a strong topological insu-
lator from the perspective of band topology. We expect that
HfTes remains an insulator when smaller compressive strains
are applied.

A topological surface state at the T point at the Fermi
energy is shown in Figs. 5(b), 5(d) and 5(e). This state lies
in gap (I), which is a strong topological gap at equilibrium
and with compressive strain, so we expect an odd number

TABLE II. The bulk Z, topological invariant and associated
topological classification calculated at various levels of strain.

Strain a(A) Zy Class
—2.00% 3.874 (1;110) STI
—1.50% 3.894 (1;110) STI
—1.00% 3913 (1;110) STI
—0.50% 3.933 (1;110) STI

0.00% 3.953 (1;110) STI
+0.50% 3.973 (1;110) STI
+1.00% 3.993 (1;110) STI
+1.50% 4.012 (1;110) STI
+1.75% 4.022 (0;110) WTI
+2.00% 4.032 0;110) WTI
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FIG. 4. Effect of Te vacancies and strain on the crystal structure and electronic structure of HfTes (a)—(c) Calculated electronic band
structures of HfTes under uniaxial compressive strain, at equilibrium, and under uniaxial tensile strain, as defined in the main text. The two
topological gaps of interest are shaded and labeled as (I) and (II). The Fermi level in each is set to 0 eV and marked by a dashed line.

of topological surface states [44,45] (namely, one topologi-
cal state at equilibrium in this system). With tensile strain,
gap (I) becomes weak and the topological surface state at
I is gapped out [Figs. 5(c) and 5(f)]. No topological sur-
face states are present on the (110) surface in gap (I) with
tensile strain, however. If we identify the surface with the
G = (1, —1,0) reciprocal lattice vector, then we have G
mod 2 = G,, where G, = (vq, v2,v3) = (1,1,0). Thus, in
the weak TTI state, the (110) surface cannot host any topologi-
cal surface states [44,45] in gap ().

Figure 5(a) shows a band structure cut along the k, =0,
which corresponds to the I' — X direction. The topological
surface state at the Fermi energy is not clearly resolved from
the bulk states, similar to previous ARPES studies for ZrTes
and HfTes [12,16,18], but overall band structures are amaz-
ingly well matched with the DFT calculations.

IV. DISCUSSION

The phase diagram in Fig. 3(a) summarizes the observed
phases. The upper left region (more defects and/or compres-
sive strain) has a Dirac-like spectrum characterized by the
appearance of the o and 8 bands connecting linear crossings
x; around Eg ~ 1.1 eV. The lower right region (fewer de-
fects and/or tensile strain) is characterized by the absence of
these states. Furthermore, there is a strong correlation between
tensile strain applied along the @ axis and the quasiparticle

scattering rate. The latter represents a transition towards a
liquidlike quasiparticle (QP) phase, characterized by spectral
weight transfer from the bands to a strong diffuse background
that increases systematically with binding energy.

To understand these features around Eg ~ 1.1 eV, we next
compare our ARPES results to the DFT results. As previously
mentioned, we note that the strain considered in the DFT
calculations is about three times the strain on the sample in
the experimental measurements, thus the changes are more
pronounced between the compressive strain, equilibrium, and
tensile strain band structures. However, the equilibrium DFT
calculation results [Fig. 5(e)] reproduce the essential features
of unstrained sample 1 [Fig. 3(b)] and compressed sample 2
[Fig. 3(d)], namely the shapes and relative locations of bands
o, B and crossings xj .. Since the calculation does not in-
clude photoemission matrix element effects, the bands appear
equally in all BZs.

From these surface electronic structure calculations, we
next interrogate the surface projected bands for the presence
of topologically protected states. Although both x; » are sug-
gestive of Dirac crossings, neither of them are predicted by
DFT to be a topological surface state. Since gap (II) is a
weak gap, we expect an even number of topological surface
states [44,45]. However, since we have G, = (vy, v2, v3) =
(1, 1, 0), similar to gap (I), no topologically nontrivial surface
states can be expected on the (110) surface of HfTes in gap (I)
for the same reason previously discussed.
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FIG. 5. Nontrivial topological states at I". (a) Electronic band structure along the k, of sample 1 at ambient condition. (b), (c) Slab band
structures along the I' — X direction for equilibrium, and tensile strain, respectively. (d), (f) Calculated surface band structure along the T — ¥
direction of pristine HfTes with compressive strain, at equilibrium, and with tensile strain, respectively. The gray shading represents bulk
bands projected onto the (110) surface, while the colored lines represent the slab bands. The color and line width of the slab bands are given by
Eq. (1) in the supplementary information, with thin black lines representing bulk character and thick red lines representing surface character.

Considering the «, B and crossings x;» bands are not
directly related to the TI surface states, the enhancement of
the spectral weight of the bands with more defects is coun-
terintuitive. Thus, it leads us to connect with the topological
phase transition near the Fermi energy. For TI surface states
at or near the Fermi energy, the interplay between topology
and disorder effects has been well studied [45]: surface states
of a strong or weak TI are robust or vulnerable against charge
disorders and thus the surface is expected to be conductive and
insulating. In contrast, at energy far away from the Fermi en-

FIG. 6. Uniaxial stress cell for ARPES.

ergy (e.g., in the gap between two valence bands), impurities
also have some nontrivial impact on surface states, through a
different mechanism: broadening of line width due to disorder
potentials. In contrast to a homogeneous electric potential,
which shifts the energy of all bands by a constant amount, ran-
dom potentials created by charge impurities provide random
shifts, which results in a broadening of the line width. For
the surface of a strong TI, the conducting topological surface
state screens the Coulomb potential from charge impurities,
reducing the disorder potential and thus leading to a sharper
spectrum. This effect applies equally to surface states both
near and away from the Fermi energy. In contrast, for weak
TIs, such screening effects are absent, and thus the spectrum
becomes more diffusive. As a result, if a material undergoes a
topological phase transition from a strong TI to a weak TI,
this effect implies that surface states away from the Fermi
energy shall suffer more from impurity potential in the weak
TI phase. This surface screening effect will logically affect the
surface states most strongly. This is largely consistent with
what was observed in the ARPES measurement, where the
surface states (o, 8 and crossings x; ) become diffusive in
the weak TI phase, while bulk states at the same energy range
remain largely unchanged.

What remains to be explained is the reversible cor-
relation between the topological class and the notable
changes to the diffuse scattering background, which reflect

235122-8



EFFECTS OF STRAIN AND DEFECTS ON THE ...

PHYSICAL REVIEW B 109, 235122 (2024)

£(°/o)

0.4

0.2

T OoV-120V-(-50V)-120 V-0V

T=200K Outer piezoes

Inner piezo

[ [ [ [ [ [ [ [
40 20 0 20 40 60 80 100 120
V(V)

FIG. 7. Strain measurements via strain gauge. (a) A picture of the strain gauge mounted on fixtures. (b) Strain responses as a function of

applied voltage on piezo actuators.

coherence-limiting scattering processes that occur during pho-
toemission. While a quantitative explanation for this effect is
beyond the scope of this study, we can suggest four qualitative
explanations: (1) the screening near the surface is reduced by
the absence of metallic topological states in the WTI phase,
thus the scattering of bulk states near the surface (that domi-
nate the ARPES signal) is enhanced in the WTI phase. This
leads to the QP-like increase in scattering rates towards higher
binding energy in the WTI phase; (2) tensile strain reduces the
electron density along the Hf chains, thus similarly reducing
the bulk screening and enhancing the QP scattering rate in the
bulk; (3) defects such as dislocations are created upon ten-
sile strain and reversibly destroyed when strain is relieved or
compressive strain applied (We find this explanation unlikely
given that we are below the plastic deformation regime, but
we mention the possibility for completeness.); (4) electron-
phonon effect through varying the Debye temperature with
strain or defects. (We find this scenario to be unlikely as

707\ I I I

e max. Tof py, Lv etal
-0+ Thax(sample 2), this work|
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FIG. 8. Uniaxial stress cell for ARPES.

well, as the temperature effect is smaller than what we have
measured with strain and defect. Future experiments at low
temperatures may provide further clarity on this matter.)

Since we can assume that the diffuse background is dom-
inated by the QP scattering of bulk state [46], the key to
distinguishing effects (1) and (2) is the behavior of the
momentum broadening of the bulk states with strain. For
weakly correlated systems, the bulk states’ momentum width
Akpyik (@) at binding energy w from ARPES is directly propor-
tional to the imaginary part of the self-energy function, which
reflects the electron lifetime to all scattering from phonons,
defects, or other electrons. For (1), we would expect an abrupt
general increase in Akyyk (@) as we transition from STI to
WTI, and for (2) we would expect a continual decrease in scat-
tering as we go from tensile to compressive strain, regardless
of topological phase transition.

While our analysis of the bulk states’ momentum spread
Akpuk(w) has not revealed a clear evolution with strain
(see Fig. 15), favoring explanation (1), it remains possible
that the changes in Akpy(w) are below our experimental
resolution, or that the observed Akyy(w) is dominated by
inhomogeneous broadening effects.

V. CONCLUSION

In conclusion, we have demonstrated that ARPES spec-
tra change with varying Te vacancies in HfTes. Surprisingly,
these changes were reversed with the application of uniaxial
stress. The results strongly suggest that the self-energy of both
surface and bulk electronic (trivial) states are strongly im-
pacted by the presence of topological surface states, an effect
not seen before in ARPES to our knowledge. Our results fur-
ther demonstrate strain control of topological states as a new
method to tune or optimize the coherence of electronic ex-
citations, even overcoming scattering by unavoidably present
defects, to improve the performance of quantum materials in
new device schemes.
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APPENDIX

1. Uniaxial stress cell

The uniaxial stress cell we used for this experiment is
based on three piezoelectric stacks, similar to Ref. [47]. As
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FIG. 10. Temperature-dependent Hall effect on (a) sample 1 with more defect and (b) sample 2 with less defect.
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respectively.

we have eight available electrical channels on our system, we
used four to control the piezoelectric stacks and the rest of
the four channels for strain gauge measurements. We attached
a Cu thermal braiding near the sample to ground the sample
and achieve better temperature control. In addition, we put a
Cu shielding on top of the cell to shield the field from the
piezoelectric stacks, as shown in Fig. 6 on the right side.
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2. Strain measurements

The strain was measured using a strain gauge (C5K-XX-
S5198-350/39F, Micro-Measurements.) mounted with the
Stycast epoxy (2850FT) underneath. We first drive the inner
piezo actuator from 0 to 120 V, followed by —50 V, back to
120 V, and ended up at 0 V. While applying voltage on the
inner piezo actuator; the outer piezo actuators were connected
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FIG. 12. Strain-dependent band structure. (a) Estimated strain based on strain gauge measurement. Band structure cut along the I'-
Z(crystallographic c) direction of HfTes with the applied voltage: (b) inner piezo actuator of O V and outer piezo actuators of 0 V, (c) inner
piezo actuator of 120 V and outer piezo actuators of —50 V, (d) inner piezo actuator of O V and outer piezo actuators of 0 V, (e) inner piezo
actuator of 0 V and outer piezo actuators of 80 V, (f) inner piezo actuator of —50 V and outer piezo actuators of 120 V, (g) inner piezo actuator
of 0 V and outer piezo actuators of 0 V, and (h) inner piezo actuator of 120 V and outer piezo actuators of 0 V.
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FIG. 13. Constant energy contour plots. (a)—(c) Constant energy contour plots of compressed sample 2 at Er, Eg = 250 meV, Ep =
500 meV, respectively. (d)—(f) Constant energy contour plots from IGF calculations at Er, Eg = 100 meV, Ez = 300 meV, respectively. (g)—(1)
Constant energy contour plots of compressed sample 2 at Ez = 900, Ez = 1 eV, Eg = 1.2 eV, respectively. (j)—(1) Constant energy contour
plots from IGF calculations at Eg = 800 meV, Eg = 950 meV, Ep = 1.05 eV, respectively. (m) Band structure of compressed sample 2 along
the k,. The dashed line marks the energy from which the constant energy contour plots are taken. (n) Band structure from IGF calculations
along the k,. The dashed line marks the energy from which the constant energy contour plots are taken. Red dashed lines indicate another

linear band'crossing point.

in a short circuit. At the same time, we measured changes
in the resistance of the strain gauge. With the given gauge
factor of 1.84 from the manufacturer, the strain was calcu-
lated. The results are shown in Fig. 7(b) in the black line. A
clear hysteresis was detected with the maximum compressive
strain of ~ — 0.42% at 120 V and maximum tensile strain of
~0.27% at —50 V. We then put the inner piezo actuator in a
short circuit and derive the outer piezo actuators with the same
applied voltage sequence. The red line in Fig. 7(b) shows a
similar hysteresis loop but the opposite sign compared to the
hysteresis loop from the inner piezo actuator. The maximum
compressive strain of ~ — 0.3% at —50 V and the maximum
tensile strain of ~ — 0.39% at 120 V were observed.

3. Estimate of defect density

For the Te-poor compound HfTes_s, Lv et al. [25] have
reported a linear relationship between the Te deficit 6 with
the temperature of the maximum longitudinal resistivity p.,,
which is plotted in Fig. 8 (red dots). Since this temperature is
very similar to Ty, as defined in our main text, we have used
their transport measurements to derive estimates of § for our
samples (1, 2), which are § = (0.066, 0.022), respectively.

The samples were also measured with a JEOL JSM-7800F
scanning electron microscope, operated in low-vacuum mode
with dry N, used as the charge neutralizing gas, using an
Oxford XMaxN 80mm? energy dispersive x-ray spectroscopy
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FIG. 14. Electronic band dispersion in compressed HfTes at the
crossing points (a)—(d) Electronic band dispersion at k, = -0.16 A1,
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the Dirac point at £5 = 500 meV, 900 meV, 1 eV, and 1.2 eV.

(EDS) detector and Oxford AZTec v.3.3 software for EDS
measurements. Measurements were made using an acceler-
ating potential of 20 kV. The measurements were carried out
multiple points in each samples. The averaged values for Sam-
ple 1 and Sample 2 are HfTe4 ;3 and HfTe,sg, respectively.
It is crucial to consider that standardless EDS data is semi-
quantitative, and absolute values should be interpreted with
caution. However, the comparison between the two samples is
clear: Sample 1 exhibits more Te vacancy than Sample 2.

4. Temperature evolution of the band structures in HfTes

Figure 9 shows temperature-dependent band structures of
sample 1 measured along I'-Y direction. The plot clearly
demonstrates that the hole band progressively moves down
in energy as the temperature rises. At around 200 K, the
top of the hole band almost reaches the chemical potential.
The chemical potential at low temperature aligns with that of
sample 2 and a previous study in Ref. [18] but differs from
Ref. [48].

This discrepancy may be attributed to different sample
defects or different measurement conditions. Reference [25]
indicates that HfTe4 93 and HfTe4 g; have dominant electron
carriers at low temperatures, whereas HfTe4 9, displays hole
carriers. Our samples, as depicted in Fig. 8, fall between

HfTe4 93 and HfTe, g7, indicating hole-dominant carriers at
low temperatures, consistent with our temperature-dependent
ARPES results. This scenario can also account for the low-
temperature band structure discrepancies in Refs. [18,48].
In addition, our Hall effect experiments consistently show
hole carriers as the dominant type throughout the measured
temperature range. These results are in line with theoretical
insights as seen in Ref. [49], where the chemical potential re-
mains unchanged with temperature variations for hole-doped
samples.

Another possible source of differences could be attributed
to the choice of light source. Both our paper and Ref. [18]
used light sources with higher photon energy and true high-
symmetry points, whereas the paper in Ref. [48] employed
a laser source with an energy of 6.994 eV. This resulted in
slight variations in measurement depths and a potential mis-
alignment of the laser source with a high-symmetry point.

5. Hall effect

We conducted Hall effect measurements on both samples
across various temperatures, as illustrated in Fig. 10. The
results reveal a pronounced nonmonotonic behavior in Hall
resistivity as a function of the applied magnetic field. Inter-
preting this nonlinearity, there are multiple potential factors
at play, including the existence of multiple bands within the
system and the influence of anomalous Hall effect (AHE).
While it’s essential to acknowledge the AHE, particularly
concerning its connection to Berry curvature, the prevailing
approach in the field has been to employ a two-band model
to fit the data. Our fitting analysis using a two-band model
indicates that the dominant carrier is the hole carrier, with
sample 1 exhibiting a slightly higher carrier density than
sample 2. Future studies involving a thorough analysis of
the Hall effect, considering both the multiband model and
anomalous Hall effect (AHE), will be necessary to determine
carrier density details.

6. Quantum oscillation

The quantum oscillation results shown in Fig. 11 also sug-
gest that sample 1 possesses a larger pocket than sample 2,
which also matches with Hall effect analysis. An additional
intriguing observation is that sample 1, despite having a higher
level of defects, exhibits more distinct quantum oscillation
results. This observation provides further support for our hy-
pothesis of a screening effect arising from the topological
surface state.

7. Strain-dependent band structure

Figure 12 presents band structure changes with full-cycle
piezo actuator movements (0 V-compress-tensile-compress).
It demonstrates not only apparent changes in band structure
with the applied uniaxial stress but also reproducible results.

From these data points, we identify a phase transition oc-
curring within the range of 0-0.2% compressive stress, based
on the band structure changes approximately 1 eV below the
Fermi energy. Considering the DFT level happens at ~1.6%
tensile strain (a. ~ 4.016 A), then the relative error in the
critical lattice constant is ~1.26%, or an absolute error of
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FIG. 15. Detailed analysis of ARPES data. (a) Band structure of unstrained sample 2 along the I'-Y direction. Black dashed lines
mark the binning range for the momentum distribution curve (MDC) fitting. Red dashed lines indicate the binning range for the energy
distribution curve (EDC) fitting. The magenta rectangular box shows the area where the averaged background is obtained. (b) Average
amplitudes of bands based on the MDC and EDC fitting in the marked range shown in panel (a). (c) Normalized background signal over
amplitudes of bands. The amplitudes are based on panel (b). (d) Full width half maximum (FWHM) of MDC peak at 0.27 eV below the

Fermi energy.

~0.05 A. A’ 5 pm error is quite reasonable at the DFT level,
and a 1.26% relative error is well within the error margin for
the exchange-correlation functional we used.

8. Comparison between ARPES and IGF calculations

Figures 13(a)-13(c) and 13(g)-13(i) show constant energy
contour plots of HfTes under compressive strain (sam-
ple 2). Corresponding IGF calculations are also plotted in
Figs. 13(d)-13(f) and 13(j)-13(1). The binding energies of
each plot, Figs. 13(a)-13(1), are marked in Figs. 13(m) and
13(n). Comparing ARPES and IGF calculations, we find that
sample 2 with compressive strain (or unstrained sample 1)
is very close to but not exactly the same as the equilibrium
IGF calculation results. First of all, the chemical potential is
shifted about 150 meV downward in ARPES data compared
to the IGF calculations. More specifically, the Fermi surface
from ARPES measurement is composed of dots which are
the residual intensities from the top of the hole bands below
Er [Fig. 13(a)]. However, Er crosses the hole bands in the
IGF calculation. As a result, the astroid shape of the Fermi
surface is observed in the IGF calculations [Fig. 13(d)]. The
astroids become more clear at higher binding energies in
both ARPES and IGF calculation results [Figs. 13(b), 13(c),
and 13(d)-13(f)]. ARPES results at the binding energies of
250 and 500 meV are very similar to the IGF calculation
results at 100 and 300 meV, respectively. This means 150—

TABLE III. Bond lengths in A as shown in Fig. 2(a), for struc-
tures with different Te vacancies and strain.

Structure A B C

2% Compressive 3.876 7.547 7.337
Equilibrium 3.953 7.545 7.327
2% Tensile 4.034 7.554 7.311
Te-1 Vacancy 3.927 7.555 7.299
Te-2 Vacancy 3.956 7.568 7.322
Te-3 Vacancy 3.958 7.561 7.302

200 meV band shifts in ARPES data. Second, the spacing
between two surface bands, «, and B, gets larger with tensile
strain in the IGF calculations [see Figs. 5(d)-5(f)]. In fact, the
spacing between the surface bands in compressed sample 2
and unstrained sample 1 is slightly larger than that of the IGF
calculation at equilibrium, which means the samples at those
conditions are slightly stretched.

9. Linear band crossings away from high symmetry points

The astroids shown in Fig. 13 start to cross at Eg =
500 meV. Crossing points are marked with red dashed lines
in Figs. 13(c) and 13(g)-13(i). With larger binding energy,
the points move outwards in the k, direction. Interestingly,
the crossing points of the steroids marked in Fig. 13 with
red dashed lines correspond to linear crossing in the band
structure as shown in Fig. 14.

10. Effect of strain on the topological phase of gap (I)

Table II shows the topological invariants and classification
of gap (I) in HfTes at different levels of strain. The topological
phase transition between the STI and WTI phases happens
between 1.5% and 1.75% tensile strain. See the methods sec-
tion for details of the calculation.

We note that the DFT calculations underestimate a by
0.43% compared to the value of a = 3.97 A) measured in
our samples (see Methods). However, since DFT is a zero-
kelvin, ground state theory, our calculations do not account
for finite-temperature effects such as lattice expansion, and
our a lattice constant is within 0.27% of the measured value
at 10 K (a = 3.964 A) [37]. Since DFT typically has errors of
1%-2% in the lattice constant [50,51], a direct comparison
of the strain values with experiment is not well motivated.
However, by selecting a range of strains, we can observe the
trends in behaviors, and suggest the evolution of the phase
diagram with strain, even if the exact value does not coincide
with that measured in experiment.
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11. Effect of vacancies and strain on bond lengths

The structural changes are quantified by comparing the
Hf-Hf nearest-neighbor distances in the A, B, and C directions
as indicated on the crystal structure in Fig. 2(a) with the
values for the stoichiometric case. For each calculation, one
Te vacancy was included in a 2x2x?2 super cell comprising
16 formula units of HfTes resulting in a 1.25% defect density.
The results are tabulated in Table III and plotted in Fig. 2(d).

12. Detailed analysis of ARPES data at different strains

Figures 15(b) and 15(c) indicate a decrease in the am-
plitude of the bands and an increase of background noise
with tensile strain in HfTes. Additionally, in Fig. 15(d), the
linewidth of peaks broadens with the application of tensile
stress. However, it is not clear whether a sharp transition
occurs within the 0—0.2% compressive strain range, as the
data are somewhat scattered.
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