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Vertex corrections to conductivity in the Holstein model: A numerical-analytical study
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The optical-conductivity profile carries information on electronic dynamics in interacting quantum many-body
systems. Its computation is a formidable task that is usually approached by invoking the single-particle (bubble)
approximation and neglecting vertex corrections, the importance of which remains elusive even in model
Hamiltonian calculations. Here, we combine analytical arguments with our recent breakthroughs in numerically
exact and approximate calculations of finite-temperature real-time correlation functions to thoroughly assess the
importance of vertex corrections in the one-dimensional Holstein polaron model. We find, both analytically
and numerically, vanishing vertex corrections to optical conductivity in the limits of zero electron-phonon
interaction, zero electronic bandwidth, and infinite temperature. Furthermore, our numerical results show that
vertex corrections to the electron mobility also vanish in many parameter regimes between these limits. In some
of these cases, the vertex corrections still introduce important qualitative changes to the optical-conductivity
profile in comparison to the bubble approximation even though the self-energy remains approximately local.
We trace these changes back to the bubble approximation not fully capturing a time-limited slowdown of the
electron on intermediate timescales between ballistic and diffusive transport. We find that the vertex corrections
are overall most pronounced for intermediate electron-phonon interaction and may increase or decrease the

bubble-approximation mobility depending on the values of the model parameters.

DOLI: 10.1103/PhysRevB.109.214312

I. INTRODUCTION

Charge carrier transport in semiconducting materials is the
key physical process behind the operation of many semi-
conductor electronic and optoelectronic devices [1,2]. Under
typical operating conditions, the carrier density is low, and
their transport is limited by the interaction with phonons
[3,4]. Quantifying the ability of a carrier to cover long dis-
tances, phonon-limited electron (dc) mobility is the primary
factor determining device performance. On the other hand,
the frequency profile of the dynamical (ac) mobility, which
is proportional to the optical conductivity, carries information
on charge dynamics on various time and length scales, thus
providing fundamental insights into the mechanisms of carrier
transport [5—7]. While the dc and ac mobility are nowadays
experimentally accessible [5], reliable theoretical results for
these quantities are rather scarce.

Within the linear-response theory [8], transport properties
are encoded in the two-particle current-current correlation
function, which is, however, seldom calculated exactly. One
usually calculates it in the so-called independent-particle
(single-particle or bubble) approximation [9,10], which ex-
presses it entirely in terms of single-particle quantities (the
so-called bubble term), and neglects two-particle correlations
(commonly referred to as vertex corrections). The bubble term
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is, in principle, much easier to evaluate than the vertex correc-
tions, and the bubble approximation is commonly employed
both in first-principles studies of transport properties [9,11,12]
and in many model Hamiltonian calculations [13-17].

Understanding how the vertex corrections influence trans-
port properties is an arduous task whose solution has been
attempted in just a few instances. Historically, the first in-
stance is impurity scattering in metals, where the Green’s
functions in the Born approximation are used for the cal-
culation of the ladder diagrams, whose contribution to the
dc conductivity is comparable to the bubble term [10,18].
These diagrams are responsible for the dominant contribu-
tion to dc resistivity from the large-angle scattering within
the semiclassical Boltzmann approach in the presence of di-
luted impurities. Another well-studied case is the disorder
scattering in two dimensions, where the maximally crossed
diagrams give a divergent contribution to resistivity at low
temperatures even in the presence of weak disorder [19,20].
Concerning the electron-phonon models, the contribution of
vertex corrections to conductivity [21-25] has been studied so
far only for weak interaction. In classic papers from the 1960s,
vertex corrections to conductivity stemming from scattering
on acoustic phonons were calculated by summing the ladder
diagrams [25]. Within the Frohlich model, vertex corrections
originating from scattering on optical phonons were shown
to be negligible at low temperatures and for weak electron-
phonon coupling [24,25]. It is a challenge to determine the
importance of vertex corrections outside the weak-coupling
limit, and, to the best of our knowledge, this has not been done
before either for the Frohlich model or the Holstein model, on
which we focus in this study.
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Transport properties of interacting electron-phonon models
have been commonly studied either by approximately calcu-
lating the current-current correlation function [26-34] or by
starting from (possibly approximate) single-particle spectral
functions [15,17,35-39] and using the bubble approximation
[13-17]. However, elucidating the role of vertex corrections
requires genuine numerically exact approaches that provide
results on both single-particle and two-particle correlation
functions at finite temperatures. While imaginary-axis quan-
tum Monte Carlo (QMC) approaches are formulated directly
in the thermodynamic limit [40—43], the uncertainties associ-
ated with the procedure of numerical analytical continuation
[44-48] cast doubts on the reliability of real-axis results thus
obtained. It is therefore of paramount importance that nu-
merically exact methods used to study vertex corrections be
formulated directly on the real-time or real-frequency axis
[49]. Calculations of the dc mobility are particularly chal-
lenging for such methods because of finite-size effects (e.g.,
Lanczos diagonalization-based methods [50-52]) or maxi-
mum simulation time that is not sufficiently long to fully
capture the carrier’s diffusive motion (e.g., real-time QMC
[53] or density matrix renormalization group [54,55]).

There have been three very recent advances that facilitate
our present study. First, we developed the numerically exact
momentum-space hierarchical equations of motion (HEOM)
method for calculating both single- and two-particle corre-
lation functions [56,57]. This method provides dc mobilities
whose uncertainties due to finite-size effects are controllable
and can be suppressed in a wide range of model parame-
ters. Second, we developed the real-axis path integral QMC
method, which can provide a real-time current-current cor-
relation function for weak and intermediate electron-phonon
coupling at elevated temperatures [53,56]. For lower temper-
atures or stronger coupling, valuable information can still be
obtained for short time correlations, before the sign problem
sets in. Finally, we also have at our disposal the dynamical
mean-field theory (DMFT), a computationally inexpensive
method producing close-to-exact results for the spectral func-
tions of the Holstein polaron in the thermodynamic limit, even
in one dimension, in the whole parameter space [39]. This can
be used for reliable calculations of conductivity without vertex
corrections, as all the results to be presented demonstrate
that the DMFT ac mobility practically coincides with the one
calculated in the bubble approximation within the HEOM
method.

In this study, we first develop analytical arguments demon-
strating that the vertex corrections vanish in the limits of
vanishing electron-phonon interaction, vanishing electronic
bandwidth (the atomic limit), and infinite temperature. We
then proceed to numerically analyze their importance in pa-
rameter regimes between these limits for three values of
phonon energy (intermediate, low, and high with respect to the
bare electron’s kinetic energy) and at temperatures that are not
too low for HEOM (to minimize finite-size effects) and QMC
(to avoid severe sign problem) calculations. For intermediate
phonon frequency and moderate electron-phonon coupling,
the numerically exact dynamical mobility assumes a two-peak
structure: the Drude-like peak is accompanied by another
peak at finite frequency. At higher temperatures, this peak is
centered away from wy, and it can be ascribed to a temporally

limited slowdown of the carrier during the crossover between
the ballistic and diffusive transport regimes. This slowdown
is not fully captured by the bubble approximation, and the
corresponding dynamical-mobility profile features only the
Drude-like peak. On the other hand, at low temperatures,
the finite-frequency peak is positioned exactly at wy, and it
is recovered also within the bubble approximation because
it corresponds to the optical transitions between the quasi-
particle and the satellite peaks in a single-particle spectral
function. In all these cases, the numerically exact dc mobility
is somewhat larger than that in the bubble approximation. For
low phonon frequency and moderate interaction, we find that
the dynamical-mobility profile bears qualitative similarities
to that for intermediate phonon frequency. Interestingly, the
peak at zero frequency persists, and the numerically exact dc
mobility is somewhat smaller than, yet comparable to, the one
in the bubble approximation. Only as wy is further decreased is
the dc mobility expected to decrease to the values much below
the bubble-approximation result. For high phonon frequency,
available HEOM results do not indicate a large discrepancy in
comparison to DMFT.

The paper is structured as follows. Section II provides
an overview of the Holstein model and methods we use to
study its transport properties. Section III exposes the readers
to the analytical results and illustrative numerical examples
demonstrating vanishing vertex corrections in the above-listed
limiting cases. The in-depth analytical arguments are deferred
to Appendixes B—D. We analyze our numerical results and
present our main findings on the importance of vertex correc-
tions in Sec. IV. Section V summarizes our results.

II. MODEL AND METHODS
A. Formalism: Holstein model and its transport properties

We examine the Holstein model on a one-dimensional (1D)
lattice composed of N sites with periodic boundary condi-
tions. In momentum space, its Hamiltonian reads

H = H. + Hph + Hepn

= Z 8kc,ick + wyp Zb;bq + % Z c,chk(bq + biq).
k q kq
()

The electronic and phononic wave numbers k and g may
assume any of the N allowed values 2wn/N (n is an integer)
in the first Brillouin zone (—m, ]. The free-electron Hamil-
tonian H. describes electrons in a band whose dispersion
&r = —2ty cos k originates from the nearest-neighbor hopping
of amplitude #y. The operator cz (cr) creates (annihilates) an
electron in the state with wave number k. The free-phonon
Hamiltonian Hp;, describes dispersionless optical phonons of
frequency g, with b(’; (by) creating (annihilating) a phonon
of momentum g. The interaction term H,.,, is characterized
by its strength g. In the following, we set the lattice constant
ay, the elementary charge e, and the physical constants 7 and
kg to unity. As a convenient measure of the electron-phonon
interaction strength, we use the dimensionless parameter
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We consider the dynamics of a single spinless electron in
the band, which is determined by the current-current correla-
tion function (normalized to the electron number)

(j()j0)k
Cij(t) = ———. 3)
(Ne>l(
In Eq. 3), N, = Zk chk denotes the electron-number op-
erator, and the expectation values are evaluated in the
grand-canonical ensemble defined by temperature T = g~!
and chemical potential ug (K = H — upNe),

Ay — Tr{Ae #K} 4
Ak = =~ “
The current operator reads
j=Y jkcic, 5)
k
with
Jk = —2tp sink. (6)

We assume that ug lies far below the bottom of the band
(formally, up — —00), i.e., the electron density is low. A
reasoning analogous to that in Refs. [37,39,58] shows that
the dominant contributions to the expectation values entering
Eq. (3) as ugp — —oo read

Trle{eiHlje—thje—ﬁH}
Zoh

VA
Ne)g = efr'r ——, 8
(Ne)k = e th (®)

(j)j0)g = ePrr

, @)

where Zy, = Trpn, e P denotes the free-phonon partition
sum, the trace Tr. is taken over states containing a single
electron (and an arbitrary number of phonons), while

Z = Trice PH )

is the corresponding partition sum. Equation (3) is then recast
as
L Trye{e™ je " je~PH)
Cjj) = (j®)j(O)u1 = Z . (10)
The real part of the frequency-dependent mobility (for w # 0)
is [10]

+00

1 —e P
Rep(w) = —"—

and the corresponding dc mobility is

dt &' Cj(1), (11)

o]

1 +00
Hde = 7\/0 dt Re ij(l‘)

+00
_ _2/ di 1 Im C;;(0). (12)
0

While the dynamical-mobility profile encodes information on
carrier dynamics on all time and length scales, a more intuitive
understanding of carrier transport can be gained from the
evolution of the carrier’s spread,

Ax(t) = Ix(0) = xOP) 1. (13)

where x is the carrier position operator. The growth rate of the
spread is determined by the time-dependent diffusion constant

1d !
D(t) = zE[Ax(t)]z =/0 dsRe Cj;(s), (14)

which varies from 0 at short times to its long-time limit
Do, for which the Einstein relation Dy, = pg.T holds. The
carrier’s dynamics then changes from short-time ballistic dy-
namics, when Ax(z) o ¢, to long-time diffusive dynamics,
when Ax(t) o« +/7.

B. Single-particle (bubble) approximation

C;j(t) is a four-point (two-particle) correlation function,
which can be expressed as [combine Eqgs. (3) and (5)]

S wr Jwdilel (Oer (e (0)er (0))k
(Ne>K '

Its evaluation in the most general many-body setup is a
formidable task. This remains true even when we limit our-
selves to a single electron in the system [Eq. (10)], which
represents an important case that has been successfully solved
only very recently using the HEOM formalism [57,59].

Quite generally [60], the two-particle correlation function
in Eq. (15) can be formally decomposed into the sum of
products of two single-particle correlation functions plus a
remainder containing genuine two-particle correlations (de-
noted as A»):

5)

Cjj) =

1 +
Cjjt) = ook %} Jidil(el er )k (] (0)er (0))k

+ i) (Der () g (cx (et (0))k
+ Aallcf (e (el (0)cr (0)) k1) (16)

The Kronecker § in the second term on the right-hand side
of Eq. (16) comes from momentum conservation. The first
term on the right-hand side of Eq. (16) is O(ef#¥), and is
thus negligible in the up — —oo limit with respect to the
remaining two terms, which are both O(1). The single-particle
(or bubble) approximation additionally neglects the A, term,
so that the current-current correlation function in this approx-
imation reads

1

bbl N
C.i.i () = (Ne)k

Y RGT Uk HG k). (1)
k

Here, the greater and lesser single-particle Green’s functions
read

G (k, 1) = —i{cx(t)c (0))k

T Ak o)

__,/_OO doe D200 ay)
G=(k, 1) = i{c) (0)cr(t))k

T Ak @)

The first equalities in Eqgs. (18) and (19) are the textbook
definitions, while the second equalities use the fluctuation-
dissipation theorem [18] to express G/< in terms of the
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spectral function A(k, w), which is normalized so that
f_Jr;G dw Ak, w) = 1. In the limit ug — —00, we can ensure
that the spectral weight occurs at finite frequencies by defining
Ak, w) = A(k, ® — ur); see the supplemental material of
Ref. [39]. Equations (18) and (19) then become (we exploit
UF — —00)

G7(k,t) = —ie'¥! /

T 4
dw e e PAk, w). (21)

+00

dw e Ak, w), (20)

G<(k,t) = jePHE piltrt f
Remembering that (Ne)x = —i >, G=(k,t =0), and per-
forming the Fourier transformation of Eq. (17), we obtain the
well-known results [10,13,17] for the dynamical mobility,

1 —efo
Re 1™ (w) =4t}

S sin?k [T dv e Ak, 0 + VA, v)
X
> fj;o dv e P Ak, v)

(22)
and the dc mobility
L 41l D sinzkf_":;o dv e P Ak, v)? o3
ae T Y fj;o dv e PvA(k, v)

in the bubble approximation. The computation of transport
properties in the bubble approximation thus reduces to the
computation of the carrier’s spectral function A(k, w).

C. Hierarchical equations of motion

The HEOM method is a numerically exact density-matrix
technique providing access to the dynamics of the system of
interest (here, electrons) that is linearly coupled to a collection
of harmonic oscillators (here, phonons) [61,62]. The method
has been recently extended to computations of various real-
time finite-temperature correlation functions of the operators
acting on the system of interest [31,59,63—65]. The method is
ultimately based on the formally exact results of the Feynman-
Vernon influence functional theory [66] (though the details
do depend on the correlation function). In Appendix A, we
summarize such formally exact results for the current-current
correlation function [Eq. (10)] [57] and the Green’s function
[Egs. (20) and (21)] [56] of the Holstein model. These re-
sults can serve as a convenient starting point for analytical
studies in various limits; see Sec. III. The actual computa-
tions are, however, performed numerically by recasting the
formally exact result as a hierarchy of dynamical equations for
the correlation function we consider (the hierarchy root) and
auxiliary quantities needed to fully take the interactions into
account (deeper hierarchy layers). The hierarchy is, in princi-
ple, infinite, and it has to be truncated at a certain maximum
depth D.

The applications of the HEOM method to the Holstein
model featuring a single oscillator per site [67] have been
hindered by the numerical instabilities of the truncated hier-
archy [68,69], which ultimately stem from the finite number
of oscillators on a finite lattice. Within our recently developed
momentum-space HEOM [56], we have resolved this issue

in a wide range of the model’s parameter space by devising
a physically motivated hierarchy closing [57]. At the same
time, we have lowered the computational requirements with
respect to the commonly used real-space HEOM by exploit-
ing the model’s translational symmetry. We summarize the
momentum-space HEOM for the current-current correlation
function [Eq. (10)] [57] and the Green’s function [Eqs. (20)
and (21)] [56] in Sec. SI of Ref. [70].

Numerical uncertainties in HEOM results can be due to
the finite chain length N, finite maximum depth D, and fi-
nite maximum propagation time f,,x. We found [57] that
finite-size effects can be controlled by following the relative
accuracy with which the optical sum rule ff;o dwRe p(w) =
—m(H.)y is satisfied. We concluded [57] that the con-
vergence with respect to D can be enhanced by taking
the arithmetic average of HEOM results for two consecu-
tive depths D — 1 and D (provided that D is sufficiently
large, so that the relative accuracies with which the opti-
cal sum rule is satisfied at the two depths almost coincide).
The time f,,x should be sufficiently long, so that the
integrals 7! 0’”‘“ dsRe Cjj(s) and —2 fé"‘“ ds sIm Cj;(s),
whose fnax — 00 limit defines ug. [Eq. (12)], have entered
into saturation as a function of f#y,.x. In practice, we always
choose N, D, and t,,,,x that are sufficiently large so that (i) the
optical sum rule is satisfied with relative accuracy < 1074, and
(i) the relative difference between the values of (4. obtained
using the two expressions in Eq. (12) is < 0.1. Based on (ii),
we estimate that the relative uncertainty of HEOM results for
the dc mobility is < 10%.

For stronger g or at higher T', we generally need smaller N,
shorter #,,x, and larger D. However, it is difficult to give an a
priori estimate of N, D, and #,,,,x based on the values of model
parameters. As an illustration, we typically use N ~ 100, D =
2 — 3, and wotmax 2 500 for small gand T, N ~ 10,D ~ 7,
and wotmax =~ 300 at intermediate g and 7, and N < 7,D >
12, and wotmax < 100 for large g and T. The HEOM results to

~

be presented are publicly available as a data set [71].

D. Real-time quantum Monte Carlo

We also employ path-integral QMC to evaluate the numeri-
cally exact current-current correlation function C;;(t), and the
same quantity within the bubble approximation C?(z). This
method can produce reliable results for imaginary times and
for real times that are not too long. For longer real times, the
statistical error of the Monte Carlo procedure becomes very
large due to the dynamical sign problem, and the results could
not be obtained. The results obtained using QMC are used
to cross-check the results obtained using HEOM, for model
parameters and times when both methods give results, as well
as to complement HEOM results for some cases in which the
results could not be obtained using HEOM.

The path-integral QMC method used in this work is in
many aspects the same as the methods that we employed in
Refs. [53,56]. It is based on a path-integral representation of
the correlation function, where the Suzuki-Trotter expansion
is used to decompose the (real- or imaginary-time) evolution
operator (¢I" or e7PH) into evolution operators over small
time intervals. Unlike in Ref. [53], where the decomposition
is performed to the operators e #H, ¢f' and e~  here we
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apply it to the operators e~ ¥~ and ¢~*!  which allows
us to perform either real- or imaginary-time calculations us-
ing the same computational code. As in Ref. [53], in the
path-integral representation, we make use of either the mo-
mentum or site representation for electronic single-particle
states. An appropriate choice of the representation reduces
the sign problem and enables the calculations for longer real
time. For weaker electron-phonon interaction, the momentum
representation of electronic states is more convenient in that
respect, while the site representation is more convenient for
stronger electron-phonon interaction.

We use QMC to calculate the quantities C;;(¢) [as defined
in Eq. (3)], G” (k,t) [as defined in Eq. (18)], G=<(k,t) [see
Eq. (19)], and (N.)k [see Eq. (8)]. With these quantities at

hand, we can then also evaluate Cjt-’}’l (t) using Eq. (17).

E. Dynamical mean-field theory

The DMFT is an approximate yet nonperturbative method
that can treat the models with local interactions [72]. The
DMEFT establishes a mapping between the lattice problem and
the impurity problem, supplemented with a self-consistency
condition. For the Holstein model, the polaron impurity
model can be efficiently solved in a form of the contin-
ued fraction expansion [35]. While this mapping is exact in
the infinite-dimensional limit, it remains applicable in the
finite-dimensional case as well, yielding approximate results
characterized by momentum-independent self-energy. It was
recently shown that this method yields remarkably accurate
single-particle properties of the Holstein polaron, regardless
of the dimensionality of the system, while demanding min-
imal computational resources [39]. Therefore, it can also be
used for the calculation of the optical conductivity within the
bubble approximation.

III. ANALYTICAL INSIGHTS INTO THE LIMITS WITH
VANISHING VERTEX CORRECTIONS

Using different analytical arguments, this section identi-
fies the limits in which vertex corrections to conductivity
vanish. The main analytical results accompanied with nu-
merical examples are briefly summarized in Secs. III A-III C,
while the corresponding technical details are provided in
Appendixes B-D.

A. Limit of vanishing electron-phonon interaction (g — 0)

In Appendix B, we first demonstrate that the lowest-order
terms in the expansions of C;;(t) [Eq. (10)] and C}?]t’l(t)
[Eq. (17)] in powers of small g are identical. We then use these
terms to partially resum the perturbation series for C;l;bl)(t)
in the g — 0 limit by employing the second-order cumu-
lant expansion approach [17,37,73], which becomes exact
in this limit. The final expressions needed to evaluate the
weak-coupling second-order cumulant result are provided in
Egs. (B17) and (B19)—(B23).

Figures 1(a) and 1(b) present a numerical example sup-
porting our analytical conclusion that the vertex corrections
vanish in the g — O limit. We compare C;;(t) computed
using HEOM, DMFT (in the thermodynamic limit), and
the weak-coupling second-order cumulant expansion (label

1.5 T ‘ T T | T T
[ LINLJLL AL B L B B R B L :
—_— HEOM i
0.2 == DMFT (N - 0) | 1
.ok b N DMFET (N =160) {
S i 0.1 |
[} - i
& 05 .
I 001....|....|....1.... a
i TI000 150 200 250 300 1
i | (a) |
0.0y 200 100 500
0.00f : , : : .
- T -
i 60 HEOM 1]
—0.01H DMFT (N — 00) i
= I 3 40 wel + CE, - 7
= I =4 1]
Q
z ] Fo fo=w=T=14"]
= I A=1/100] |
0 0.1 0.6
| w i
—0.03) | | (b)]
0 200 . 400 600

FIG. 1. Time dependence of the (a) real and (b) imaginary part
of C;j; computed using HEOM (solid line), DMFT (dashed line), and
Eqgs. (B17) and (B19) (dash-dotted line, label “wcl + CE,”). HEOM
computations use N = 160 and D = 2, wcl + CE, computations use
N = 1009, whereas the DMFT results are in the thermodynamic
limit (N — o0). The inset of panel (b) shows the dynamical mobility
obtained using the above approaches. The inset of panel (a) com-
pares the DMFT result for N — oo with the HEOM and finite-chain
DMFT results, both of which use N = 160. The model parameters
arety =1, wp=1, A=1/100,and T = 1.

“wcl 4+ CE,,” obtained on a long but finite chain). While the
dynamics predicted by the cumulant method almost perfectly
agrees with the DMFT result, a small hump in the HEOM
result for Re C;;(t) appearing around #o¢ ~ 150 suggests that
it exhibits weak finite-size effects. This is further corroborated
by the inset of Fig. 1(a), which shows that HEOM and DMFT
results on a finite chain (as implemented in Ref. [39]) ex-
hibit qualitatively (and also quantitatively) similar deviations
from the infinite-chain DMFT result for 150 < tyt < 200. The
HEOM, DMFT (N — o0), and cumulant dynamical-mobility
profiles virtually coincide and assume a Drude-like shape; see
the inset of Fig. 1(b).

B. Limit of vanishing electronic coupling (¢, — 0)

One can demonstrate that the vertex corrections vanish
in the limit ) — O by establishing the equality of the first
nonzero terms in expansions of C;;(¢) and C}’}’l (t) in powers
of small fy. Since the current operator itself is linear in #,
[Egs. (5) and (6)], the lowest-order term in expansions of both
Cjj(t) and C}}' (1) as to — 0 is of the order of 73. As a starting
point, one can again take the formally exact expressions from
which the HEOM are derived (Appendix A), in which all
operators e %M (0w = B, +it) are replaced by the unit operator.
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The procedure summarized in Sec. SII of Ref. [70] leads to
[npn = (P — 1)

Cjj() =C¥)

A 23 exp { - 2%[(2% +1)
0

— (npn + De™™" — nphe"‘””’]}. (24)

While this proves that the vertex corrections vanish in the
limit o — 0, the expression in Eq. (24) is periodic in real
time with period 27 /wy. Thus, the current-current correlation
function does not decay to zero as real time goes to infinity.
Hence, one would obtain infinite dc mobility by integrating
Eq. (24) over t. This issue has been recognized in the literature
[74-77]. To circumvent it, we find it convenient to perform
the polaronic (Lang-Firsov) unitary transformation [78] of the
Holstein Hamiltonian and evaluate the current-current correla-
tion function in the #y — 0 limit in the polaronic frame. Using
the Matsubara Green’s function formalism [10], we eventually
obtain an expression for C;;(¢) that decays as t ~* at long times
t, which is sufficiently fast to render the time integral of C;; (),
and thus the dc mobility, finite. While we defer all the details
to Appendix C, here we only present the final result for the
current-current correlation function,

Cjj(t) =C(1)

~ 02 B L[=2(B — it)/colJ1(21./co)
C1(B — i)/ L(=2B)

X exp { -2 g [2npn + 1 — (mpn + e ™'

o
- npheiw()[] } ) (25)

where ¢ is defined in Eq. (C35), while /; (J;) is the (modified)
Bessel function of the first kind of order 1.

In Figs. 2(a)-2(c) we present a numerical example that
supports our analytical proof that vertex corrections vanish
in the limit 1o — 0. We present ReC;;(t) for g =1, wp =1,
T = 1, and different values of # calculated using QMC, QMC
within the bubble approximation, and using the analytical
formula given in Eq. (25). The results clearly demonstrate
that the analytical formula and the bubble-approximation re-
sults converge towards numerically exact QMC results as fy
decreases towards zero.

C. Limit of infinite temperature (8 — 0)

In the limit of infinite temperature, it is permissible to
treat phonons as classical harmonic oscillators. Furthermore,
at sufficiently high temperatures, single-particle correlation
functions become local (Fig. 3 provides illustrative examples),
and their dynamics becomes primarily determined by local
(on-site) processes. In Appendix D, we derive that the exact
and bubble-approximation correlation functions are identical
in the 8 — O limit:

ij(t) — C;Jjbl (t) ~ 2f§€_02[2_i02ﬁt. (26)

20k~ T T
t QMmC
—— QMC bubble

—v— analytic

1.5

1.0

Re Cj;(1)

.....

0.0

06 T T T T T T T T T T T T T T T T

0.4

Re Cj;(t)
(e}
DO

0.02 -
= 0 to=0.1 |
S 0.01F -
o oot _
=R :
0.00F
C v v by I(C‘) ]

0 1 2 3

t

FIG. 2. (a)-(c) Real part of the real-time current-current corre-
lation function for the Holstein model for different values of the
parameter 7. Other parameters are set to g=1, wo=1, T = 1.
The results labeled as “QMC” were obtained using QMC simu-
lations, the results labeled as “bubble QMC” were obtained from
QMC simulations within the bubble approximation, while the results
labeled as “analytic” were obtained using Eq. (25).

Here,

o? = g coth(Bwy/2) ~ 2¢*/(Bw) 27)

is the variance of the thermal fluctuations in the on-site energy
H,

e = g(b" + b) evaluated in the equilibrium state "’thh of free
phonons.

We support these analytical results with a numerical
example, obtained from QMC simulations, presented in
Figs. 3(al)-3(c2). The results presented in Figs. 3(al)-3(cl)
show that the bubble-approximation result and the analytical
result given by Eq. (26) converge towards the numerically
exact result as T increases. In Figs. 3(a2)-3(c2) we present
the absolute value of the quantity s,,,(#) = (c,(¢ )cfn) x> Where
Cn (cjn) is the annihilation (creation) operator for an electron at
site n (m). This quantity was obtained from Fourier transform

to real space of the quantity G~ (k, t) [see Eq. (18)] and can be
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FIG. 3. (al)—(cl) Real part of the real-time current-current cor-
relation function for the Holstein model for different values of the
temperature 7. Other parameters are setto g=1, wy =1, fp = 1.
The results labeled as “QMC” were obtained using QMC simu-
lations, the results labeled as “QMC bubble” were obtained from
QMC simulations within the bubble approximation, while the results
labeled as “analytic” were obtained using Eq. (26). (a2)—(c2) Time
dependence of the absolute value of the quantity s,,,(¢) (defined in
the text) that describes correlations between annihilation and creation
operators at lattice sites n and m. The results are presented for the
same model parameters as in (al)—(cl).

used as a measure of spatial correlations in the system. It can
be seen from Figs. 3(a2)-3(c2) that at higher temperatures, the
spatial correlations for n — m # 0 become smaller and even-
tually practically negligible. This confirms the assumption of
locality of the correlations used in our analytical derivation.
One should nevertheless note that unrealistically high tem-
peratures (which would be certainly above the melting point
in a real material) are needed for full vanishing of spatial
correlations.

IV. IMPORTANCE OF VERTEX CORRECTIONS:
ANALYSIS OF NUMERICAL RESULTS

Having identified the limiting cases in which the ver-
tex corrections vanish, here we combine numerical results
emerging from different methods at our disposal to an-
alyze the importance of vertex corrections in parameter
regimes between these limits. A detailed summary of the
parameter regimes examined is provided in Table S1 of
Ref. [70].

The numerically exact dynamics on short time scales can
be computed using QMC in essentially any parameter regime.
On the other hand, the crossover from the short-time ballistic
to the long-time diffusive dynamics, and thus the dynamical-
mobility profile down to w = 0, can be captured using the
HEOM method, which in practice works best when the

hierarchy closing strategy developed in Ref. [57] is effective.
This is the case for not too strong interaction (A < 1), at
moderate temperatures (1 < T'/fy < 10), and for wy/fy < 2.
The results of the two numerically exact methods (HEOM
and QMC) will be compared to the results stemming from
the bubble approximation, which, in principle, needs nu-
merically exact single-particle properties. While these are
available from appropriate HEOM-method computations [56],
we have recently demonstrated that the DMFT, which is
formulated directly in the thermodynamic limit, provides
close-to-exact single-particle properties of the Holstein model
in the whole parameter space at a much smaller computational
cost [39]. The very good agreement between HEOM and
DMFT spectral functions translates into the very good agree-
ment between the current-current correlation functions and
dynamical-mobility profiles computed using HEOM (within
bubble approximation) and DMFT, as shown in Figs. 4(a)—
4(c) for different phonon frequencies wy. We have checked
that a similar level of agreement persists for all parameters
where HEOM bubble computations are performed. We thus
conclude that the DMFT results can be practically taken as
the exact bubble-approximation results, which are available in
the whole parameter space.

A. Comparison of typical features of numerically exact and
bubble-approximation results in time and frequency domains

In Figs. 5(al)-5(c3) we compare the numerically exact and
bubble-approximation dynamics of Re Cj;, the carrier spread
Ax, and the diffusion constant D, as well as the correspond-
ing dynamical-mobility profiles. We perform the comparison
in three representative cases spanning the range from slow-
phonon [wy/fy = 1/3 in (bl)—(b3)] to intermediate-phonon
[wo/ty = 1 in (al)—(a3)] and fast-phonon [wy/ty = 3 in (c1)-
(c3)] regimes. We choose the intermediate electron-phonon
interaction (A = 1/2), which unveils the most commonly
observed differences between the numerically exact and
bubble-approximation results. Figures S1-S3 of Ref. [70]
summarize similar comparisons in other parameter regimes
examined (see also Table S1).

In Appendix A, we prove that the exact and bubble-
approximation current-current correlation functions are iden-
tical at # = 0 in all parameter regimes. Figures 5(al)-5(cl)
additionally demonstrate that their short-time dynamics are
also identical. The very good agreement between the two
dynamics persists beyond the very initial time scales, when
the dynamics is ballistic so that C;j pai () = C;;(0), Axpa(t) =
VC;j(0)t, and Dyy(t) = C;;(0)t. Figures 5(a2)-5(c2) suggest
that the numerically exact and bubble-approximation dynam-
ics closely follow one another as long as Ax(¢) < 1, i.e., the
carrier spread is smaller than the lattice constant. In parameter
regimes analyzed in Fig. 5, the agreement is good for zpt < 1,
which is the timescale characteristic for the transfer of a free
electron between neighboring sites. This translates into the
very good agreement between the two dynamical-mobility
profiles in the high-frequency region w/ty 2 27; see the insets
of Figs. 5(al)-5(cl).

On intermediate time scales, the numerically exact results
in Figs. 5(a) and 5(b) predict a time-limited slowdown of
the carrier [negative values of Re C;;(t), decrease of D(t)]
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FIG. 4. Time dependence of Re C;; computed within the bubble approximation using numerically exact HEOM spectral functions (solid
blue lines) and approximate DMFT spectral functions (dashed brown lines) forfp = 1 and (a) wp =1, T =1; (b) wo =1/3,T = 1; (c) wp =
3, T = 5. The electron-phonon interaction strength in all three panels is A = 1/2. The insets display the corresponding dynamical-mobility
profiles computed within the bubble approximation using HEOM and DMFT spectral functions. HEOM spectral functions are computed using

@N=10,D=6;(b)N =10,D=8;and (c)N =7,D = 12.

that is followed by a steady increase in the diffusion con-
stant until it saturates to its long-time limit. On the other
hand, in the regimes analyzed here, the results in the bub-
ble approximation do not display any transient slowdown
of the carrier, and the diffusion constant is a monotonically
increasing function of time. As a consequence, the dynamical-

Drude-like peak centered at w = 0 (qualitatively similar to
that in the g — O limit analyzed in Sec. III A), while the
numerically exact dynamical-mobility profile additionally de-
velops a finite-frequency peak. In the regimes analyzed here,
the numerically exact dynamical-mobility profile still has
a local maximum at w = 0. Namely, rewriting Eq. (11) as

mobility profile in the bubble approximation has only the Re p(w) = 2‘3“%}% f0+°° dt cos(wt)Re C;;(1), one realizes
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FIG. 5. Comparison of numerically exact (labels “HEOM” and “QMC”) and bubble-approximation (label “DMFT”) results for time
evolution of (al)-(cl) Re C;;, (a2)—(c2) Ax, and (a3)—~(c3) D(¢). In all panels, t, = 1, A = 1/2, while the remaining model parameters are
(al)=(@3) wo =1, T =1; (b1)—~(b3) wy = 1/3, T = 1; and (c1)—(c3) wy = 3, T = 5. Vertical dotted lines indicate time r = 1. The insets
of (al)-(cl) compare dynamical-mobility profiles in the numerically exact approach and in the bubble approximation. Dotted lines in
(a2)—(c2) show the carrier spread in the short-time ballistic [ Axyy (f) = ,/C;;(0)¢] and long-time diffusive [Axg (1) = /2uEMT 1] regimes,
while double dash-dotted lines show Ax(r) = 1. The inset of panel (b3) shows the fit of Dygom(¢) to the exponentially decaying function
f@) = ay — a;e™"/* (magenta dots) for 50 < ¢ < 300. Fitting parameters are ay = 0.895, a; = 0.251, a, = 97.1. HEOM results in (al)—(a3)
are obtained using N = 13, D = 6, while the results displayed in (b1)—(b3) [(c1)—(c3)] are obtained by performing the arithmetic average of
HEOM results for N =10,D=7and N =10,D =8 [N =7,D=11and N =7, D = 12]. QMC results are displayed with the associated
statistical error bars and are obtained using N = 10 in (al), N = 7 in (bl), and N = 10 in (c1).
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that @ = 0 is a stationary point of the dynamical-mobility
profile [Re u(w) w? as @ — 0]. The convexity of Re p(w)
around w = 0 then follows from the sign of the corresponding
second derivative that reads [79]

d2
(MRW“")LO

[ DuB?
a2

+00
+2/ dtt[Doo—D(t)]}. (28)
0

In Figs. 5(a) and 5(b), the function D, — D(t) is non-negative
for t > 0, and w =0 is a local maximum. In general, the
sign of Do, — D(t) can change with ¢, and direct analyt-
ical arguments based on Eq. (28) cannot be developed. It
is then notable that our HEOM results suggest that o =
0 remains a local maximum of Re pu(w) in all parameter
regimes amenable to HEOM computations; see Figs. S1-S3 of
Ref. [70].

While the long-time saturation of Dygowm(f) is apparent in
Fig. 5(a3), Fig. 5(b3) might suggest that the corresponding
max 1S not sufficiently long to guarantee that the relative un-
certainty of Dygom (or MSICEOM = Dygom/T) is below or of
the order of the target 10% accuracy (Sec. II C). To exclude
this possibility, we fit Dygom(¢) in Fig. 5(b3) for ¢+ > 50
(when all the transients have certainly vanished) to the expo-
nentially saturating function f(¢) = ay — a; e™"/*>. The high
quality of the fit is apparent from the inset of Fig. 5(b3), and
the relative difference between Dygom and ag is well below
10%.

Differently from the situation in Figs. 5(a) and 5(b), in
Fig. 5(c) the bubble-approximation dynamical-mobility pro-
file qualitatively resembles its numerically exact counterpart.
Both profiles display relatively broad peaks at integer mul-
tiples of wy that originate from peaks in Re C;;(¢) at integer
multiples of 27 /wy. The bubble approximation predicts peaks
without internal structure, whereas numerically exact results
predict structured peaks. Such peaks may be ascribed to a
more complicated dynamics of Re C;;, which becomes neg-
ative after the first peak. A word of caution is in order here as
we have established [57] that our HEOM results for wy/typ = 3
may not be entirely reliable due to possible problems with the
HEOM closing strategy for wy/ty > 2.

Finally, in contrast to the regimes studied in Figs. 5(a) and
5(b), there are situations in which the bubble approximation
partially captures the time-limited slowdown of the carrier.
This typically happens for strong interaction and at not too
high temperatures. One example (wy/to = 1, A =2,T/ty =
1) is analyzed in Fig. 6, whose inset shows the short-time
dynamics of the carrier spread. While in Figs. 5(a) and 5(b)
the carrier slows down having covered more than a lattice
constant, the slowdown in Fig. 6 happens over the time inter-
val in which Ax remains well below a single lattice constant.
This suggests that the dynamics shown in Fig. 6 predomi-
nantly reflects on-site phonon-assisted processes. It is thus not
surprising that the short-time bubble-approximation dynamics
can be qualitatively (and to a large extent quantitatively) re-
produced by the atomic-limit formula [Eq. (25)] corrected so

20 T v|||v|‘|vv‘|llv|vlv||vv|v T T T | T T 1T
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15H . f = | ---- DMFT i
L\ 5 04p 1 +  QMC
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FIG. 6. Comparison of numerically exact (labels “HEOM” and
“QMC”) and bubble-approximation (label “DMFT”) dynamics of
ReCj; for ty =1,wyp =1,A =2, and T = 1. The results labeled
“atomic limit” are obtained using Eq. (29). The inset shows time-
dependent carrier spread Ax(t) computed numerically exactly and
within the bubble approximation. HEOM computations use N =
10, D = 8. QMC results are displayed with the associated statistical
error bars and are obtained for N = 10.

that it reproduces the value of C;;(t = 0):

ij([) =ij(0)exp { — Zg[(2nph +1)— (nph =+ l)e*ia)ot
0

— } 29)

compare the lines labeled “DMFT” and “atomic limit” in
Fig. 6. [We have checked that, on timescales analyzed in
Fig. 6, the attenuating time-dependent prefactor entering
Eq. (25) does not introduce any quantitative changes to the
result of Eq. (29).] The numerically exact dynamics shows
that the slowdown is prolonged with respect to the bubble-
approximation results, meaning that the latter captures the
temporal slowdown only partially.

B. Vertex corrections to the dc mobility

The importance of vertex corrections to the dc mobility will
be quantified by the relative deviation of the dc mobility in
the bubble approximation from the numerically exact result,
ie.,

HEOM DMFT
5“3? — Hgc HEOII\‘/L[dc . (30)
dc

The results in the bubble approximation can be considered to
carry no intrinsic numerical error because they follow from
the DMFT equations formulated directly in the thermody-
namic limit; see also Fig. 4. On the other hand, the relative
uncertainty that should accompany HEOM results for the dc
mobility does not surpass 10%, as discussed in Sec. IIC and
Ref. [57]. In other words, whenever |§u3| < 0.1, one can re-
gard the vertex corrections to the dc mobility as unimportant.

Figures 7(al)-7(c2) provide an overall picture of the im-
portance of the vertex corrections to the dc mobility for
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FIG. 7. (al)—(cl) Temperature dependence of the dc mobility computed using the HEOM (full symbols connected by dashed lines) and
DMFT (empty symbols connected by dotted lines) for different strengths of the electron-phonon interaction X and fixed phonon frequency wy.
(a2)—(c2) Temperature dependence of the quantity sy [Eq. (30)], which quantifies the importance of vertex corrections to the dc mobility,
for different values of A and fixed wy. Gray regions in (a2)—(c2) delimit the range Sy~ € [—0.1, 0.1] in which the vertex corrections to the
dc mobility can be considered as vanishing. w, is equal to 1 in (al) and (a2), 1/3 in (b1) and (b2), and 3 in (c1) and (c2), while #, = 1 in all

panels.

different values of wy /1y, A, and T /1. Interestingly, in most of
the parameter regimes examined for wy/fo = 1 and 1/3, §u 3
falls in the gray-shaded regions delimiting the aforementioned
range |Suy| < 0.1, in which the vertex corrections to the
dc mobility can be regarded as vanishing. Our scarce results
for wy/tp = 3 might suggest that the vertex corrections to the
dc mobility are more important than in the other two cases
analyzed in Fig. 7. However, possible problems with HEOM
results for wy/fy = 2 [57] prevent us from giving a definite
statement on the importance of the vertex corrections to the
dc mobility in the case of fast phonons.

In the parameter regimes analyzed in Figs. 5(a) and 5(b),
the vertex corrections to the dc mobility can be deemed impor-
tant as §py is around 0.5 and 0.2, respectively. On the other
hand, while §uy* ~ —0.4 points towards significant vertex
corrections to the dc mobility for parameters in Fig. 5(c), the
overall shape of the dynamical-mobility profile suggests that
their importance may be much smaller for the ac mobility.
The vertex corrections in Figs. 5(a) and 5(b) are positive,
ie., M?CEOM > ,t,LdDCMFT. The dominant contribution to /LchMFT
comes from the dynamics on short time scales 7o < 1, on
which the approximate and numerically exact results agree
quite well [see also Eq. (12)]. This is most conveniently seen
from Figs. 5(a3)-5(c3) showing the dynamics of D. The sub-
sequent slowdown of the carrier is fully compensated by the
speedup of the carrier [Re C;;(¢) > 0, D(¢) increases with 7]
on somewhat longer time scales. Ultimately, the effects of the
transient slowdown are overpowered by the speedup, so that
the numerically exact dc mobility becomes larger than the
approximate one.

Our results for A =1/2 in Fig. 7(a2) and for A =1
in Fig. 7(b2) suggest that the vertex corrections to the dc
mobility decrease with temperature for the parameters stud-
ied. However, even at the highest temperatures accessible
in these two cases, the numerically exact results (and the
bubble-approximation results, too) are not close to the re-
sults in the infinite-temperature limit analyzed in Sec. IIIC.
Also, one should keep in mind that even when the vertex
corrections to the dc mobility can be considered as vanish-
ing [e.g., for A = 1/8 in Figs. 7(a2) and 7(b2)], there may
be important differences between the numerically exact and
bubble-approximation dynamical-mobility profiles (see also
Figs. S1 and S2 of Ref. [70]).

Considering all these things, in the following three sec-
tions we discuss in more detail specific results related to the
importance of vertex corrections for the three values of wy/f,
studied.

C. Intermediate-frequency phonons (@ /ty = 1)

For A = 1/100 and at all temperatures examined, our nu-
merical results show vanishing vertex corrections to the dc
mobility, as demonstrated both numerically in Fig. 7(a2) and
analytically in Sec. III A. The small nonzero values of §u i
can be attributed to the weakly pronounced finite-size effects
in the HEOM results; see also Fig. 1. The vertex corrections to
dc mobility are also small for A = 1/8. However, as the tem-
perature is increased, the dynamical-mobility profile develops
a finite-frequency peak qualitatively similar to that discussed
in Fig. 5(a); see Fig. S1 of Ref. [70].
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FIG. 8. Dynamical-mobility profile computed using HEOM and
DMFT for ty = wy =1, A =1/2, and T = 0.4. HEOM computa-
tionsuse N =29, D = 4.

Although the vertex corrections to the dc mobility for
A =1/2 become insignificant at the highest temperatures
considered, see Fig. 7(a2), the differences between the numer-
ically exact and bubble-approximation dynamics of Re Cj;
and dynamical-mobility profiles persist, as shown in Fig. 5(a)
and Fig. S1 of Ref. [70]. Figure S1 additionally suggests
that the carrier slowdown becomes less pronounced and shifts
towards later times as the temperature is decreased, mean-
ing that the finite-frequency peak in the numerically exact
Re 1 (w) then shifts towards lower frequencies. Also, in the
inset of Fig. 4(a), we observe a nascent atomic-limit-like peak
in the bubble-approximation optical response at wy, indicat-
ing the presence of a more pronounced peak at wy at even
lower temperatures (7' /ty < 1). These expectations are con-
firmed in Fig. 8, which compares the numerically exact and
bubble-approximation dynamical-mobility profiles at 7' /fy =
0.4. Both HEOM and DMFT results show that the finite-
frequency peak is centered exactly around wy. This peak can
be associated with the transitions between the quasiparticle
and the satellite peak in the single-particle spectral function.
While Fig. 8 indicates that the vertex corrections to the dc
mobility remain important at lower temperatures, we note that
reaching lower temperatures is problematic for the HEOM
method here, mainly because of the system size necessary to
minimize finite-size effects.

Figure 7(a2) suggests that the vertex corrections to the
dc mobility for A = 1 are overall smaller than for A = 1/2.
The numerically exact dynamics of Re C;; displays similar
features to those in Figs. 5(al) (A = 1/2) and 6 (A = 2); see
also Fig. S1 of Ref. [70]. Setting A = 1 and increasing 7', the
overall decrease of Re C;; towards zero becomes generally
faster, so that the difference between jq. and uSMFT stem-
ming from the carrier slowdown becomes more pronounced
than that caused by the subsequent speedup. This argument
can explain positive (negative) vertex corrections at the lower
(upper) end of the temperature range considered for A = 1
in Fig. 7(a2). In a similar vein, we argue that the vertex
corrections to the dc mobility are not substantial for A = 2.
Namely, at a fixed temperature 7', the overall decrease of
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FIG. 9. Time dependence of Re C;; computed within the HEOM,
DMFT, and QMC for tp =1, wy=1/3, A =1, and T = 1. The
QMC results are displayed without the associated statistical er-
ror bars for visual clarity. The inset compares the corresponding
dynamical-mobility profiles computed within HEOM and DMFT.
HEOM computations use N =7, D =11 and 12 (arithmetic aver-
age). QMC simulations use N = 7.

Re C;; towards zero is faster for stronger interaction. There-
fore, for sufficiently strong g, we may expect that the features
specific to the numerically exact result will not appreciably
affect pgc, which is then primarily determined by Re C;;(t)
up to times at which the corresponding bubble-approximation
and numerically exact results agree well; see also Fig. 6.

D. Slow phonons (wy/ty = 1/3)

For A = 1/100, the vertex corrections are negligible. For
A = 1/8, the vertex corrections are very small at 7' /ty = 1, but
with increasing temperature, a characteristic two-peak struc-
ture emerges in the numerically exact dynamical-mobility
profile; see Fig. S2 of Ref. [70]. Intermediate interactions
A =1/2 [Fig. 5(bl)] and A =1 (Fig. 9) bring about the
appearance of the two-peak structure also at 7/fo = 1. For
A =1, the finite-frequency peak is centered around w =
2tp, in agreement with earlier numerically exact studies in
the slow-phonon regime [80]. While the bubble approxima-
tion partially captures the time-limited carrier slowdown at
T /ty = 1, compare Fig. 9 with Fig. 6, it does not capture
the finite-frequency absorption feature; see the inset of Fig. 9
and Sec. IV C of Ref. [15]. To elucidate the origin of this
feature, the assumption of strictly on-site phonon dynamics
underlying the atomic-limit-like Eq. (29) (which reproduces
the bubble-approximation result reasonably well, similarly to
Fig. 6) has to be relaxed, as has been done by Schubert et al.
[80]. Their analysis attributes the 2¢, absorption feature to the
optical transition between the symmetric and antisymmetric
states of the electron residing on two neighboring sites, over
which phonon dynamics is considered. Figure S2 of Ref. [70]
shows that the finite-frequency peak remains around 2, also
at higher temperatures, in agreement with earlier results [80].

Despite important differences in the overall dynamics of
Cj;, see Fig. 9, the results summarized in Fig. 7 show that
the bubble approximation correctly predicts the order of
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magnitude of the dc mobility. However, as we approach the
adiabatic limit wy — 0, the exact result for the dc mobility
tends to zero (phonon motion is effectively frozen and an
electron experiences a random potential in one dimension
where it cannot move over a large distance due to the effect
of Anderson localization), while the bubble-approximation
result keeps a finite value [18]. Therefore, in this limit, ver-
tex corrections are most pronounced. They give a negative
contribution to dc mobility, which completely cancels out the
bubble-approximation result (so that §jj* — —o0). The fact
that the results presented in Fig. 7 show positive or somewhat
negative vertex corrections implies that the system is still rel-
atively far from the adiabatic limit in these cases. We illustrate
this in Fig. S4 of Ref. [70], where we compare C;;(¢) and D(t)
for certain parameter values with the adiabatic-limit result for
these quantities. The figure confirms that these quantities are
far from their adiabatic-limit values. Adiabatic-limit results
are obtained using a very computationally efficient Monte
Carlo procedure that exploits the fact that phonon momentum
is negligible in the adiabatic limit. This procedure is described
in detail in Sec. SV of Ref. [70].

In the strong-interaction regime A = 2, and at T /ty = 1, the
DMEFT captures the time-limited slowdown observed in QMC
data quite well; see Fig. 10(a) and compare to Fig. 9. The
short-time dynamics of Re C;; is also very well reproduced
by the atomic-limit-like Eq. (29). The DMFT dynamical-
mobility profile displays atomic-limit-like peaks at integer
multiples of wy. As the temperature is increased from 7T /t) =
1 to 10, the peaks become smoothed out, and their envelope
changes from a function displaying a finite-frequency local
maximum and a zero-frequency local minimum to a function
displaying only a zero-frequency local maximum; see the
insets of Figs. 10(a) and 10(b). This finite-frequency peak of
the envelope, appearing at sufficiently low temperatures, is the
well-known polaron peak because the shape of the envelope
of the dynamical-mobility profile compares reasonably well
with the high-temperature (small-wg) limit of the Reik for-
mula [Eq. (29) of Ref. [77] in which sinh x & tanh x & x, with
x = const X Bwy < 1], which reads

(0 — 28p01)2)

2
Re pu(w) = @ exp | —
ow 402

2
— exp <_%):|. (31)

Here, €01 = g*/wy is the polaron binding energy, and o is
defined in Eq. (27). Even at the highest temperatures studied,
QMC results predict a protracted temporally limited slow-
down of the electron, pointing towards possibly nontrivial
negative vertex corrections to the dc mobility (because the
intensity of the possible atomic-limit-like features appearing
at integer multiples of 2w /wy decreases quickly with time,
which is compatible with the rather wide DMFT optical re-
sponse).

E. Fast phonons (wy/ty = 3)

HEOM results are available only in a limited portion of the
parameter space, characterized by sufficiently but not exces-
sively high temperatures and interaction strengths.
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FIG. 10. Time dependence of Re C;; computed within DMFT
and QMC forfy =1, wy=1/3, A=2,and (@) T =1,(b) T =10
Solid brown lines represent the results of the atomic-limit Eq. (29).
The insets compare the corresponding dynamical-mobility profiles
with those evaluated using the Reik formula [Eq. (31)]. QMC simu-
lations use N = 7.

We first compare numerically exact and bubble-
approximation results in the weak-coupling regime
A=1/8 and T/ty =10; see Fig. 11(a). While the
bubble-approximation result predicts a monotonically
increasing diffusion constant [Re C;;(¢) > 0], the numerically
exact result predicts a time-limited slowdown of the carrier
motion after it has covered a single lattice constant (for
1 <1t <2, when Ax 2 1), similarly to what we observed in
Figs. 5(a) and 5(b) for smaller values of wy/fy. Interestingly,
both numerically exact and approximate results predict a
local maximum in Re C;;(¢) around 27 /wo, which is typical
for the atomic limit. With this in mind, the reasonable overall
agreement between the numerically exact and approximate
dynamical-mobility profiles, similar to our observations in
Fig. 5(c), is not surprising; see Fig. S3 of Ref. [70]. The vertex
corrections to the dc mobility may be considered as vanishing,
see Fig. 7(c), as expected in the limit of weak electron-phonon
coupling. The potential problems with our HEOM closing
are exacerbated at a lower temperature (7' /fy = 5), where
our results predict significant vertex corrections, contrary to
expectations for small A
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FIG. 11. Time dependence of Re C;; computed using HEOM
(solid black lines), DMFT (dashed red lines), and QMC (full cir-
cles) for fp=1,wpo=3 and (a) A =1/8, T =10, and (b) A =
1,T =5. QMC results are accompanied with their statistical er-
ror bars. The insets show (a) the carrier spread and (b) the
dynamical-mobility profile computed using HEOM and DMFT.
HEOM computations use (a) N =10,D=38; (b) N=5, D=20
and 21 (arithmetic average). QMC simulations use (a) N = 10,
Mb)YN =1.

For A =1 and T/ty =5, see Fig. 11(b), the bubble ap-
proximation again predicts strictly non-negative Re Cj;(7)
with peaks at integer multiples of 27 /wy. On the other
hand, numerically exact results show that the peaks’ cen-
ters are generally shifted towards somewhat earlier times,
while Re C;;(t) may assume negative values. This is clearly
observed for the first peak, whose intensity within the nu-
merically exact framework is smaller than the intensity of its
bubble-approximation counterpart. As a consequence, the nu-
merically exact dynamical-mobility spectrum is qualitatively
different from its bubble-approximation counterpart, which
has equidistant peaks at integer multiples of wy.

F. Insights from the imaginary-time domain

It is known that the extraction of transport properties
from imaginary-axis data for the current-current correlation

—— QMC
—— QMC bubble

T=01

0.6

0.4f

Cjj(—ir)

14f

1.2}

Cj(—iT)

1.0}

00 02 04 _ 06 08 10

FIG. 12. Imaginary-time current-current correlation function for
to=1, wp=1/3, and AL =1/2 at temperatures (a) 7 = 0.1 and
(b) T = 1. The QMC results obtained from a full calculation and
by making use of the bubble approximation are presented. The inset
of the top panel shows a zoom to the region where the difference
between numerically exact and bubble approximation results is most
pronounced.

function can often be unreliable as it relies on procedures
for numerical analytical continuation. In Fig. S5 of Ref. [70],
we compare some of our results for dc mobility, which en-
tirely follow from real-axis data, to the corresponding results
of Ref. [41], which follow from imaginary-axis QMC data.
Nevertheless, one may hope to gain insights into the impor-
tance of vertex corrections by comparing the imaginary-time
current-current correlation functions computed numerically
exactly and within the bubble approximation. We have done
this by computing, on the one hand, the quantity C;;(—it) [see
Eq. (3)] for 0 < 7 < B, and, on the other hand, the quantities
G~ (k, —it) [see Eq. (18)] and G=(k, —it) [see Eq. (19)],
which are needed to obtain C}’;’l(—ir) in accordance with
Eq. (17). The computations were performed using QMC. It
is easier to obtain these quantities in imaginary time than in
real time because the dynamical sign problem occurs only for
real times.

For the investigated values of parameters when T /fg > 1
we find that the differences between C;;(—it) and C}?}?l(—it)
are very small. They typically differ by less than 1%, and
this difference is typically below or comparable to the statis-
tical error of QMC results. One such example is presented
in Fig. 12(b). These results should be contrasted with our
conclusions reached by analyzing real-time results in the very
same parameter regime; see Figs. 5(b) and 7(b2). We can
thus conclude that good agreement between numerically exact
and bubble approximation results in imaginary time does not
imply that the same level of agreement will be present in real
time.
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When the temperature is lowered to T /ty = 0.1, the differ-
ences between numerically exact and bubble approximation
results become noticeable; see Fig. 12(a). The inset of that
panel shows a zoom to the region where this difference is
most significant. In this region, the difference is above 5%,
while the statistical error of QMC results is on the order
of 0.5%, hence we are confident that the difference ob-
served is above the level of statistical noise. While these data
point towards non-negligible vertex corrections, a definitive
conclusion could be reached only if we had access to the
corresponding real-time data.

V. SUMMARY AND OUTLOOK

In summary, we presented a detailed analysis of the
importance of vertex corrections for charge transport in
the one-dimensional Holstein model. Our analytical results
demonstrate that the vertex corrections vanish in the weak-
interaction, atomic, and infinite-temperature limits, which is
supported by numerical results. The numerically exact HEOM
calculations were performed for three phonon frequencies: in-
termediate wg/fo = 1, low wy/ty = 1/3, and high wy/ty = 3.

For wg/ty = 1, as the electron-phonon coupling is in-
creased, a characteristic two-peak profile of the numerically
exact optical conductivity emerges instead of a single Drude
peak. At low temperatures, the other peak is centered precisely
at w = wp and is also captured within the bubble approxi-
mation because it corresponds to the transitions between the
quasiparticle and the first satellite peak in the single-particle
spectral density. At higher temperatures, the peak shifts to
w > wg. Then, the two-peak structure in optical conductivity,
which cannot be reproduced in the bubble approximation,
is traced back to a downturn in the time-dependent diffu-
sion constant D(¢) at intermediate timescales. Interestingly,
for strong interactions, such a slowdown of charge carrier
is observed also in the bubble approximation, but at shorter
times. In this case, it is primarily governed by the on-site
phonon-assisted processes and not by the vertex corrections.
This observation is compatible with the absence of vertex
corrections in the atomic limit. Both at low and high tem-
peratures, we find that the vertex corrections either do not
affect or increase the dc mobility by a few tens of percent in
comparison to the bubble term.

Interestingly, for wy/ty = 1/3 and for moderate electron-
phonon interaction, the optical-conductivity profile looks
qualitatively similar to that for wy/typ = 1. We find that the
peak at zero frequency persists, giving the dc mobility that is
somewhat smaller, but still comparable to the one obtained in
the bubble approximation. The height of this peak is expected
to diminish as the frequency is lowered further, approaching
the adiabatic limit. However, this calculation is not feasible
within our implementation of the HEOM method, and is
generally challenging for numerically exact methods on the
market.

The HEOM solution in the bubble approximation almost
coincides with the DMFT solution for optical conductivity for
all available parameter values. Hence, our results demonstrate
that the vertex corrections can be substantial also in the cases
in which the single-particle correlations are almost local, in
agreement with previous findings on the Hubbard model [49].

Our results also illustrate the challenges in numerical analyt-
ical continuation of the imaginary axis data: in all parameter
regimes, the difference between the full and bubble correlation
functions in imaginary time is minuscule, and yet the differ-
ence in optical conductivity can be large.

To our knowledge, in this work we have presented the
most comprehensive study so far of vertex corrections to
conductivity on a specific model of the electron-phonon
interaction. However, there are several challenges left for
future work. It would be interesting to calculate the charge
transport in higher dimensions and make a comparison to
the one-dimensional case. Also, microscopic calculations for
lower phonon frequencies and for models with nonlocal
electron-phonon interactions are highly desirable, especially
in connection with real-world materials.

ACKNOWLEDGMENTS

This research was supported by the Science Fund of the
Republic of Serbia, Grant No. 5468, Polaron Mobility in
Model Systems and Real Materials—PolIMoReMa. The authors
acknowledge funding provided by the Institute of Physics
Belgrade through a grant from the Ministry of Science,
Technological Development, and Innovation of the Repub-
lic of Serbia. Numerical computations were performed on
the PARADOX-IV supercomputing facility at the Scientific
Computing Laboratory, National Center of Excellence for the
Study of Complex Systems, Institute of Physics Belgrade. V.J.
and N.V. also acknowledge computational time on the ARIS
supercomputing facility (GRNET, Athens, Greece) that was
granted by the NI4OS-Europe network under the CoNTraSt
project (Open Call 2022, Project No. ni40s002).

V.J. and N.V. performed analytical work. V.J. performed
HEOM calculations. P.M. performed DMFT calculations with
guidance of D.T. QMC calculations were performed by N.V.
The first version of the manuscript was prepared by V.J.
All authors discussed the results and contributed to the final
manuscript.

APPENDIX A: FORMALLY EXACT EXPRESSIONS
FOR THE ELECTRONIC DYNAMICS

It is convenient to switch from the electronic creation and
annihilation operators, which act in the Fock space for the
electrons, to their counterparts acting in the subspaces con-
taining at most one electron. The corresponding replacements
c,i — |k)(vac| and ¢, — |vac)(k|, where the state |vac) con-
tains no electrons, are appropriate in the limit of low carrier
concentration in which we are interested.

We first summarize the formally exact result for the dy-
namics of the current-current correlation function in Eq. (10),
which can be expressed as

Cjj(1) = Trieje@)} = Y jutkllP@)lk), (A1)
k

where

1 4 )
ut) = ZTrph{e_’H’ je PH MY (A2)
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In Ref. [57], we derived that the interaction-picture counter-
part of the purely electronic operator ¢(¢) reads

—BH.
e
L(I)(l‘) — 7‘6*1‘1’1(t)+¢2(/3)+<1>3(1,ﬂ)]j —— (A3)

e

The corresponding influence phases are given as

t 52
(1) = Z/ ds2/ dsy VD (sy)" e Hnt20)
0 0
qgm

Cm + G %) % Cm — Cmi (1) 5
x [T Vs + Vs .
(A4)
B 2 =
) ==Y [ du [ an V@)

qm 0 0

% eiﬂn1(127"-’l)cm qu(fz), (A5)
t B
51, B) =—iZf ds/ dt VD (s)
qm /0 0
x e Hnseitn B0, CV_ (7)), (A6)
where the purely electronic operator V, reads
Vo= lk+q)k, (A7)
k
while the coefficients ¢, and w,, (im = 0, 1) are
_(2\a y R
Co = ﬁ (I+mnpn),  po = +iwo, nph = ef""o——l’
(A8)
2 2

c| = (ﬁ) fph, M1 = —iwp. (A9)

For later use, we introduce the index 7 defined by wm = u},.
In other words, 0 = 1 and vice versa. The hyperoperators
entering Eqs. (A4)—-(A6) are defined by their action on an
arbitrary operator O, which is as follows:

veo=vo, (A10a)
‘vo=ov, (A10b)
VX0 =V0 -0V, (A10c)
VeO=VO0+O0V. (A10d)

The operators V, in the real-time and imaginary-time inter-
action picture are defined as

VIO(t) = Ve ™ V(r) = Ve (AL

The time-ordering sign 7 in Eq. (A3) orders the hyperop-
erators so that one first applies imaginary time-dependent
hyperoperators that are mutually antichronologically ordered
(descending imaginary-time instants) and subsequently ap-
plies real time-dependent hyperoperators that are mutually
chronologically ordered (ascending real-time instants). The
so-called electronic partition sum entering Eq. (A3) is defined
as

z
Ze=—_—= Trie{Te ®2Pe PHey, (A12)

ph

where Zy, = Trppe Pm is the free-phonon partition sum.

Concerning single-particle quantities, it iS convenient to
redefine them as follows:

G”(k,t) = G~ (k, t)e !

Troe{€™ [vac) (k|e~ ™ |k) (vac|e PH )}
= —j

Zon
Ty (e (k| k) e~Pin)
= —
Zph
= —ie " (k| Te V1, k), (A13)
< k,l —ippt
G<(k,1) = g(#
<Ne>K
Trie(|k) (vac|e™ |vac) (k|e~"" e~ P}
=i
z
_ [ Trple™ (kle Mt )}
VA
e_ﬁHe
— jeiekt (lee_[(ﬂl(l)+(ﬂ2(/3)+‘/73(ts,3)] k). (A14)

€

The redefinition embodied in the first equalities of Egs. (A13)
and (A14) is fully compatible with the frequency shift used
to transform Egs. (18) and (19) into Egs. (20) and (21),
respectively. It also introduces a different normalization for
G, —i Zk G=(k,t = 0) = 1, which explicitly shows that we
consider a single electron, while the current-current correla-
tion function in the bubble approximation is expressed as [cf.
Eq. (17)]

C¥N () ==Y jiG™ (k, )G~ (k, 1)". (A15)
k

In Ref. [56], we derived that the influence phases for single-
particle quantities read

t 5
(pl(t)ZZ/ dSz/ dslVq([)(SZ)Ce*Mm(SszI)Cmv_(lq)(sl)C’
0 0
qm

(A16)
¢2(B) = ©2(P), (A17)
t B
@3(t, B) :—iZ/ ds/ dt V" (s)°
qm Y0 0
x e tmseltnP=De, CV_ (). (A18)

As the first illustration of the utility of these formally
exact results, we prove the equality C;;(t = 0) = C;’}’l (t=0).
Because of @ (r = 0) = ®&3(r =0, B) = 0, see Egs. (A4) and
(A6), Egs. (A1) and (A3) imply that

efﬂHc
Cjjlt =0) = ijjk (K| Te™ P j——Ik)

e

e

k| T
=D Jilkl jTe P ——1k)
k

(A19)

e

2 Y e
=D RUITe P ——[k).
k
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Since the hyperoperators in ®,(8) act on the operator
je PHe /7. from the right-hand side, see Eq. (AS5), the cur-
rent operator can be moved in front of Te~*®). Because
of p1(t =0) = ¢3(t =0, B) = 0 [see Egs. (A16) and (A18)],
Egs. (A15), (A13), and (A14) imply that

C})})l(t —0)= ZJ k| Te 0B €

)- (A20)

The right-hand sides of Egs. (A19) and (A20) are identical
because of Eq. (A17).

APPENDIX B: EVALUATION OF Cj;(¢t) AND CJ'?J‘." )
IN THE g — 0 LIMIT

1. Equality of the lowest-order terms

Let us start from the lowest-order term in the bubble re-
sult [Eq. (A15)], which we derive by separately considering
G~ (k,t) [Eq. (A13)] and G=(k, t) [Eq. (A14)] in the lowest-
order approximation. Up to the second order in g, we have

[G™(k, )] =

—ie”™ 1 — (kg 1elk)].  (B1)
—Bex
(G (k. D) = i ——

e

— (klp2(B)1Lelk)

[1 — (klg1(£)1e|k)

— (klgs(t, B PH0 k)],
(B2)

J

Az(k, t) = (k|®s(t, B)ji

lje—ﬁ(He—sk)|k> _

where we have used the relation
(klpa(B)e PH=1k) = (k|2 (B)Lelk) (B3)

and a similar relation for (k|g;(t)e PH=)|k). The time-
ordering sign can be safely omitted because the hyperopera-
tors entering Eqs. (B1) and (B2) are already properly ordered.
Therefore, up to the second order in g, the current-current
correlation function in the bubble approximation reads

*ﬁEA
[P ()], = ka

— 2Re (kg (t)Le k)
— (klgs(t, B)e PH0|k)*], (B4)

[1 — (klp2(B)Le k)

where we have observed that the matrix element
(kl@a2(B)1e|k) is purely real.

We proceed to find the expression for the full current-
current correlation function [Eq. (A1)] up to the second order
in g. Because of Egs. (A17) and (B3), together with [j, H.] =

0, we can start from

[Cji()] = ij

[1 = (klg2(B)Le|k)

— (k|® (1)) " je PP k)
— (k|®s(r, B)j je P k)]. (BS)
In the following two paragraphs, we demonstrate that
Ak 1) = (k|1 (0)j " je PP k) — 2Re (k| (1)1elk)
=0 (B6)

and

(klps(t, Be PH=Dk)y* = 0. (B7)

Collectively, Egs. (B4), (B5), (B6), and (B7) show that, in the lowest order in the electron-phonon coupling g, the expressions
for the full and bubble current-current correlation function coincide. Since these terms are the most important ones in the limit
g — 0, we can conclude that there are no vertex corrections in the limit of vanishing g.

We first prove that A (k, t) = 0. We start from

(k1D (1) g je P He k) =) / ds [ dsy e 270 (kIV D (s2)V) (1) k) + em(kIVE) (s1)V, D (52)1k)

qm

— cnlkIVY)(s1)ji ! je PRV D () k) — crlkIV, P (s2) i je PH VD spIk)]. (BB)

Since V;

= V_, [see Eq. (A7)], one observes that the first two summands within the square brackets in Eq. (B8) are complex

conjugates of one another, and the same applies to the last two summands. On the other hand,

t 5
o016 = 3 [ dsa [ dsy ane VDV G s0lk), (B9)
o J0 0

so that the following equation holds:

Ai(k, 1) = (k|® (1) je PP k) —

t 52
=—2Re ) _ / ds, / dsy ce (K| (5) i je PHTV D (sp) k).
0

2Re (k|g1(t)1e|k) =

(B10)

214312-16



VERTEX CORRECTIONS TO CONDUCTIVITY IN THE ... PHYSICAL REVIEW B 109, 214312 (2024)

An explicit calculation of the matrix element in Eq. (B10) gives

t 852 . . . _
Ay(k,t) = —2Re Z f ds, / dsy cpye @ katimms=s0) K —pler—en) (B11)
qm 0 0 Jk

The following sum over g should be performed (with ¢’ = k — ¢):

D Jiege B = N e Prie (B12)
q q

The second sum in Eq. (B12) is equal to zero because j_, = — j,, while e_, = ¢,. This proves Eq. (B6).
Let us now prove that A;(k, t) = 0. We start from

t B )
(k| ®s(t, B je PP lky =iy / ds / dt cpyenseitn =T
0 0
qm

x [V _g(@WV(9)k) — (k|V,D(5)j " je PHV_(2)1k)]. (B13)
On the other hand, using Eq. (A18), we find that

' B . _
(klga(t, Bye M= lky* =iy~ / ds / dt cpe "™ e T K|V (=1 )e POV ) (5) k)
0 0

qm

t B . =
— 12/ dS/ dt ceFrse B0 (kv _ (B — T)Vq(l)(s)lk)
gm 70 0
t B . —
= 12/ dS/ dt cme e T (k|V _y(0)V, D (s)[k)
qm 70 0

t B ) .
= 12/ dsf dT cme_/’“m.&‘elllm(ﬂ—‘r)(k'v_q(.r)vq(l)(s)|k>. (B14)
0 0
qm

Writing the first equality in Eq. (B14), we used w), = wm, as well as \7_,,(7:) = V,,(—t). In going from the first to the
second equality in Eq. (B14), we performed the dummy-index change ¢ — —¢g, m — m, and observed that V_q(—r)e’ﬁH =
e PHV _ (B — T). The third equality is obtained from the second by the integral variable change 8 — © — 7. The last equality
in Eq. (B14) follows from the identity ce~#*"* = ¢,,e*»#=7)_ which can be checked by direct inspection. Equations (B13) and
(B14) imply that

Ask,t) = (k|D5(t, B)ji; ' je PH k) — (klgs(t, Ble PH|k)*

! A . —
= Z / ds [ dt cpe et P |V D s) ji ! je IRV _ (1)), (B15)
0 0
qgm
An explicit calculation of the matrix element in Eq. (B15) leads to

t B .
As(k,t) = —i Z/ ds/ dr Cmei(sk_gk—q""illfm)Seiﬂmﬁe(sk—q_sk_iﬂm)T jk'__‘le—ﬁ(équ—ak)' (B16)
0 0 Jk

qm

The same reasoning as in Eq. (B12) proves that As(k,t) = 0.

2. Second-order cumulant expansion

Still, Egs. (B4) or (B5) do not suffice to obtain an expression for C;;(¢) in the weak-coupling limit. To that end, the perturbation
series for C;;(t) in powers of g has to be (at least partially) resummed. We [17] and other groups [37] have recently promoted
the second-order cumulant expansion as a computationally viable and accurate approach to resum the perturbation series for
time-dependent quantities in the limit g — 0. The second-order cumulant expansion starts from Eq. (B4) and produces the
following expression for C;;(z):

—Bex
X4 _ _ _ —B(He—ep) | p\*
Cii(t) = c}?}?l(;) ~ § :JlgTeg (klp2(B) Lelk) ,—2Re (klg1 (1) Lelk)— (Kl (1. B)e Wk (B17)
k
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Up to now, we have not discussed the electronic partition sum Z,, which has its own perturbation expansion in g that up to

second order reads

Ze=) e 1 — (klpa(B)Lelk)].
k

(B18)

Performing the second-order cumulant resummation in Eq. (B18), we obtain the following expression for Z,:

Z.= Y efere e,

k

(B19)

We note that Eq. (B17) suggests that the unnormalized equilibrium occupation of state |k) is proportional to e~#é e~ *le2(B)Lelk)
so that Z. given in Eq. (B19) ensures the correct normalization of equilibrium occupations.
We finally list the explicit expressions for the matrix elements needed to evaluate Egs. (B17) and (B19):

Is —el b=kt 4 jAe (k,q)t + 1 —el 2Dt 4 jAg, (k, gt + 1
(ko OLelk) = 35D | (4 m) Ae_(k, q) "ot Aes (k. q) ’ (B20)
q
Is —ePhe-kd) 4 BAe (k,q)+ 1 —ePrerkd) 4 BAe, (k,q) + 1
k L lk) = = 1 , B21
Elea(PILelb) = g Xq: (14 nign) Ae_(k, q)? s Aei(k, q)? (B21
Klos(t. BrePH— k) — g_2 Z e B - [eAe-tka)t _ [][e—BAe-(ka) _ 1] ttn h)[eiA&(k»q)t — 1][e"PAre+ka) _ 1]
o N & et | Ae_(k, g7 P e, (kg ’
(B22)
[
where while its action on the phonon operators is
Aer(k,q) = & — &x—q £ wo. (B23) esbpe_s =b,— icch. (C8)
wo

APPENDIX C: EVALUATION OF Cj;(t) AND C?'(¢)
IN THE ¢ — 0 LIMIT

Here, we rewrite the Holstein Hamiltonian in the site rep-
resentation and partition it into the zeroth-order term and the
perturbation term as appropriate in the limit zy — O:

H = Hy + H, (C1)

where (p enumerates lattice sites)

Ho=wy ) bib,+8) chepby+b}),  (C2)
P p

while

Hy=—1o) Y chicp (C3)

p y==%l
We perform a unitary transformation of the Hamiltonian
H=¢He™® (C4)
with
S = —wio 3 clepb, = b). (C3)
P
The action of the unitary transformation on the electron oper-
ators is
esc,,e’S = c,Xp, (C6)

with

X, = exp [wio(b,, - b;)}, C7)

Limiting the discussion on the Hilbert space of states that
contain one electron, the transformed Hamiltonian takes the
form H = Hy + H;, with

Hy = —;io + w0 ) biby. (C9)
p

Hy =10 Xpiy pChiyCp- (C10)
py

We introduced the notation

8
Xpiyp =X, X, = exp [w—o(bp — b —bpy + bj,+y)].
(C11)
The transformed current operator reads
J=ejeS =—ity Y ych,cpXpiyp- (C12)

py

We denote by z the (real or imaginary) time (where z =t for
real time and z = —it for imaginary time). We make use of
the identity

(1 @Ok = (F@)JO)z (C13)
and we use Eq. (C12) to obtain
Cij(0)=———15 Y y8(ch(@)cpy (@)
(Nedg © 45
y,8=+1
X Xp iy (21 (0)c515(0)Xs 545(0) . (C14)

All the averages and time evolutions in Eq. (C14) should in
principle be taken with respect to the operator K. We are,
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however, interested in the limit of small 7y, and we would
like to obtain the first nonzero term with respect to ). We
note that the factor in front of the sum gives us the ~#7 term.
The expansion of the time evolution operator for real z (the
situation is similar in other cases) is of the form

~ z L -
e—th — 1K07T exp |:—l/ ds engsHle—lKos:|
0

= %[ 4 0(ty)], (C15)

that is, its first nonzero term is of order ~1 and the remaining
terms are of order ~f, and smaller. The same is true for the
e PK operator. Therefore, to obtain the first nonzero term in
Eq. (C14), it is sufficient to take the terms of order ~1 in the
expansion of all operators Kz and e —K This is equivalent
to replacing the K operator with the Ko operator. All the av-
erages in Eq. (C14) can then be obtained by applying Wick’s
theorem. We thus obtain

(h @) p 1y (@DXppry (R (0)cs15(0)Xs 545(0)) &
~ (Ch(2)Cpry (DXp pry (D] (0)cs15(0)Xs 545(0)) g,

= () (@)Cpy (D)L (0)Csr5 (0N, (Xp.piy (D)X;.545(0)) 7,
(C16)

By applying Wick’s theorem to the term with electronic oper-
ators, we obtain

(ch(@)epry (2Dl (0)csys(0)),
= () (@)ess(0)g, (Cpiy (D) (O,
+ (e} @epry @) g, (€l 0)ess (0))g,
R 8pst80s.piy (€5 ()0 g, (Cpiy (DDChy, (Og,. (C1T)

The first term on the right-hand side of the first equality is
proportional to the number of carriers, while the second term
is proportional to the square of the number of carriers. Hence,
in the limit of small carrier concentration, it is the first term
that dominates. Eventually,

Cjj(z) = 1§ Y _(eh@)ep(0)g, (Cpry (Rch i, Oz,
24

(Ne>]?0

X AXp pry (D Xpty p(0), - (C18)

We now show that the result of Eq. (C18) is recovered in
the bubble approximation in which, upon neglecting the term
proportional to the square of carrier density, one obtains

1 . .
@) =— . )Eré D ysleh@es s 0k {cpry ()l 0)k
e ps

y,6=%l1

1
=t 2 @ OX @Xss O
elK I

y.8=%1
X (Cpiy (D)L () Xy, (D)X (0)) .

Following the same reasoning as above, the leading term in
the expansion of C}?'(z) in powers of 7y — 0 is obtained by

(C19)

replacing all averages and time evolutions with respect to K
with those with respect to Kp. Similarly as in Eq. (C17), we

obtain
C¥(2) = ———15 Y _(ch(@)cpONg, (Cpry (D), (O,
Nedi, ™ >
X (X3 (X0 g, Xpy DX, (05, (C20)
We finally note that
(Xp pty (Z)Xp+y p(0)> K,
(X (D) Xpry (D)X 1,+y(0)X 0))g,
(X (@D)Xp(0)) g (Xp+y (2)X, p+y(0))1zo, (c21)

where the first equality stems from Eq. (C11), while the
second equality follows from the fact that phonon opera-
tors acting on different sites p and p 4+ y commute. From
Egs. (C18), (C20), and (C21), we conclude that C;;(z) =
C}?}’l(z) as fo — 0.

In the remainder of this Appendix, we provide explicit
expressions for C}-’]l?l(z) to show that the corresponding dc
mobility is finite. The phonon term from Eq. (C21) is given
as

g
(Xp.p+y (D) Xp1y p(0)) g, = €xp { — ZE[anh +1
0

— (npn + 1)e—ios — nphei‘“Uz] .
(C22)

In the limit of low carrier density, the electronic term from
Eq. (C20) reads

(3 (DepON g, (Cpry @)chry 0N, = nr,

where np is the occupation of single-particle electronic state
given by the Fermi-Dirac function. It follows from Egs. (C20),

(C22), and (C23) that Cbbl (z) does not decay to zero as real
time goes to infinity. Hence one would obtain infinite dc
mobility by integrating C}}"(z). To circumvent this issue, we
make use again of the fact that the leading term in the limit of
small ¢y is approximately the same when all averages and time
evolutions are taken either with respect to Ky or K. Therefore,

we now make use of

(ch(@)ep(0) g, ~ (ch(@)ep(0))g,
(ep(@)eh (0N, & (cp(R)ch(0)) k.

To evaluate the terms (c}(z)c,(0))g and (c,(z)c}(0))g for
the Hamiltonian given by Egs. (C9) and (C10) (Where the
irrelevant shift —g?/wy in Hy is neglected), we make use of
the Matsubara Green’s function formalism to evaluate the self-
energy stemming from the perturbation H, to the Hamiltonian
Hy. The overall approach is very similar to that developed in
Ref. [33], see in particular its Appendix B. To first order in
interaction, we obtain the self-energy

(C23)

(C24)

2
— & Qny+1)

2 (@) = —te % , (C25)
which in the momentum representation reads
2P (@) = —21egr cos(k) (C26)
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with

2
—jf(z](znph-i-l)

teff = g€ (C27)

It can be seen from Eq. (C26) that first-order self-energy
describes the formation of bands due to renormalized elec-
tronic coupling f.g. This term, however, does not have an
imaginary part and therefore it does not lead to energy level
broadening. Hence it is not expected that it will provide energy
dissipation of electronic system, which is a requirement for
finite dc mobility to occur. For this reason, we proceed to
evaluate the self-energy term arising from second-order terms
in interaction. We obtain that the dominant second-order term
is the local term

] +o00
@ (w) = 2;022L / doX” (0GR (@ — ), (C28)
T J-co

where GR is the retarded Green’s function, and X~ (w) =
[ dt €' X>(r) with

X @)= — iexp{ — 252[2nph + 1 — (npn + l)e—iwot
@y

- } (€29)

We can further transform Eq. (C28) into the form (we now
omit superscripts R, 2 for brevity)

; +00
S(w) = 2@% / do X” (@)G(w—w)  (C30)

that is amenable to the self-consistent treatment in conjunction
with the Dyson equation

[0 — Z(w)]G(w) = 1. (C31)
Making use of the identities
+o00
eaCOS@ — Z Il(a)eilg, (C32)
l=—00

where [; is the modified Bessel function of the first kind of
order [ and

(nph + l)e—lwol + nphelwol

= 2/npn(npn + 1) cos |:a)0 <t + z?)] (C33)
we recast Eq. (C30) as
+00
()= Y aGo+ lwy). (C34)
|=—00

with ¢; given by

28 Qugtl) _ po
o =2t T )e—“’z(’l,[4§,/nph(nph+1)}. (C35)
0

Equations (C31) and (C34) can be solved using a self-
consistent procedure. Alternatively, these equations can be
solved analytically by introducing an additional approxima-
tion that the dominant term in the sum in Eq. (C34)isthel = 0
term. This is a reasonable assumption as one might expect
that both G(w) and X(w) should have maximal values in the

region around w = 0. This assumption can always be checked
by comparing the result with the self-consistent solution of
Egs. (C31) and (C34). Under this assumption, Egs. (C31) and
(C34) reduce to a single quadratic equation for G(w) and we
obtain the corresponding spectral function as

\/46‘0 —w
0

1 2

A(w) = ——ImG(w) = O(4cy — w?).  (C36)
T 2re

From the relation between the spectral function and the cor-

relation functions of creation and annihilation operators, we

obtain

" (ch@epONglcpsy @)chy, (g

_ fda) e Pl A(w)
 [dwePoA(w)

=

dw e ' A(w). (C37)

The integrals in the previous equation are all of the form

a

2
dw e—Za)\/m = —a—zll(—aZ), (C38)

f2)= iz

wa* J_,
with a =2,/co. The integral is solved by introducing
the substitution @ = acos?, by making use of [,(u)=
% foﬂ d6 e"°% cos(nf), and by using the identity I,(z) —
I,12(z) = Z%le(z). Combining Egs. (C18), (C24), (C22),
(C36), and (C37), we finally obtain the expression given in
Eq. (25), where J,, denotes the Bessel function of the first kind
of order n.

It is worth investigating the asymptotic behavior of the
prefactor in front of the exponential term in Eq. (25) when real
time ¢ tends to infinity z = t — 4-00. The time dependence of
this prefactor is determined by the term

_ Bl=2(8 — i)\/eolJi (21 /o)

8() [P —in) (C39)
Ast — +o0, making use of J;(x) = —il;(—ix), we have
Ji(=2t Jy (2t
oy~ ¢ */C_ff (21 /) c10)

The asymptotic behavior of the Bessel function when x —

400 is
2 3
Jl(x)fv,/—cos< ——).
X 4

Consequently, g(t) ~ t 3 ast — 4o0. This is sufficiently fast
convergence to make the time integral of the C;;(¢) finite,
which then leads to finite dc mobility.

(C41)

APPENDIX D: EVALUATION OF Cj;(t) AND C?'(¢)
IN THE § — 0 LIMIT

To prove that there are no vertex corrections in the infinite-
temperature limit, it is instrumental to first analyze in more
detail the single-site limit of the Holstein Hamiltonian in
which phonons can be treated as classical harmonic oscilla-
tors. The appropriate Hamiltonian reads (the oscillator mass
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is set to unity)

2 2
h= % + %xz +Cxc'e,
—_—

hph (x, )

(DD

where x and p are, respectively, the classical coordinate and
momentum of the oscillator, while C = g+/2wy. The greater
Green’s function can be expressed as [see also Eq. (A13)]

[ dx dp e=Phm(x.p)g=iCxt

—ieit!
f dx dp e_ﬂhph(xwﬁ)

G (=

2.2
[ dx B —iCxt
w232
0
[dxe P2

In the same vein, the lesser Green’s function can be expressed
as [see also Eq. (A14)]

it =22
= —ie'"e” 2. (D2)

= —je'MF!

f dx dp e—ﬂhphe—ﬂCxe—iCxt
[dxdpe P

G=<(t) = je'HF! pPUF

2.2
_gur —i
fdxe B3 e ﬂCxe iCxt
w2
[dxe P>

2
: 2 50
IMFTeﬂﬂFe%(ﬂHf) )

— ittt pPuE

= e (D3)
The electron number is
252

(cte)yg = ePrre™ (D4)

J

Let us now consider an N-site chain and start from Eq. (17)
determining C}?}’l (). Because of the locality of single-particle
correlation functions at high temperatures, we can replace
G~ (k,t) and G=(k,t) by the single-site expressions derived
in Eqgs. (D2) and (D3), respectively. The remaining sum in
the numerator of Eq. (17) is readily evaluated using Eq. (6),
3", j? = 2t3N. The total electron number (Ne)x is N times
the electron number per site, which is derived in Eq. (D4).
Collecting all pieces together, we obtain the result embodied
in Eq. (26).

We continue by applying the same approximations to
Eq. (10) defining C;;(¢). Because of the assumed locality and
classicality of phonons, we can approximate the Hamiltonian
[Eq. ()] as

H~ Z (p; + %(z’xf) +C Zx,cjc,,

r

(D5)

Hpn (x,p)

where x and p, respectively, denote (classical) coordinates and
momenta of oscillators. Since the traces in Eq. (10) are to be
evaluated over the single-electron subspace, we can replace
cle, — |r)(r], so that

e*O{H ~ e*Oalh(X’P) Z efszx, |V>(r|

r

Inserting Eq. (D6) (with « = 8, £it) into Eq. (10), one ob-
tains

(Do)

de dp e*/Sth(x,p) Zrlr |(}"1 |]|I‘>|2 e—itC)c,1 e*(ﬂfit)Cx,

€)= [dxdp Y., e PHn(Pg—ACx, (D7)
Because the current operator in the real-space representation is j = —if Zry |r 4+ y)(r|, we have r, = r + y, where y = %1,
and Eq. (D7) is recast as
Y. Y _al/fa B ~B=iCx [ [ dxyyy e b o ] [dx;e? 44
Cji(1) = ~=r=r==1 Xr e Xriy € sélrr+yy ) 4K (D8)

22
S [ dx e e PO T, [ dxg e

232

The integrals in the numerator have been evaluated in the single-site limit; see Eqgs. (D2) and (D3). Upon inserting the
corresponding results in Eq. (D8), and performing the remaining sums (which produce the factor of 2N in the numerator and N

in the denominator), one immediately obtains Eq. (26).
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