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Revealing exciton transport in atomically thin semiconductors
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Exciton transport is a fundamental process that underlies the functionality of semiconductor optoelectronic
devices. However, when excitons interact with one another, their transport pattern becomes unpredictable, posing
a great challenge to harness their full potential in various applications. In our study, focusing on the exciton
density change in a tungsten-disulfide monolayer, we observed that strong interactions between excitons can
actually stop their movement. This finding contradicts the typical understanding of consistent exciton movement
and reveals that a higher density might decrease the exciton-exciton annihilation rate due to reduced mobility.
Our findings offer a valuable technique to examine exciton transport and deepen our grasp of their behavior in
many-body interactions, which could pave the way for better-performing excitonic devices.
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I. INTRODUCTION

Exciton transport in semiconductors refers to the move-
ment of bound electron-hole pairs from their generation origin
to areas where they emit light or become free charge carriers.
This process is crucial for numerous optoelectronic devices
such as solar cells [1], photodetectors [2], and light-emitting
diodes [3]. For these devices to function efficiently, excitons
must reach specific regions for energy transfer, charge sepa-
ration, or photon emission. As such, the efficiency and rate of
exciton transportation exert a profound impact on the overall
performance of optoelectronic devices [4,5].

However, exciton movement is significantly influenced by
exciton-exciton interactions, e.g., Auger recombination (AR)
and Coulomb forces. In AR, excitons within their interaction
radius overlap in wave functions, leading to phonon produc-
tion through Förster resonance energy transfer. Concurrently,
Coulomb forces also act between exciton pairs, affecting their
trajectories and energy states. Together, these interactions
profoundly affect exciton behaviors such as annihilation, dif-
fusion, and localization [6–13]. These effects are particularly
pronounced in two-dimensional (2D) semiconductors, which
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sustain room-temperature excitons even at a confined space
with atomically thin thicknesses [14–22], resulting in higher
densities and stronger interactions. This amplifies the com-
plexities of transport dynamics in 2D semiconductors, posing
challenges for both fundamental understanding and practical
applications [23–31].

In our study, we investigated the effects of exciton-exciton
interactions on exciton mobility in tungsten-disulfide (WS2)
monolayers using transient absorption spectroscopy (TAS)
[32]. We found that as exciton density approaches satura-
tion, the diffusion coefficient significantly decreases, leading
to nearly immobile excitons. This challenges established be-
liefs of a constant diffusion coefficient [2,33–36], typically
observed under low-intensity excitations producing sparse
exciton densities with minimal mobility impact [37,38]. Ad-
ditionally, we discovered that the Auger recombination (AR)
rate, indicating exciton annihilation, does not continually in-
crease with higher exciton densities, challenging the prevalent
view that higher densities always lead to accelerated AR
rates [6,7]. Our findings provide valuable insights into exciton
transport in 2D semiconductors, highlighting the complex in-
fluence of many-body effects on mobility and AR boundaries.

II. RESULTS

We studied these effects on a WS2 monolayer that was
grown on a sapphire substrate using chemical vapor deposi-
tion. Figure 1(a) shows the optical morphology of the WS2
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FIG. 1. Optical properties of WS2 monolayer sample. (a) Optical
morphology of WS2 monolayer sample. The inset shows the Raman
spectrum of the WS2 monolayer, which exhibits two characteristic
Raman peaks corresponding to the in-plane vibration E 1

2g and out-
of-plane vibration A1g modes. (b) Transmission and PL spectra of
the WS2 monolayer. The green arrow indicates the pump frequency
(2.41 eV) of the transient absorption spectroscopy, which is located
at the frequency of exciton B of WSs monolayer. The PL spectrum
in (b) is taken under a 2.33 eV (532 nm) excitation with a power of
0.1 mW.

monolayer sample, which exhibits discrete islands of WS2

flakes with typical diameter of ∼20 µm. The monolayer char-
acter of the WS2 flakes is identified by Raman, transmission,
and photoluminescence (PL) spectroscopy, as shown in the
inset of Figs. 1(a) and 1(b). The transmission spectrum of
the WS2 monolayer is shown in Fig. 1(b), which exhibits two
resonance peaks at 2.014 and 2.403 eV, corresponding to the
direct A/B excitonic transitions. Under low-power cw laser
excitation, the photoluminescence (PL) spectrum is centered
around the exciton-A resonance [Fig. 1(b)].

Our exploration begins with an assessment of the injected
density of excitons. Specifically, we use a pulsed laser with
a frequency of 2.41 eV to optically pump the sample. This
excitation generates electron-hole pairs at the exciton-B (XB)
frequency of WS2, as illustrated in Fig. 1. In an ultrashort
span, approximately 100 fs, these pairs experience rapid re-
laxation, descending to the exciton-A (XA) state around 2.0 eV.
Once formed, these XA excitons undergo spontaneous relax-
ation and AR annihilation, causing a decline in their densities.
Thus, monitoring the density fluctuations of XA over time
offers valuable insights into the dynamics of exciton decay
and their mutual interactions. It is worth noting that in this
paper, any mention of “exciton” refers to XA unless specified
differently.

In our experiments, we observed that the ratio of trans-
mitted to incident pump power remains stable as the pump
fluence rises, confirming consistent absorbance in the studied
range of our TAS measurements. This consistent absorp-
tion behavior of the WS2 monolayer at the frequency of
2.41 eV with escalating pump fluences allows us to di-
rectly calculate the injected density of XA. Specifically, as
the quantum numbers of excitons remain conserved in the
XB-to-XA conversion [39], we can correlate injected XA den-
sities with pump fluences. This was achieved by utilizing the
equation N0 = FA/(h̄ω). In this equation, F represents the
pump fluence, h̄ω signifies the energy of the pump photon,
and A = 3.3%, derived from the transmittance of the WS2

monolayer at the pump frequency, stands for the absorption
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FIG. 2. Time-dependent exciton density change. (a) Pump flu-
ence (injected exciton density)-dependent peak �T/T0 and the fitting
using a saturable model Eq. (1). (b) Exciton density decays for five
different injected exciton densities as noted. (c) γAR(t ) (solid squares)
obtained by fitting the decay of n(t ) with different injected densities
using Eq. (2); γAR(t ) (dashed curves) obtained by fitting n(t ) using
both Eqs. (2) and (3) with diffusion coefficients D being set as
constants. In both fittings, τX = 11.1 ps is the lifetime of a singlet
exciton without exciton-exciton interactions.

coefficient. These are marked on the upper and lower x axes of
Fig. 2(a).

Once we have obtained the injected densities, we can
measure density change during decay process using optical
pump-probe spectroscopy. In particular, the presence of XA

indicates the occupation of excitonic states, which means
the number of available states for subsequent optical exci-
tation is reduced. In other words, optically pumping a WS2

monolayer decreases its absorption for later arriving photons.
Hence, by employing a light beam to probe the semiconductor
at a delay of t after pumping, we can monitor the time-
dependent exciton density n(t ). This is obtained by comparing

205418-2



REVEALING EXCITON TRANSPORT IN ATOMICALLY … PHYSICAL REVIEW B 109, 205418 (2024)

the transmission of the probe beam with pumping (T ) and
without pumping (T0), i.e., the time-dependent differential
transmission �T/T0 = (T − T0)/T0 at the frequency of XA.
Figure 2(a) illustrates the maximum values of �T/T0 under
different injected densities, establishing a correlation between
the transient absorption signal and a specific exciton density.
It is evident that �T/T0 follows a saturable model [28]:

�T

T0
∝ n(t )

n(t ) + Ns
. (1)

Here, the exciton saturation density Ns represents the den-
sity at which excitons are closely packed in the 2D plane
of the WS2 monolayer. By fitting the �T/T0 values from
different pump fluences in Fig. 2(a) using Eq. (1), we find
Ns = (4.1 ± 0.3) × 1012 cm−2. Importantly, this saturation
density remains below the Mott transition threshold, avoiding
exciton dissociation into free carriers [34,40]. Our approach
effectively translates measured �T/T0 signals into exciton
densities, providing valuable insights for understanding the
relaxation process [28].

Figure 2(b) distinctly illustrates the change in exciton den-
sity over time under varying pump fluences. The decay of
excitons primarily arises from two mechanisms: (i) the inher-
ent relaxation of individual excitons, with a measured lifetime
τX = 11.1 ps derived from low-pump-intensity TAS experi-
ments, and (ii) the AR annihilation, whose rate is thought to
be heavily influenced by exciton density, given that AR stems
from interactions between excitons. Here, we delve deeper
into this process. The decay of exciton can be described by
a rate equation [2,33–35],

dn(t )

dt
= − 1

τX
n(t ) − 1

2
γAR(t )n2(t ), (2)

where the coefficient γAR(t ) determines the rate of AR an-
nihilation. Using Eq. (2) to analyze the density curves from
Fig. 2(b), we established the temporal behavior of γAR(t )
across varying injection densities, depicted as solid squares in
Fig. 2(c). Clearly, γAR changes over time: It decays for t > 1
ps, indicating a diminishing AR process, but for t < 1 ps,
its behavior is strongly influenced by pump fluences. Specifi-
cally, higher densities tend to decrease the magnitude of γAR.

To investigate the complex variation of γAR, we further
analyzed its determinants. Specifically, in 2D materials, γAR

can be expressed as [41,42]

γAR(t ) = 8DR

π

∫ ∞

0

e−Du2t

u
[
J2

0 (uR) + Y 2
0 (uR)

]du, (3)

where R signifies the singlet exciton’s interaction radius, and
D denotes its diffusion coefficient, indicating how fast exci-
tons can move within a 2D lattice, and J0 and Y0 are the first
and second kind zero-order Bessel functions, respectively.

It is evident that γAR is closely tied to R and D. Our
results show that R remains stable after time delay of t >

0.4 ps. Specifically, when excitons are initially formed, they
can appear in high-energy Rydberg states with excess kinetic
energy, which manifest large interaction radii R. However,
an increased R suggests that these excitons interact strongly
with their environment, making this expanded R lasts for only
∼100 fs. Subsequently, excitons transition to the 1s Rydberg
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FIG. 3. Temporally resolved effective exciton interaction radius.
(a) The dependence of �T/T0 on the injected exciton density for
different time delays, i.e., the �T (τd + 0.1 ps)/T0 as a function of
the exciton density at the moment τd . The solid lines are fittings using
the saturable model Eq. (1). (b) Dependence of saturation density
(green curve) and interation radius (red curve) on time. The data
points are extracted from (a).

ground state within the initial 0.3 ps, as shown in Fig. 2(b) and
corroborated by recent research [43].

The interaction radius R for delays exceeding 0.3 ps can
be derived by analyzing saturation densities. The curve in
Fig. 2(a) links �T/T0 with exciton densities. This relationship
is consistent in Fig. 3(a), where �T/T0 values correspond
with Eq. (1) post 0.3 ps. From this, we identified saturated
densities Ns at different delays [in Fig. 3(b)]. Recognizing
Ns depicts a densely packed exciton scenario, we calculated
R using Ns = πR2. Presented in Fig. 3(b), there is a sta-
ble interaction radius of ∼2.8 nm, aligning with models
[44–46] and experiments [39,47–50] on 2D semiconductors,
suggesting a 1–2 nm exciton size and 3–4 nm interaction
radius. These findings indicate that the interaction distance
is within the Förster energy transfer’s effective range. While
the Dexter-type process might also be involved, its impact on
AR annihilation, primarily driven by Förster energy transfer,
appears minimal. Further exploration of the Dexter-type pro-
cess’s role, as suggested in Ref. [4], is needed but falls outside
this study’s scope.

Given that the interaction radius R is consistent over
time, the primary factor affecting γAR(t ) becomes the exciton
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FIG. 4. Mobility influenced by exciton-exciton interactions.
(a) Exciton mobility (D) over time at different exciton densities, with
time delays marked by red (5 ps), blue (1.2 ps), and orange (0.4 ps)
dashed lines. (b) Exciton mobility correlated with various exciton
densities at specific delay times indicated in (a). (c) Diagram showing
exciton attraction and repulsion, highlighting decreased mobility due
to increased exciton-exciton interactions at high densities.

diffusion coefficient D. Using Eqs. (2) and (3), we fitted the
density curves from Fig. 2(c) to extract D(t ), as depicted in
Fig. 4(a). For this fit, we converted the unit of exciton density
n(t ) from cm−2 to cm−3 by assuming a 1 nm monolayer
thickness [14].

We observe significant temporal variations in D. At low
injected densities below 2.1 × 1012 cm−2, the diffusion co-
efficient D decreases over time. This decline aligns with the
Einstein relation D = μkBT , where μ corresponds to 1/mκ , m
is the exciton’s effective mass, and κ is its phonon interaction
rate. After optical excitation, the elevated exciton temperature
inflates D. As they cool, losing kinetic energy [51], D falls
sharply.

As the injected density rises, D’s temporal behavior be-
comes intricate, not solely attributed to diminishing processes.
The impact of exciton-exciton interactions is evident. As de-
picted in Fig. 4(b), a higher density notably reduces exciton
mobility D. For example, at 0.4 ps, D drops drastically with
density elevation, nearing zero at 5 ps for high densities,
suggesting excitons behave more as a solid than a bosonic gas
due to exciton-exciton interactions.

III. DISCUSSION

The influence of injected density on exciton mobility, to
the best of our knowledge, remains unreported. This oversight

likely stems from the fact that established principles of exciton
transport are based on three-dimensional (3D) bulk semi-
conductors. In 3D systems, the exciton density is not dense
enough to trigger impactful exciton-exciton interactions. In
contrast, 2D semiconductors, due to their reduced dimension-
ality, have a heightened exciton density, leading to intensified
exciton-exciton interactions [52,53].

When exciton interactions are considered, they can exert
driving or fictitious forces that either enhance or hinder ex-
citon mobility. Describing the dynamics involves complex
interconnected degrees of freedom [54–58]. A mesoscopic
approach, which incorporates the concept of local equilibrium
[55], allows for the calculation of the local system entropy and
identification of forces in a similar manner to irreversible ther-
modynamics. Assuming that interactions only occur between
two-body pairs, the mobility affected by interaction potential
φ(r) is [55]

D = μkBT

[
1 − 4

3
π

n(t )

kBT m

∫ ∞

0

∂φ(r)

∂r
g(2)(r)r3dr

]
, (4)

where n(t ) is the density of excitons, φ(r2 − r1) = φ(r) is the
interaction potential between two excitons at positions r1 and
r2, which depends solely on the distance between the excitons,
and g(2)(r) is the correlation function of two excitons and is
also only dependent on distance.

The impact of many-body interactions on exciton mobil-
ity is determined by whether the potential φ(r) exerts an
attractive or repulsive force, as illustrated in Fig. 4(c). In the
case of attractive forces, when an exciton is displaced from
its equilibrium position, the attractive forces act to drive the
exciton further in the same direction. Conversely, in the case
of repulsive forces, when an exciton attempts to move to-
wards its neighboring exciton, the repulsive forces impede its
motion, acting as a barrier that opposes the motion of the exci-
ton. Precisely characterizing exciton interactions is a complex
undertaking [59]. However, for simple repulsive interaction
potentials [54,55], the mobility of interacting excitons can be
evaluated using the following expression,

D = μkBT (1 − 2 f ), (5)

where f ∝ n is the volume fraction of the excitons. This equa-
tion shows that the mobility generally experiences a decrease
as the density rises.

Drawing on an exciton-exciton interaction model [53],
we propose a pivotal role for Coulomb interactions between
excitons in diminishing exciton mobility at elevated densi-
ties. Excitons, being electron-hole pairs, inherently engage
in Coulombic interactions with other excitons. These interac-
tions present as attraction or repulsion based on their relative
orientations [Fig. 4(c)]. With increasing density, excitons tend
to concentrate and eventually reach a saturation point. This
marks a threshold where repulsive Coulomb forces outweigh
the attractive forces, hindering further compression of ex-
citons. Additionally, each exciton is encircled by a similar
number of counterparts, which collectively exert a counter-
force, impeding the movement of individual excitons. This
results in a notable decrease in overall exciton mobility.

As a result, exciton-exciton interactions introduce com-
plexity in the temporal behavior of a diffusion coefficient.
While the Einstein relation suggests that exciton decay
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sities. The product of γAR(t ) · n(t )/2 is plotted as a function of
time delay and injected exciton densities. The AR rate peaks at
1.9 × 1012 cm−2 and stabilizes at 4.1 × 1012 cm−2.

leads to cooling, thus reducing mobility, exciton relaxation
concurrently decreases many-body interactions, potentially
increasing mobility. This interplay manifests distinctly in
D(t ). For instance, as shown in Fig. 4(a), at high injected
densities, D(t ) peaks not immediately but around 1 ps after
some decay. This is more pronounced in Fig. 4(b), where
for densities above 6 × 1012 cm−2, the peak diffusion occurs
at 1.2 ps, indicating a balance between cooling effects and
reduced many-body interactions.

According to Eq. (3), the complex exciton mobility due to
exciton-exciton interactions directly influences the AR coef-
ficient γAR(t ). This accounts for the counterintuitive behavior
seen in Fig. 2(c), where a higher injected density surprisingly
results in a reduced γAR. In contrast, using constant D values
in Eqs. (2) and (3) can yield notably different γAR, particularly
for t < 1 ps, as indicated by the dashed curves in Fig. 2(c).
This confirms the complexity of exciton mobility.

The AR annihilation rate, expressed as γAR(t ) · n(t )/2,
challenges the traditional belief that annihilation rate sim-
ply increases with exciton density. Our findings indicate that
this rate is maximal at an injected density of Nth = 1.9 ×
1012 cm−2 at t = 0.3 ps, as depicted in Fig. 5. While higher
injection increases n(t ), they concurrently decrease D(t ),
thereby constraining exciton annihilation. This results from
the delicate interplay between density and mobility, causing
the AR annihilation rate to peak at a specific exciton density.

Beyond a density of Nth = 1.9 × 1012, the rate drops sig-
nificantly due to diminished exciton mobility. When the
density surpasses Nth = 4.1 × 1012 cm−2, AR rates stabilize,
with only minor increases as density continues to rise. At
such high densities, additional excitons do not substantially
affect collision probabilities. The reduced annihilation rate
is due to the dynamic balance between exciton density and
mobility. While a higher exciton density theoretically in-
creases annihilation probability due to greater spatial overlap,
it simultaneously decreases mobility, reducing the encounter
possibility between excitons and thus lowering annihilation
rates. This illustrates the complex interplay among exciton
density, mobility, and interaction likelihood. Understanding
this behavior is crucial for high-speed excitonic devices, since
maintaining lower AR rates during the initial relaxation phase
can enhance their performance and longevity.

Despite variations in band structure, dielectric screening,
and other material-specific characteristics, the core princi-
ples of exciton interactions remain consistent across different
2D materials. Notably, when exciton density nears satura-
tion, causing excitons to pack closely, repulsion becomes
the dominant force, limiting their mobility. Thus, while our
study’s insights on exciton-exciton interactions and mobility
are specific to WS2 monolayers, the fundamental concepts are
applicable to other 2D materials as well.

IV. CONCLUSION

In summary, through pump-probe spectroscopy, we ex-
plored exciton mobility in a WS2 monolayer. Our analysis of
temporal exciton density changes revealed a balance between
exciton density and mobility. While low densities show-
cased high exciton mobility, increased densities intensified
exciton-exciton interactions, thereby limiting their diffusion
and reducing mobility. This interplay eventually led excitons
to solidify, decreasing AR annihilation rates. This research
illuminates fundamental exciton dynamics in 2D semicon-
ductors and introduces an efficient method to study exciton
transport in such materials.
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