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Integrability as an attractor of adiabatic flows
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The interplay between quantum chaos and integrability has been extensively studied in the past decades. We
approach this topic from the point of view of geometry encoded in the quantum geometric tensor, which describes
the complexity of adiabatic transformations. In particular, we consider two generic models of spin chains that
are parameterized by two independent couplings. In one, the integrability breaking perturbation is global while,
in the other, integrability is broken only at the boundary. In both cases, the shortest paths in the coupling space
lead towards integrable regions and we argue that this behavior is generic. These regions thus act as attractors
of adiabatic flows similar to river basins in nature. Physically, the directions towards integrable regions are
characterized by faster relaxation dynamics than those parallel to integrability, and the anisotropy between them
diverges in the thermodynamic limit as the system approaches the integrable point. We also provide evidence
that the transition from integrable to chaotic behavior is universal for both models, similar to continuous phase
transitions, and that the model with local integrability breaking quickly becomes chaotic but avoids ergodicity.
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I. INTRODUCTION

There has been significant progress in understanding the
nature of quantum chaos and integrability in the past few
decades (see Refs. [1–5] for review). On one hand, it is gener-
ally recognized that the random matrix behavior of quantum
eigenstates [described by random matrix theory (RMT)] and
energy spectrum are sensible measures of quantum chaos
or, more accurately, quantum ergodicity, thermalization or
mixing [6,7]. Emergent random matrix ensembles are con-
nected with statistical mechanics and thermodynamics via the
so-called eigenstate thermalization hypothesis (ETH) [5,8,9].
On the other hand, Poisson statistics of the level spacings
is considered a signature of quantum integrability through
the Berry-Tabor conjecture [10]. From the point of view of
physical observables, integrable systems are generally noner-
godic with their steady states being constrained by multiple
conservation laws. In systems with local interactions, these
states can be described by the so-called generalized Gibbs
ensemble (GGE) [11]. In weakly nonintegrable systems, it is
generally expected that these states first relax to such GGE
states and then gradually relax to a true equilibrium. This slow
relaxation mechanism is termed prethermalization [5,12–15].
In the context of weakly driven systems, some GGEs can be
stabilized by weak driving, leading to, for example, robust
turbulent cascades [16,17].

A different approach for analyzing the transition between
quantum chaos and integrability, which is more relevant to the
present work, is based on the scaling analysis of the fidelity
susceptibility χ as a function of integrability breaking per-
turbations [18–22]. This approach was previously developed
to study quantum phase transitions [23–25], allowing one to
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classify universal properties of quantum phases and phase
transitions in an observable-independent way. When applied
to excited states, fidelity susceptibility, together with other
probes, enables one to identify the existence of a chaotic but
nonergodic buffer region that generically separates integrable
and ergodic/ETH regimes. This buffer zone is characterized
by a stronger divergence of fidelity susceptibility with sys-
tem size than in the ETH regime [18–20,26]. In a recent
work, it was shown that a similar story holds for the emer-
gence of chaos and ergodicity in classical Hamiltonian models
with the fidelity susceptibility encoding the complexity of
trajectory-preserving canonical transformations [27]. Physi-
cally, this intermediate chaotic but nonergodic regime—both
in quantum and classical systems—can be characterized by
the emergence of diverging low-frequency tails of the spectral
functions of observables, which are manifested by the slow
relaxations of these observables to nonequilibrium states. It
was also recognized that, at or near integrable points, there is
a strong qualitative difference between the dynamics of inte-
grability preserving and integrability breaking perturbations
[20,28]. This strong anisotropy motivates the consideration
of the full structure of the quantum geometric tensor (QGT)
in a parameter manifold containing more than one coupling.
The QGT defines a natural Riemannian metric structure on
the eigenstate manifolds [24,25,29]. While the definition of
QGT sounds abstract, it naturally extends the notion of fidelity
susceptibilities (which are diagonal components of the QGT).
QGT is closely related to a range of physical phenomena like
the long-time response of physical observables [30], quantum
Fisher information [31], quantum speed limits [32,33], effec-
tive mass [30], superfluidity and superconductivity [34], and
more (see Ref. [30] for details).

In this work, we analyze the properties of the QGT in
two models, which have both integrable and chaotic regimes.
At each point in the (two-dimensional) coupling space, we
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FIG. 1. Schematic representation of the adiabatic flows in 2D
parameter space. The two horizontal blue lines represent the lines of
integrability while the regions outside them are chaotic. The horizon-
tal (vertical) axis represents the integrability preserving (breaking)
direction. By following the minimal χ directions, we can construct
the shortest paths or flows (solid gray lines) that tend towards the
integrable lines. The plot is based on the XXZ spin analyzed in this
work.

diagonalize the QGT and find the two orthogonal directions
that maximize and minimize the fidelity susceptibility. This
procedure allows us to unambiguously define directions par-
allel and orthogonal to integrability when the model is inte-
grable and smoothly extend these notions to chaotic regimes.
We show that, for both directions corresponding to the min-
imal and the maximal values of the fidelity susceptibility,
the corresponding observables conjugate to these couplings
exhibit universal long-time dynamics. In particular, we find a
good scaling collapse of the spectral functions of these observ-
ables in the chaotic but nonergodic regime, indicating univer-
sality of chaos close to integrability. Similar scaling collapse
was found in a classical model [27]. In this sense, integrable
points share many similarities with critical points in con-
tinuous phase transitions: this emergent slow dynamics is
analogous to critical slowing down.

The second result of the present work is the universality
of the adiabatic flows near integrable regions. Specifically, we
analyze the flows of the orthogonal directions diagonalizing
the QGTs in the coupling space. Along these directions, the fi-
delity susceptibilities take their minimal and maximal values.
Following the minimal directions, we can construct adiabatic
flow lines similar to geodesics. Our key finding is schemati-
cally illustrated in Fig. 1. Namely, we observe that integrable
regions are the attractors of these flows. In other words, if
we follow the minimal χ directions, we will reach regions
of integrability (if they exist) as the flows abruptly turn their
directions to stay within the integrable regions. Physically, the
minimal χ directions correspond to the fastest relaxation dy-
namics of the observables conjugate to these directions. In the
model with an extended integrability breaking perturbation,

these fast observables avoid long prethermalization. In the
model with a boundary integrability breaking term, we find
that prethermalization is longer along the direction parallel
to the integrability. Hence, we can reformulate our result:
following directions of fastest relaxation brings the system
towards integrability. We provide both analytical and numeri-
cal evidence for the robustness of this statement beyond these
specific models.

II. QGT AND FIDELITY SUSCEPTIBILITY

In this section, we give a brief introduction to the concepts
of the quantum geometric tensor and the fidelity susceptibility
and discuss their regularization such that they are smooth,
well-behaved functions of the couplings and system size.
Much of the content here has been discussed in earlier papers
(see Refs. [20,27,30,35]), so we only mention details impor-
tant for understanding the rest of this paper.

Suppose we have a Hamiltonian H(λ) with coupling
parameters λ = {λ j}. The (eigenstate averaged) quantum ge-
ometric tensor [36] is defined as

gi j = 1

2D
∑

n

〈n|AiA j + A jAi|n〉c, (1)

where D is the Hilbert space dimension [37], |n〉 is
the λ-dependent eigenstate of the Hamiltonian, and the
subindex “c” stands for the connected part or the covariance:
〈n|AiA j |n〉c ≡ 〈n|AiA j |n〉 − 〈n|Ai|n〉〈n|A j |n〉. Here, A j is
the adiabatic gauge potential (AGP) in the jth direction, de-
fined as the derivative operator acting on the eigenstates of the
Hamiltonian (we set h̄ = 1):

i∂λ j |n(λ)〉 = A j |n(λ)〉 . (2)

The AGP and hence the QGT generally diverge in the thermo-
dynamic limit and thus we consider their regularized version
with the frequency cutoff μ [20]:

〈m|A j |n〉 = −i
ωmn

ω2
mn + μ2

〈m| ∂ jH |n〉 , (3)

where ωmn ≡ εm − εn with εn and εm being the energy eigen-
values. In order to have a well-defined self-averaging behavior
of the QGT with increasing system size, μ needs to be chosen
to be parametrically larger than the typical level spacing.
Then, the regularized QGT reads

gi j = 1

D
∑
n,m

ω2
nm

(ω2
nm + μ2)2

〈m|∂iH|n〉〈n|∂ jH|m〉. (4)

As in Ref. [20], we consider the range 1/Ds � μ � O(1)
[38], where Ds is the Hilbert space dimension of the largest
symmetry sector of the model. At the same time, we choose μ

to be smaller than other relevant energy scales in the problem
such as the Thouless energy in the ergodic regime. Depending
on the model, this scale can weakly (polynomially) depend on
the system size L while Ds typically depends exponentially on
L such that this range for μ is exponentially broad in L.

We focus on a two-dimensional control parameter space
set by the couplings h and g (defined later for specific mod-
els) such that λ = (h, g). Let us observe that the AGP, as
a derivative operator, transforms as a vector under rotations
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FIG. 2. Graphical illustration of generic (n) and minimal (nmin)
directions. The gray portion denotes a generic direction n =
(cos ϕ, sin ϕ). The adiabatic flows are obtained by following the
minimal directions n±

min starting at λ = (h, g).

in the coupling space and hence the QGT transforms as a
tensor. Suppose we have an infinitesimally small deforma-
tion such that λ + n dλ = (h + dλ cos ϕ, g + dλ sin ϕ), where
n = (cos ϕ, sin ϕ) is the unit vector in the direction dλ. Then,
the AGP along this direction is

An(λ) = Ah cos ϕ + Ag sin ϕ. (5)

Diagonalizing the QGT is therefore equivalent to finding the
directions nmin and nmax defined by the angles ϕmin(h, g) and
ϕmax(h, g) = ϕmin(h, g) + π/2, respectively, along which the
fidelity susceptibilities

χn ≡ gnn = 1

D
∑

n

〈n|A2
n|n〉c

= 1

D
∑
n,m

ω2
nm(

ω2
nm + μ2

)2 |〈m|(n · ∇ )H|n〉|2 (6)

take their minimal and maximal values. Here ∇ ≡ (∂h, ∂g).
Since the QGT has three independent entries, one can fully
reconstruct it by computing χn along three different direc-
tions [30]. Further, by continuously following the minimal
direction {nmin(h, g)}, we can reach a new eigenstate at (h +
dλ cos ϕmin, g + dλ sin ϕmin) and obtain the adiabatic flow di-
agram like in Fig. 1. Note that ϕmin is defined modulo π ,
corresponding to two anti-parallel directions n+

min and n−
min =

−n+
min as shown in Fig. 2 (and so does ϕmax). The precise

choice of the direction nmin is not important as the geometric
tensor is invariant under ϕ → ϕ + π . We will return to this
subtlety later when we demand continuity of the flows.

III. THE MODELS

In this work we focus on analyzing two different models.
The first one is an XXZ spin chain of size L − 1 with open
boundary conditions coupled to a single spin at the boundary
(coined as c-XXZ):

Hc-XXZ = 1

2

L−1∑
i=2

[
σ x

i σ x
i+1 + σ

y
i σ

y
i+1 + 
σ z

i σ z
i+1

]

+ g

2

(
σ x

1 σ x
2 + σ

y
1 σ

y
2 + 
σ z

1σ z
2

) + hσ z
1 , (7)

where 
 is the anisotropy, h is the local z-magnetic field
strength on the spin at site 1, and g is the boundary exchange

strength between the spin at site 1 and the XXZ spin chain. For
all subsequent calculations, we set 
 = 1.2. Notably, when
g = 1, we have an XXZ spin chain of length L with a boundary
magnetic field. Since an XXZ spin chain is integrable and a
local field on the boundary does not break its integrability
[39,40], this model is integrable along the line g = 1 for all
h. Furthermore, the c-XXZ model is trivially integrable along
the line g = 0 also for all h, and in the limits h → ∞ and
g → ∞. At finite couplings in the regions outside of these
two integrable lines, this model is expected to be chaotic as
the g-exchange generically breaks integrability.

For all subsequent calculations of the c-XXZ model (unless
otherwise stated), we consider the 〈m〉 = 0,±2 (〈m〉 = ±1)
magnetization sectors for even (odd) L, where m ≡ ∑

i σ
z
i .

Following Ref. [20], we choose the cutoff μ = 2L/Ds for
computing the QGT, where Ds = ( L

	L/2

)

and 	L/2
 is the
largest integer smaller than or equal to L/2. Physically, Ds

corresponds to the dimension of the largest magnetization
sector considered. This choice of μ allows us to study the
limit μ → 0 with increasing L while avoiding strong finite
size effects due to finite level spacing. We refer to Appendix A
for further details on selecting the cutoff.

The second model we analyze is the Ising model with
both transverse and longitudinal fields (LTFIM) with periodic
boundary conditions

HLTFIM =
L∑

i=1

σ z
i σ z

i+1 + g
L∑

i=1

σ x
i + h

L∑
i=1

σ z
i , (8)

where g and h are the transverse and longitudinal field
strengths, respectively. This model is integrable along two
lines: h = 0, as it maps to free fermions via the Jordan-Wigner
transformation, and g = 0, as it reduces to the classical Ising
model. Finally, it is integrable at the point h → ∞ and g →
∞, as it becomes noninteracting. Outside of these regions,
the model exhibits chaos [41]. For all subsequent calcula-
tions (unless otherwise stated), we consider all k �= (0, π )
quasi-momentum sectors. We use the cutoff μ = 2.5 · L/Ds,
where Ds = 2L/L and Ds is roughly the dimension of each
k �= (0, π ) quasi-momentum sector (see Appendix A for more
details).

IV. SPECTRAL FUNCTIONS AT AND FAR FROM
INTEGRABILITY

Scaling of the fidelity susceptibilities with the frequency
cutoff μ (and hence of the whole QGT) is determined by the
spectral response [20,27]. To see this, observe that we can
rewrite Eq. (6) as

χn ≡ gnn =
∫ ∞

−∞
dω

ω2

(ω2 + μ2)2
�n(ω), (9)

where

�n(ω) = 1

D
∑

n

∑
m �=n

| 〈m| ∂nH |n〉 |2δ(ω − ωmn) (10)

is the spectral function of the Hamiltonian deformation in
the direction n ∼ dλ. Here, ∂n = (n · ∇ ) and ∇ = (∂h, ∂g). In
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practice, we replace δ(x) with the Gaussian

δ(x) → 1


√

2π
e−x2/(22 ). (11)

We choose the broadening  = β ωH > ωmin, where ωH

(ωmin) is the typical (minimum) level spacing of the central
50% of eigenstates and we choose β ∼ 0.1 − 0.5 depending
on the extent of the finite-size effects.

From Eq. (9), the behavior of χn is determined by the low-
frequency asymptotes of the corresponding spectral functions
(see also Refs. [18–22,27]). The focus of this work is under-
standing the structure of adiabatic flows and universality of
the QGT and response close to integrability. It is instructive to
first analyze the behaviors of the spectral functions in simpler
limits where the system is either integrable or, conversely, is
far from any integrable point. For this purpose, we numeri-
cally compute the spectral function �n(ω) along two different
directions for both models using exact diagonalization.

In Fig. 3, we show examples of the spectral functions.
Figure 3(a) shows �n(ω) at the integrable point λ = (1.6, 1)
of the c-XXZ model along the two natural directions: in-
tegrability preserving n = (1, 0) and integrability breaking
n = (0, 1), which correspond to changing the h and g coupling
strengths, respectively. Figures 3(b) and 3(c) show the spectral
functions of the (b) Ising model and (c) c-XXZ model far
from integrable points–λ = (1.5, 1) and λ = (1.6, 1.5), re-
spectively, along the minimal and maximal directions nmin and
nmax. Qualitative behaviors of these spectral functions agree
with those observed earlier for other models. We briefly high-
light some generic features and provide their interpretations.

For the integrable model [Fig. 3(a)], we see that �h(ω →
0) → 0 while �g(ω → 0) saturates to a constant as it is gener-
ally expected [18,20,42]. The former indicates the existence of
smooth adiabatic transformations of eigenstates and conserva-
tion laws as we change the integrability preserving coupling h.
The saturation of �g(ω) shows that the perturbation ∂gH does
not obey any selection rules, lifting any accidental degenera-
cies of the integrable model. We can observe (not shown) a
similar qualitative behavior for the Ising model in the inte-
grable line with a very sharp spectral gap along the g line.

Far from integrability, it is more natural to analyze �n(ω)
along the minimal and maximal directions nmin and nmax. In
Fig. 3(b), we show that the spectral functions along these
directions are qualitatively similar to each other at low (and
also high) frequencies. Far from integrability, this can be
expected as generic observables should have similar long-time
dynamics. The observed saturation of �n(ω) as ω → 0 agrees
with the expected behaviors in RMT/ETH and can serve as an
indication that the system is ergodic [18,20,26].

Finally, in Fig. 3(c), we present the spectral functions along
the minimal and maximal directions for the c-XXZ model far
from integrability, wherein low-frequency tails (at frequencies
above the Heisenberg scale) develop along both directions.
It is convenient to characterize these tails by the dynamical
exponent z [26]

�n(ω) = C

ωmax(1−1/z,0)
. (12)

It is thus clear that a close to 1/ω tail observed numerically
corresponds to the limit z � 1. Henceforth, we say that the

FIG. 3. Spectral functions �n(ω) at (a) integrable, (b) ergodic
and (c) chaotic KAM regimes. (a) and (c) refer to the c-XXZ
model at h = 1.6 with (a) g − 1 = 0 and (c) g − 1 = 0.5, re-
spectively, for different system sizes L = 14, 15, 16, 17. (b) refers
to the nonintegrable Ising model with (h, g) = (1, 1.5) and sys-
tem sizes L = 15, 16, 17, 18. In (a), the solid [dashed] lines show
�n(ω) in the integrability preserving [breaking] directions: n =
(1, 0) [n = (0, 1)]. In (b) and (c), the solid (dashed) lines show
�n(ω) in the minimal (maximal) direction nmin (nmax). In (a) and
(c), �n(ω)’s are averaged by taking 11 and 3 realizations of h
centered around h = 1.6 with maximum deviations of 5% and 1%,
respectively. In (b), 3 realizations of g centered around g = 1.5 with
maximum deviation of 1% are used. The vertical lines show the
values of (a)  = 0.5 ωH and (b), (c)  = 0.1 ωH used for different
system sizes.
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spectral function has a low-frequency tail if it does not saturate
at low frequencies except below the Heisenberg scale. A simi-
lar scaling was observed in disordered systems [26] as well as
classical chaotic models in the chaotic but not mixing regime
[27]. Since the existence of the latter in classical chaotic
models is ensured by the Kolmogorov-Arnold-Moser (KAM)
theorem [43], we will refer to this region as the KAM regime.
This scaling of the spectral function saturates the upper bound
of the scaling of the fidelity susceptibility with the cutoff μ

and is characterized by a very slow power-law/logarithmic
relaxation of the system to a non-thermal steady state. In Ap-
pendix B, we analyze other indicators of ergodicity and come
to a similar conclusion. While we are not able to extrapolate
the spectral function to the thermodynamic limit, the results
of the energy-level statistics are consistent with this KAM
regime being transient like in disordered models [44] and
that, in the thermodynamic limit, this model could eventually
become ergodic.

We conclude this section by briefly translating these
generic features of the spectral functions to the time domain
by showing the corresponding behaviors of the symmetric
correlation functions:

Cn(t ) =
∫ ∞

−∞
dω e−iωt�n(ω), (13)

= 1

2D
∑

n

〈n|{∂nH(t ), ∂nH(0)}|nc〉, (14)

{. . .} is the anticommutator, 〈n| ∂nH(t )∂nH(0) |n〉c ≡
〈n| ∂nH(t )∂nH(0) |n〉 − 〈n| ∂nH(t ) |n〉 〈n| ∂nH(0) |n〉, and

∂nH(t ) ≡ eiHt∂nHe−iHt . (15)

From these relations, it is clear that the low-frequency spectral
behaviors correspond to the long-time relaxation dynamics.
We plot Cnmin (t ) and Cnmax (t ) (Ch(t ) and Cg(t ) for the integrable
case) in Figs. 4(a) and 4(b), respectively, for the integrable,
ergodic, and chaotic KAM regimes. We use the same param-
eters as in Fig. 3 corresponding only to the largest system
size used. We observe a stark contrast between long-time
relaxation dynamics in the chaotic KAM regime and the other
two regimes. In the former, we see a slow relaxation of the
correlation function that extends for several decades in time.
This behavior reflects presence of the low-frequency ∼1/ω

tail in the spectral functions. On the other hand, we observe
faster relaxation to the steady state in the integrable and ETH
regimes.

V. UNIVERSAL DYNAMICS AND GEOMETRY CLOSE
TO INTEGRABILITY

Having discussed some generic features of the spectral and
correlation functions for these models at and far from the
integrable regions, we will move to the main part of our work.
Namely, we will analyze universal properties of the dynamical
response and of the QGT when the integrability breaking
perturbation is small. It is intuitively clear that one can expect
that both the response and QGT should be highly anisotropic,
where they qualitatively behave differently between directions
parallel and orthogonal to integrability.

FIG. 4. Symmetric correlation functions Cn(t ) at integrable, er-
godic, and chaotic KAM regimes. We consider the same models
and parameters for these regimes as done in Fig. 3 and only use
the largest system size considered in each separate case. (a) and
(b) depict Cnmin (t ) and Cnmax (t ) (Ch(t ) and Cg(t ) for the integrable
case), respectively, with different regimes shown by separate colors.

Using Eq. (9), we can estimate

χn(μ) ≈
{

�n(μ)
μ

if μ > 
,

�n(
)



otherwise,
(16)

where 
 is the spectral gap. From this result and Fig. 3(a),
we can conclude that, at the integrable lines, nmin coincides
with the direction parallel to the integrability with χnmin ∼
const(μ) while nmax is the integrability breaking direction
with χnmax ∼ 1/μ. As we break integrability (consider the
Ising model for concreteness) by adding a small longitudinal
field h, we can anticipate that the spectral function along the h
direction does not change much as there are no selection rules
for the matrix elements of ∂hH even when h = 0. Conversely,
in the g direction, it is easy to show using perturbation theory
in h that �g(ω) ∼ h2/ω2, where we again use that, for the
h perturbation, there are no selection rules and all matrix
elements are of the same order while the frequency ω sets
the energy scale in the energy denominator (see Refs. [45,46]
for a related discussion). To verify these perturbative results,
we plot the spectral function �n(ω) along the minimal and
maximal directions for very small integrability breaking per-
turbation strengths in Fig. 5 (see Fig. 17 in Appendix C for a
similar plot in the c-XXZ model).

195162-5



HYEONGJIN KIM AND ANATOLI POLKOVNIKOV PHYSICAL REVIEW B 109, 195162 (2024)

FIG. 5. Spectral function �n(ω) of the Ising model in the per-
turbative regime near integrability. We consider small integrability
breaking perturbation strengths h = η × 10−4 for several η’s shown
in different colors. The solid (dashed) lines refer to �n(ω)’s in
the minimal (maximal) directions nmin (nmax), which are nearly
parallel to the g (h) directions. The inset shows the perturbative
scaling �nmin (ω) ≈ �g(ω) ∼ h2/ω2, where the dotted line indicates
this scaling collapse. Parameters: L = 18, g = 1.5 (3 different re-
alizations of g ∈ {1.485, 1.5, 1.515} are used for averaging), and
 = 0.5 ωH.

These perturbative considerations for the spectral function
lead to the scaling predictions

χg ∼ ch2

μ3
and χh ∼ c′

μ
, (17)

with constants c and c′. Comparing these two asymptotes,
we come to an interesting conclusion: there exists a critical
value of the integrability breaking perturbation hc ∼ μ such
that χg = χh and the minimal and the maximal directions
switch depending on whether h < hc or h > hc. Namely, in
the regime where h < hc, χg is smaller than χh and so nmin

(nmax) is aligned along the integrable (nonintegrable) direc-
tion, which is approximately parallel (perpendicular) to the
line h = 0. On the other hand, when h > hc, the situation is
reversed. In Fig. 6, we give a pictorial representation of the
minimal and maximal directions close to the integrable line
h = 0. Note that as the cutoff μ gets smaller, corresponding
to longer time scales, the switching crossover between the
minimal and maximal directions becomes sharper and closer
to the integrable line. Similar analysis applies to the c-XXZ
model, such that at sufficiently large L and small μ near the
integrable line g = 1, one expects

χg ∼ c

μ
and χh ∼ c′(g − 1)2

μ3
, (18)

with constants c and c′ different from before.
The perturbative asymptotics for the fidelity susceptibili-

ties in Eqs. (17) and (18) suggest that, near integrable lines,
they assume universal scaling forms:

Ising: χn = L

μ
fn

(
h

μ

)
, (19)

FIG. 6. Schematic illustration of the structure of the QGT near
an integrable line in the Ising model. The red and the blue arrows
indicate directions nmin and nmax, respectively, while the sizes of the
arrows schematically (out of scale) indicate the magnitudes of the
corresponding fidelity susceptibilities in these directions. The dashed
lines illustrate the flows along the direction nmin.

c-XXZ: χn = 1

μ
gn

(
g − 1

μ

)
, (20)

where fn(x) and gn(x) are direction-dependent scaling func-
tions that recover perturbative results in the limit x → 0. For
the Ising model, we explicitly included the prefactor L to
account for the extensiveness of the deformations ∂hH and
∂gH. To test this scaling hypothesis, we plot in Fig. 7 the
rescaled susceptibilities μχnmin and μχnmax (with an additional
factor of 1/L for the Ising model) against the rescaled inte-
grability breaking strength. Figures 7(a) and 7(c) correspond
to the Ising model while Figs. 7(b) and 7(d) refer to the
c-XXZ model. The top panels show the results for different
system sizes, where the cutoff μ decreases with L according to
μ ∝ L/Ds(L), while the bottom panels correspond to a fixed
L with different lines describing different values of the cutoff
μ, which satisfy 1 � μ � 1/Ds. We see that for both mod-
els the fidelity susceptibilities develop maxima as functions
of the integrability breaking parameters in agreement with
Ref. [18]. On the left of these maxima, i.e., close to integrable
regions, the fidelity susceptibilities in both directions exhibit
the scaling collapse consistent with Eqs. (19) and (20). A
similar scaling collapse was also reported in a classical chaotic
model at small integrability breaking [27], suggesting that the
integrable regions in both quantum and classical models play a
role similar to critical points for continuous phase transitions.
It is interesting that, for both models, the scaling of the maxi-
mum of the susceptibility χ

p
nmax is closely described by χ

p
nmax ∼

1/μ2 asymptote (see the insets in Fig. 7), in agreement with
similar scaling observed in other models [18,26]. This scaling
saturates the upper bound of the divergence of χ with μ and
can be termed as the region of maximal chaos or maximal
complexity of the unitary transformation diagonalizing the
Hamiltonian [26,27]. A similar 1/μ2 scaling is observed for
χ

p
nmin for the c-XXZ model. The only exception is the scaling

of χ
p
nmin for the Ising model, which is approximately given by

1/μ1.3. While we do not presently understand the origin of
this anomalous scaling, we note that if we look into a generic
direction n, then χn will be dominated by the more divergent
direction and thus we expect to see 1/μ2 scaling again for a
generic direction n, as in Ref. [18].
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FIG. 7. Scaling collapse of χn near integrability. In (a) and (c), we plot the rescaled fidelity susceptibility μχ/L against h/μ for the
nonintegrable Ising model near the integrable line h = 0 with fixed g = 1.5. In (a), we vary L and use μ = 2.5 · L/Ds with Ds = 2L/L while,
in (c), we fix L = 18 and vary μ. In (b) and (d), we plot the rescaled fidelity susceptibility μχ against (g − 1)/μ for the c-XXZ model near and
above the integrable line g = 1 at fixed h = 1.6. In (b), we vary L and use μ = 2L/Ds, where Ds = ( L

	L/2

)
. In (d), we fix L = 17 and vary μ.

For (a)–(d), the solid (dashed) lines show fidelity susceptibility in the minimal (maximal) direction nmin (nmax). The insets in (a) and (b) show
the peak values of χnmin (χnmax ) vs. 1/μ as diamonds (triangles) with fits given by the solid (dashed) lines.

It is clear from Fig. 7 that the scalings in Eqs. (19) and (20)
only work for sufficiently small integrability breaking per-
turbations, describing a crossover from the integrable to the
KAM regime. At larger perturbations, we expect that, at least,
the Ising model should become ergodic [see Fig. 3(b)] such
that the spectral function saturates in the regime ω � ωTh:
�n(ω) ∼ c, where c is some h-dependent constant and ωTh is
the Thouless scale below which the energy spectrum can be
described by RMT. Hence, we expect that χn(μ) ∼ cn(h)/μ
in the regime where μ � ωTh. This motivates us to replot the
rescaled χn shown in Fig. 7 but, instead, against the unscaled
integrability breaking perturbation h as done in Figs. 8(a) and
8(c). As before, in Fig. 8(a), we decrease μ with the system
size while, in Fig. 8(c), we fix the system size L = 18 and
lower μ while ensuring that it is always above the Heisenberg
scale. In contrast to before, we have to account for an extra
prefactor of L for χn in the Ising model due to diffusion
[47]. At intermediate values of h, we see a very good data
collapse indicating that the system is in the ergodic/ETH
regime. The collapse region clearly tends to grow with in-
creasing system size L or, alternatively, time cutoff 1/μ. A
similar collapse was observed in Ref. [18] for a different

nonintegrable model. The situation is different for the c-XXZ
model, where, according to Fig. 3 c, even at strong integrabil-
ity breaking, the spectral function develops a low-frequency
tail, suggesting that the system is not ergodic, i.e., that ωTh =
0, at least for the available system sizes. The approximate 1/ω

behavior of this tail suggests that, for large values of integra-
bility breaking perturbation g − 1, the fidelity susceptibility
should approximately scale as χn ∼ cn/μ2, where c is now
a g-dependent constant. Indeed, this scaling agrees very well
with the numerical results shown in Figs. 8(b) and 8(d) at
intermediate values of g − 1. As we mentioned already, this
scaling saturates the upper bound of divergence of χn with
the frequency cutoff μ, suggesting that the model is always
in the KAM regime at least for the accessible system sizes
[48]. We support this claim by observing the lack of collapse
of μχn for any value of g − 1, even for a different, exten-
sive observable in Appendix B. We note that the energy-level
statistics results also shown in Appendix B indicate that this
model may eventually become ergodic in the thermodynamic
limit. Extrapolation of the numerical data gives the lower
bounds of the system sizes possible for entering into the
ergodic/ETH regime, ranging from L = 25 (corresponding
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FIG. 8. Scaling collapse of χn far from integrability. In (a) and (c), we plot μχn/L2 against h for the nonintegrable Ising model with fixed
g = 1.5. In (b) and (d), we plot μ2χn against g − 1 for the c-XXZ model at fixed h = 1.6. In (a) and (b), we vary L and use μ = α · L/Ds

as defined in Fig. 7. In (c) and (d), we fix L = 18 and L = 17, respectively, and vary μ. For (a)–(d), the solid (dashed) lines show χn in the
minimal (maximal) direction nmin (nmax).

to μ ∼ 7 × 10−5) at large values of g − 1 to L ≈ 180 at a
smaller value of g − 1 = 0.1 (corresponding to μ ∼ 10−50).
The corresponding time cutoff 1/μ sets the lower bound
for the Thouless time required to observe thermalization in
the model.

Let us contextualize the physical difference between the
minimal and maximal directions in the regions sufficiently
close to integrability but, simultaneously, in the nonpertur-
bative regime. We focus on the nonintegrable Ising model,
setting g = 1.5 and the system size L = 18, and vary the in-
tegrability breaking perturbation strength h = 0.2, 0.15, 0.1.
These values of h correspond to the vicinity of the max-
ima of χnmin and χnmax as shown in Fig. 8(a). In Fig. 9, we
plot the corresponding symmetric correlation functions Cn(t )
[see Eq. (13)]. We see that Cnmin (t ) relaxes much faster than
Cnmax (t ), in agreement with Fig. 4. This slow relaxation of
Cnmax (t ) physically corresponds to the long prethermalization
of observables conjugate to the integrable direction. Perhaps
surprisingly, we observe no evidence for prethermalization in
the minimal direction nmin for these values of h. This is in con-
trast to the c-XXZ model, where both minimal and maximal
directions show prethermalization as shown in Fig. 4. As h
continues to approach zero, we observe that Cnmax (t ) ≈ Cg(t ),
where nmax ≈ (0, 1), decays at later times with increasingly

noisy features marked by discrete many-body resonances due
to finite level spacing [19,49] while Cnmin (t ) does not change
much. Further studies on the system size dependence of Cn(t )
at h = 0.1 are shown in Appendix C. We thus see that the
growing anisotropy between the minimal and maximal direc-
tions as one approaches the integrable line originates from
drastically different relaxation dynamics between integrable
and nonintegrable observables. We can thus conclude that
the direction nmin (nmax) physically corresponds to direction
with the fastest (slowest) relaxation dynamics of the conjugate
observables.

Let us point out that in Ref. [18], contrary to this work,
it was found that, even for a global integrability breaking
perturbation, both integrability preserving and breaking di-
rections showed similar scalings of the fidelity susceptibility
with the system size for regions close to integrability. This
difference between our and that work can be explained by
the change of ϕmin with respect to the integrability breaking
coupling. We find that Cnmin (t ) does not change much (for the
Ising model) along this special direction nmin. For any other
direction n �= nmin, the observable ∂nH always has nonzero
overlap with ∂nmaxH such that the long-time response is al-
ways dominated but the slow maximal direction. In particular,
χh ≈ χnmax sin2 ϕmin + χnmin cos2 ϕmin. We find that ϕmin scales
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FIG. 9. Relaxation dynamics of the observables in the noninte-
grable Ising model for varying integrability breaking perturbation
strengths. We plot the symmetric correlation function Cn(t ) in the
minimal (solid lines) and maximal (dashed lines) directions for L =
18 at g = 1.5 with h = 0.2, 0.15, 0.1. Each line uses 3 different re-
alizations of g ∈ {1.485, 1.5, 1.515} for averaging. Inset shows ϕmin

against h near h = 0.

linearly with respect to h near h = 0 as shown in the inset of
Fig. 9.

VI. FLOW DIAGRAMS

Having understood the universal aspects of the geometric
tensor near integrable regions, we present the full adiabatic
flow diagrams. As explained earlier (see Fig. 2) these dia-
grams are obtained by continuously following the minimal
directions starting at various values of λ. As we explained
in the text, these flows become universal and singular near
the integrable lines. Away from these lines there are no sin-
gularities in the flow lines, which continuously drift with the
system size or the frequency cutoff μ. We thus do our best
attempt to extrapolate the flow diagrams obtained using exact
diagonalization to the thermodynamic limit.

In Figs. 10(a) and 10(b), we show the flow diagrams for
the c-XXZ model with L = 18 and the Ising model with
L = 20, respectively. For the c-XXZ model, we consider the
zero-magnetization sector, while we use the k = π/2 quasi-
momentum sector for the Ising model. As done earlier for
the c-XXZ model, we set μ = 2L/Ds ≈ 7.4 × 10−4, where
Ds = ( L

L/2

)
is the dimension of the zero-magnetization sector,

and for the Ising model μ = 2.5 · L/Ds ≈ 9.5 × 10−4, where
Ds = 2L/L is the approximate dimension of the k = π/2
quasimomentum sector. Remarkably, we can clearly identify
integrable regions, without knowing them a prior i, as attrac-
tors of the flow lines, which become nearly orthogonal to the
lines of integrability (g = 0, g = 1 for the c-XXZ model and
g = 0, h = 0 for the Ising model) and then abruptly turn their
directions after reaching integrability as illustratively shown
in Fig. 6. As explained earlier, these features become sharper
with increasing system size and decreasing frequency cutoff
μ. As also observed in Figs. 7 and 8, we see that the anisotropy
between the maximal and minimal directions increases (color
darkens) near the integrable regions.

FIG. 10. Flow diagrams. The paths that follow minimal direc-
tions nmin are presented for the (a) coupled XXZ model with L = 18
within the zero-magnetization sector and (b) nonintegrable Ising
model with L = 20 within the k = π/2 quasimomentum sector. Col-
ors represent the anisotropy of χn: the ratio of the χnmax in maximal
direction over χnmin in the minimal direction. Along the line g = 0 for
both models, the anisotropy strongly diverges and its value is over the
limits of the color bars shown.

For the c-XXZ model, we can clearly identify two special
points (vertices) on the integrable lines at (h, g) = (0, 0) and
(0, 1). These are high degeneracy points, where, in addition
to integrability, there are extra degeneracies due to the global
Z2 symmetry at g = 1 and Z2 ⊗ SU (2) symmetry at g = 0.
Interestingly, we see that the (0, 1) vertex serves as an at-
tractor of the adiabatic flows for g < 1 but is repulsive for
g > 1. Similarly, (0, 0) is repulsive for g > 0 and (though
it is not shown) attractive for g < 0. There are clearly also
vertices at points (|h| → ∞, g = 0) and (|h| → ∞, g = 1),
which can be also repulsive or attractive depending on which

195162-9



HYEONGJIN KIM AND ANATOLI POLKOVNIKOV PHYSICAL REVIEW B 109, 195162 (2024)

chaotic region they are in. For the Ising model, the flows
near the whole integrable line g = 0 become fragmented for
h ∈ (0, 2) because this model has macrsocopic (exponential in
the system size) degeneracies near rational values of h in this
interval, whose effects on the AGP were analyzed in Ref. [35].
Despite this fact, we can see that the line g = 0 is still an
attractor of the adiabatic flows. Moreover, as the system size
increases, all singular behavior of the flows is pushed to lower
values of g.

Now we do our best attempt to extrapolate the flow diagram
to the thermodynamic limit by numerically examining trends
of the flows for the coupled XXZ model with L = 14, 16, 18
and nonintegrable Ising model with L = 16, 18, 20, respec-
tively (see Appendix D for more details on the extrapolation).
We identify separatrixes that divide the coupling space into
distinct sectors, where, in each sector, the flows terminate
at different integrable lines. The results of this extrapolation
are shown in Figs. 11(a) and 11(b). Note that there are no
additional singularities near the separatrixes between different
sectors except near integrable lines.

For the coupled XXZ model, there are two distinct sectors
(denoted A and B) separated by the g = 1 line that each
connects different areas of integrability in the thermodynamic
limit. Firstly, above the g = 1 line, we have region A of paths
that connect points (±h, 1) with curved arcs: that is, the short-
est paths connect the integrable line g = 1 with itself. Below
the g = 1 line, we have a distinct region B of almost verti-
cal paths that connect the integrable lines g = 1 and g = 0.
Finally, below the line g = 0 line, there exists a region that
connects the integrable line g = 0 with itself [not shown in
Fig. 11(a)].

For the nonintegrable Ising model, we find three regions
denoted A, B, and C in the thermodynamic limit. Region A is
characterized by paths that connect the integrable lines h = 0
and g = 0, B by paths that connect the integrable line g = 0
with itself, and C by paths that connect integrable line h = 0
with either the integrable point

√
h2 + g2 → ∞ or line g =

0. Since extrapolating the precise form of the flows near the
fragmented g = 0 is difficult, we only extract the separatrixes
between the regions, which are robust and do not change much
with the system size.

VII. CONCLUSIONS AND OUTLOOK

We found that integrable regions act as attractors of the
adiabatic flows. Specifically, the flows in the directions that
minimize the quantum geometric tensor lead towards inte-
grable regions. We showed that the underlying reason for this
behavior is the parametrically faster relaxation of observables
conjugate to these directions at small integrability breaking
strength than for observables conjugate to directions parallel
to integrability.

We analyzed two one-dimensional models representing
the coupled XXZ chain and the Ising model with boundary
and bulk integrability breaking perturbations, respectively. For
both models, we found that the geometric tensor exhibits
universal scaling behavior near integrable lines, suggesting a
close analogy between emerging chaos and continuous phase
transitions. Further, we found strong numerical indications
that the Ising model becomes ergodic and so satisfies ETH

FIG. 11. Phase diagrams. Qualitative pictures of the phases that
connect regions of integrability (denoted by colored regions) of the
parameter space are shown for the (a) coupled XXZ model and
(b) nonintegrable Ising model, both in the thermodynamic limit. The
phases are denoted by A, B, and C. The integrable lines are shown
as blue lines while the dashed lines serve as guidelines to denote the
connectivity of integrable regions within phases. The white lines in
(b) signify the uncertainty of the phase separatrixes due to the limits
of our numerical calculations.

in the thermodynamic limit for any value of the integrability
breaking perturbation. Conversely, we found that the coupled
XXZ chain for any nonzero perturbation is in a chaotic KAM
regime that does not obey ETH, at least for the available
system sizes. Additionally, we numerically computed flow
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diagrams and identified distinct phases of flows that connect
different or same areas of integrability and approximately
extrapolated them to the thermodynamic limit.

There is an interesting corollary of our results, which sug-
gests that systems, where external couplings are treated as
macroscopic dynamical degrees of freedom, can generically
self tune themselves close to integrable regions during au-
tonomous time evolutions. Thus, “integrability is attractive”
not only in the mathematical sense but also as fixed points
of time evolutions. This conclusion is in parallel to that of
earlier works [50,51], suggesting that, for systems close to the
ground states, high symmetry or quantum critical points are
natural attractors of dynamics. The physical reason for this
dynamical attraction is that the divergent fidelity susceptibility
comes with divergent dissipation and mass renormalization,
leading to the freeze of time evolution along the directions
with large χn. Therefore, such dynamical systems would nat-
urally evolve along the minimal directions.

Practically, our results pave the way to numerically find-
ing nontrivial integrable or nearly integrable regimes either
numerically by following the minimal directions nmin or ex-
perimentally by following directions with fastest long-time
relaxation. They also suggest that it is plausible to develop a
full scaling theory of emergence of chaos similar to the theory
of continuous phase transitions. It is clear from our results
that the full crossover between integrable and ergodic/ETH
regimes can only be described by a two-parameter scaling
theory.
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APPENDIX A: CUTOFF OPTIMIZATION

The exact computation of χn in Eq. (6) is not only de-
pendent on parameters λ = (h, g) but also the system size

L and the cutoff μ. As discussed in the main text, for a
given L, we use μ = α · L/Ds, where Ds is the Hilbert space
dimension and α is some constant with the goal of selecting
α as small as possible while avoiding strong dependence on
the system size from proximity to the Heisenberg scale. To
motivate the choices of α used, we show the dependence of χn

on α. Specifically, we consider the nonintegrable Ising model
at g = 1.5 for different values of h = 0.01, 0.1, 1. Then, we
compute χh(L)/L (we divide by L to remove extensiveness
of the observable ∂hH) for system sizes L = 16, 17, 18, 19
with a system size independent μ = α · 16/Ds(16), where
Ds(L) = 2L/L. In Fig. 12, we plot the ratio of χh(L)/L to
χh(16)/16 [(χh(L)/L2)/(χh(16)/162) for h = 1] against α.
This is motivated from the scaling χh ∼ L/μ (L2/μ for the er-
godic regime h = 1 when μ is below the Thouless frequency).
The value of α = 2.5 used in the main text is highlighted
with an arrow. Except for the smallest value of h where finite
size effects remain rather significant, we see that, with this
choice of α, the fidelity susceptibility χh(L)/L only depends
on the cutoff μ and not on the system size. At h = 1, we
see deviations when α is large due to closer proximity to
the Thouless frequency ωTh: when μ > ωTh, we expect the
scaling χh ∼ L/μ3/2 instead.

APPENDIX B: NONERGODICITY OF THE c-XXZ MODEL

As shown in Figs. 8(b) and 8(d), the fidelity susceptibility
in the c-XXZ model scales as 1/μ2, which is a signature
of the maximally chaotic KAM regime. On the other hand,
sufficiently far from integrability, χn scales as 1/μ in the
Ising model, which is an indicator of the ergodic ETH regime.
In Fig. 13, we plot μχn against g − 1 at fixed h = 1.6 for
the c-XXZ model with L = 17 and varying μ. We do not
observe any signs of persistent collapse of μχn as μ → 0 and
hence the model cannot satisfy ETH for available system sizes
(the Thouless energy must be less than the level spacing). We
further support this claim by examining another observable
conjugate to 
 with ∂
H = ∑

i σ
z
i σ z

i+1. Once again, we plot
μχ
 and μ2χ
 against g − 1 in Figs. 14(a) and 14(b), respec-
tively. Similar to χnmin ’s and χnmax ’s from the main text, χ


shows no indication of ergodicity and instead shows a chaotic
KAM region that grows in size as μ → 0.

FIG. 12. Cutoff dependence of the fidelity susceptibility. We plot the ratio (χh(L)/L)/(χh(16)/16) [(χh(L)/L2)/(χh(16)/162) at ergodic
regime h = 1] for the nonintegrable Ising model at g = 1.5 and h = 0.01, 0.1, 1 (from left to right). The cutoff μ is chosen to be the same
for the different system sizes L = 16, 17, 18, 19: μ = α · 16/Ds(16), where Ds(L) = 2L/L. The arrow indicates the value α = 2.5 used in the
main text.
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FIG. 13. Fidelity susceptibility against boundary integrability
breaking perturbation of the c-XXZ model. We plot the rescaled
fidelity susceptibility μχn against g − 1 near g = 1 at fixed h = 1.6
for system size L = 17. The solid (dashed) lines represent χn in the
minimal (maximal) directions.

Next, we look closer to the spectral response for a fixed
and very large integrability breaking perturbation strength
g − 1 = 10 corresponding to the μ2χn collapse regime in
Figs. 8(b) and 8(d). In Fig. 15, we plot the spectral func-

FIG. 14. Fidelity susceptibility χ
 corresponding to ∂
H =∑
i σ

z
i σ z

i+1 against boundary integrability breaking perturbation of
the c-XXZ model. (a) and (b) show μχ
 and μ2χ
 against g − 1,
respectively, at h = 1.6 for system size L = 17 with varying μ.

FIG. 15. Spectral analysis of the c-XXZ model at large inte-
grability breaking. We plot the spectral function �n(ω) against
frequency ω at g − 1 = 10 for system sizes L = 14, 15, 16, 17.
The solid (dashed) lines show �n(ω) in the minimal (maxi-
mal) directions. Each line is averaged over 3 realizations of h ∈
{1.584, 1.6, 1.616}. The vertical dotted lines show the values of
 = 0.1 ωH used for different system size while the black dashed
lines show the inverse frequency scaling of the spectral function:
�n(ω) ∼ 1/ωζ with ζ ≈ 1.

tion �n(ω) for system sizes L = 14, 15, 16, 17 at a fixed
h = 1.6. We see that, for both Fig. 3(c) (in the main text) and
Fig. 15, �n(ω) ∼ 1/ωζ at low frequencies with fixed ζ close
to one, especially in the maximal directions. In turn, these
low-frequency asymptotes of �n(ω) lead to χn ∼ 1/μ1+ζ ≈
1/μ2 scaling. The spectral functions do not show any satu-
ration at low frequencies above the Heisenberg scale, which
indicates that the Thouless energy is less than level spacing:
for available system sizes, this model cannot satisfy ETH and
hence is not ergodic.

We conclude this section by computing the mean level
spacing ratio as a function of system size L, which is a more
traditional measure for observing ETH. For each energy level

FIG. 16. Level statistics of the coupled XXZ model. We plot the
mean level spacing ratio 〈r〉 against system size L at different integra-
bility breaking coupling strengths g − 1 = 0.1, 0.5, 10. 3 different
values of h ∈ {1.584, 1.6, 1.616} are used for averaging. The hori-
zontal dashed lines indicate the predictions for the Wigner-Dyson
statistics (ergodic) 〈r〉 = 0.536 and the Poisson statistics (integrable)
〈r〉 = 0.386.
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FIG. 17. Spectral analysis of the c-XXZ model at small inte-
grability breaking. We plot the spectral function �n(ω) against
frequency ω for several values of g − 1 > 0 with system size L = 17.
The solid (dashed) lines show �n(ω) in the h (g) direction. Each line
is averaged over 3 realizations of h centered around h = 1.6 with
maximum deviation of 1%.  = 0.1 ωH is used. Inset shows �n(ω)
against ω/(g − 1) while the dotted line indicates the (ω/(g − 1))−2

asymptote.

spacing, sn = εn − εn−1, the level spacing ratio is given as

rn = max(sn, sn+1)

min(sn, sn+1)
. (B1)

Then, the value of the mean level spacing ratio 〈r〉 depends
on the level statistics of the system: in the ETH/RMT regime,
the system exhibits Wigner-Dyson statistics with 〈r〉 = 0.536
while, in the integrable regime, the system exhibits Poisson
statistics with 〈r〉 = 0.386. A level statistics that gives 〈r〉
inbetween these two values is characteristic of the chaotic
KAM regime. In Fig. 16, we compute 〈r〉 for the c-XXZ
model at specific points where we observe μ2χn scaling
collapse: g − 1 = 0.1, 0.5, 10. Here, we vary system size L
and fix h = 1.6. We also show linear fits of 〈r〉 as functions
of L. As expected, we see values of 〈r〉 that disagree with

FIG. 18. Symmetric correlation functions of the nonintegrable
Ising model at h = 0.1 and g = 1.5 (same g’s for averaging as in
Fig. 9) for system sizes L = 15, 16, 17, 18. We plot Cn(t ) against
time t while its inset shows a zoomed portion.

FIG. 19. Separatrixes of flows. (a) shows the growth of phase
region that connects the integrable line g = 1 with itself in the c-XXZ
model for L = 14, 16, 18 and (b) shows the phase regions A, B, B’,
C, and D in the Ising model for L = 16, 18, 20 (see text for more
details). The black dotted lines in (b) are the linearly extrapolated
separatrixes.

either ergodic or integrable behaviors. However, we observe
that 〈r〉 tends to increase as L increases. From the linear
extrapolations, we conclude that 〈r〉 can reach the RMT value
of 0.536 approximately when L = 25 (μ ∼ 7 × 10−5) and
L = 30 (μ ∼ 2 × 10−6) when g − 1 = 0.5 and g − 1 = 10,
respectively. In contrast, we observe an extremely slow in-
crease of 〈r〉 as a function of L for g − 1 = 0.1 and the linear
extrapolation indicates that the system can become ergodic
for L � 180 corresponding to μ ∼ 10−50. These extrapolated
values of cutoff 1/μ’s set the minimal values of the Thouless
times TTh = 1/μ that are required to observe thermalization
for sufficiently large system sizes (where these times are
shorter than the Heisenberg times). Let us point out that it
is not certain that the linear increase of 〈r〉 with L will not
slow down as L increases and that the system will thermalize
at all in the thermodynamic limit. Even if it does thermalize,
very large values of the Thouless time in the absence of small
parameters in the model (i.e., when g − 1 is large) look rather
surprising.
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FIG. 20. System size dependence of the flow diagrams in the nonintegrable Ising model. We plot the flow diagrams of the nonintegrable
Ising model for system sizes L = 16, 18, 20 in the region h ∈ [1.5, 4.0] and g ∈ [1.0, 3.0]. The dashed lines represent the separatrixes between
different regions B, B’, C, and D while the dotted lines (shown for L = 20) represent the extrapolated lines of the separatrixes to the
thermodynamic limit. The color bar represents the anisotropy of χn.

APPENDIX C: SPECTRAL ANALYSIS

Here, we perform further analyses of the c-XXZ and nonin-
tegrable Ising models to complement our discussion in Sec. V.
Similar to Fig. 5, we plot the spectral function �n(ω) close to
the integrable point (h = 1.6, g = 1) with system size L = 17
for the c-XXZ model in Fig. 17. As shown, the low-frequency
behaviors of �n(ω) in both g and h directions are quite similar
to each other as both directions show divergent spectral func-
tions (for frequencies above the Heisenberg scale) at ω → 0.
This is in stark contrast to those shown in the Ising model
[refer to �n(ω → 0) in Fig. 5], where, along the integrability
breaking direction, the spectral function remains flat.

We examine the system size dependence of Cn(t ) for the
nonintegrable Ising model shown in Fig. 9. We consider h =
0.1 and g = 1.5 for varying system sizes L = 15, 16, 17, 18.
We plot Cn(t ) against time t in Fig. 18. This supports our
findings that Cnmin (t ) relaxes much faster than Cnmax (t ) and
that there is no sign of prethermalization in the direction nmin.
Further, we can observe that these conclusions hold true for
the various system sizes considered. The inset of Fig. 18
suggests that the long-lasting relaxation of Cnmax (t ) extend to
longer times as L increases.

APPENDIX D: EXTRAPOLATION OF FLOW DIAGRAMS

Here, we provide details on our numerical extrapolation of
the infinite temperature phase diagrams in the thermodynamic
limit L → ∞.

For the c-XXZ model, to visualize the growth of region
A as defined in Fig. 11(a), we examine the flow diagrams
for system sizes L = 14, 16, 18. Here, we consider the zero-
magnetization sectors with μ = 2L/Ds and Ds = ( L

L/2

)
. We

identify the outermost separatrixes of the semicircular flows
above g = 1 and plot them for various L’s in Fig. 19(a). As
shown, the separatrix grows outwards without any signs of
slowing down as L increases and so we expect that the region

above the line g = 1 to be dominated by region A in the
thermodynamic limit.

For the Ising model, we identify five regions A, B, B’,
C, and D and then plot their separatrixes for system sizes
L = 16, 18, 20 in Fig. 19(b). Once again, we use all k �=
(0, π ) quasimomentum sectors for L = 16, 18 and the k =
π/2 quasimomentum sector for L = 20 with μ = 2.5 · L/Ds

where Ds = 2L/L. Here, region D (B’) denotes connectiv-
ity of the integrable point I∞ :

√
h2 + g2 → ∞ with itself

(integrable line g = 0) [see Fig. 10(b) for visualization of
regions]. The “extrapolated lines” denote the results of the
linear extrapolations of separatrixes between regions A and C,
B’ and C, and B and B’, respectively. For example, consider
the separatrix between regions B’ and C. As L increases, there
is a growing overlap of the separatrixes from different L’s
towards larger h. We linearly extrapolate this overlap using
the separatrix found at L = 20 in order to approximate its
behavior in the thermodynamic limit. As shown, region A
remains stable for L � 18 and region D tends to be pushed
outward as L increases. Further, the portion of region B’ that
connects to the integrable point I∞ gets pushed rightwards as
L increases as shown by the extrapolated line (also shown in
the flow diagrams of Fig. 20). Then, in the thermodynamic
limit, we expect region D to be nonexistent while regions
B’ to become part of region B. Therefore, we only expect
three regions (A, B, and C) to survive in the thermodynamic
limit as shown in Fig. 11(b). The expected survival of regions
A, B, and C in the thermodynamic limit can be further ex-
amined by considering the flow diagrams for system sizes
L = 16, 18, 20 in Fig. 20. We note that, while the accuracy
of extrapolation to thermodynamic limit is only approximate,
there are no singularities in the QGT away from the integrable
regions. Therefore, the precise locations of the separatrixes
are not universal and will depend on the details of the model.
However, the general structure of the flow diagram is expected
to be robust.
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