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valence band spectra for n-SrTiO3(001)

Scott A. Chambers,1 Deepnarayan Biswas,2 Tien-Lin Lee,2 Mark van Schilfgaarde,3 and Peter V. Sushko 1

1Physical Sciences Division, Physical and Computational Sciences Directorate, Pacific Northwest National Laboratory,
Richland, Washington 99352, USA

2Diamond Light Source, Ltd., Harwell Science and Innovation Campus, Didcot, Oxfordshire OX11 0DE, England, United Kingdom
3Materials Science Division, National Renewable Energy Laboratory, Golden, Colorado 80401, USA

(Received 27 February 2024; revised 16 April 2024; accepted 18 April 2024; published 6 May 2024)

The valence band maximum (VBM) is an important quantity for semiconductors as it locates the Fermi level
relative to the band edge. Accurate measurement of this quantity in near-surface regions of semiconductors
by photoemission is a first step toward determining the electronic properties of heterostructures involving
these materials. While extrapolating the leading edge of the valence band to the energy axis in photoemission
spectra is a widely used way to find the VBM, this method can be ambiguous if the leading edge exhibits
multiple slopes. Another way to determine the VBM is to fit the leading edge to an appropriately broadened,
cross-section modulated theoretical density of states (DOS). Three kinds of broadening that should be included
for maximum accuracy are those due to: (1) finite instrumental resolution, (2) valence hole lifetime, and (3)
vibrational excitations. While steps (1) and (2) are straightforward to implement, (3) is more difficult because
the appropriate amount of broadening is not known a priori. Here, we demonstrate that explicit inclusion
of vibrational broadening using ab initio molecular dynamics facilitates accurate VBM determination for
n-SrTiO3(001). The total DOS is constructed by summing time-averaged projections at elevated temperature
onto s-, p-, and d orbitals for the constituent atoms and modulating with the associated photoemission cross
sections. Subsequent convolutions of the total DOS, first with a Gaussian of width equal to the experimental
energy resolution and second with a Lorentzian to simulate valence hole lifetime effects, yield line shapes
that reproduce the experimental leading edges rather well. The VBM is then given by the energy at which the
vibrationally broadened total DOS (prior to the convolutions) goes to zero. The VBMs generated by this method
quantitatively agree with those resulting from extrapolating from the middle of the measured leading edge for
SrTiO3.

DOI: 10.1103/PhysRevB.109.195115

I. INTRODUCTION

Experimental measurements of band-edge profiles across
heterostructures consisting of semiconducting materials are
essential for understanding the electronic properties of these
systems [1–19]. Of ongoing interest is band alignment at inter-
faces, as well as band bending in individual films, at interfacial
regions, and at surfaces. The latter can signal the depletion of
carriers from, and dead-layer formation in, the near-surface
region, which in turn can have deleterious effects on electronic
transport [20,21]. X-ray photoelectron spectroscopy (XPS)
has been widely used to measure band alignment and band
bending in a variety of materials systems for decades. An early
approach for accurately measuring band-energy profiles was
conceived and utilized by Kraut et al. [1,3] and Waldrop et al.
[2] in their studies of group IV and group III–V heterojunction
band offsets and Schottky barriers, respectively. This method
involves referencing shallow core levels (CLs) to the valence
band maximum (VBM), all excited with soft x rays. So doing
allows VB edges in different materials of a multilayer system
to be tracked by measuring CL binding energies for elements
found in those materials. CLs are far more intense and consid-
erably easier to fit than VBs, leading to results that are more

accurate than those that come directly from VB measurement
and analysis. A key quantity needed to utilize this method is
the energy difference between a specific CL and the VBM
in a pure component material. Provided no chemical reac-
tions occur at the interface during heterostructure formation,
such energy differences can be used to track valence band
offsets, built-in potentials, and Schottky barrier heights using
heterostructure CL measurements. A high level of accuracy is
essential in this endeavor to maximize its usefulness. A key
step in the process is to carry out accurate, absolute binding-
energy calibrations based on metal Fermi edges or shallow
CLs, rather than using the C 1s peak from adventitious carbon
[22]. The accuracy goal in these measurements should be
a few hundredths of an electron volt (i.e., kT at 300 K) in
order to maximize relevance to electronic transport at ambient
temperature.

As described in detail in Kraut et al. [3], one way to obtain
the VBM is to fit the VB leading edge to a theoretical density
of states (DOS) modulated by the relevant photoemission
transition probabilities (i.e., cross sections) and broadened by
convolving with a Gaussian of width equal to the instrumental
energy resolution. Another, much simpler method is to ex-
trapolate the leading edge of the experimental VB spectrum
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to the energy axis using linear least-squares fitting. However,
since the leading edge is, in general, not linear throughout,
an important question is which part of it should be used in
the fitting procedure? Depending on the shape of the leading
edge, significantly different VBM values, as determined by
the intercepts, can be obtained depending on whether the data
points are taken from the top, middle, or bottom section.
Previous results indicate that at least for clean Si(001)-(2 × 1),
the two methods yield the same VBM value to within exper-
imental error, provided the linear regression is carried out in
the middle portion of the leading edge so as to not incur error
by including the instrumental-broadening induced tail at the
bottom [23,24]. However, the DOS fitting approach was found
to yield VBM values larger by ∼0.4 eV than those from the
linear regression method for SrO, TiO2 anatase, and SrTiO3

epitaxial films deposited on Si(001) when the DOSs were cal-
culated using density-functional theory (DFT) [23]. Much bet-
ter agreement was found if self-consistent GW (sc-GW) theory
was used to generate the DOS. (G = Green′s function and
W = screened Coulomb interaction). In this case, the VBMs
differ by only ∼0.1 eV for SrTiO3 [24]. However, it has also
been observed that neither the DOS fitting method nor the
linear regression method works well for clean, single-crystal
diamond samples, particularly when hard x rays are used [25].

The purpose of this study is to revisit the DOS fitting
method and consider the role that vibrational broadening plays
in determining the shape of the DOS. We base our inves-
tigation on n−SrTiO3(001), a prototypical complex oxide
semiconductor of some interest. We employ state-of-the-
art XPS and hard x-ray photoemission spectroscopy, along
with sc-GW theory, DFT, and ab initio molecular dynamics
(AIMD) simulations. SrTiO3 (STO) is an insulator with an
indirect (direct) band gap of 3.25 (3.75) eV [26]. STO can be
converted to an n-type semiconductor either by doping the A
site with a trivalent rare-earth metal, such as La or Dy, or the B
site with a pentavalent transition metal, such as Nb [27,28]. It
can also be made n type by the removal of oxygen from the lat-
tice, thereby forming the oxygen vacancy (VO) defect, which is
a double donor in many oxides, including STO [17,18,29–32].
Valence band (VB) spectra excited using x rays effectively
represent averages over the Brillouin zone and thus indicate
the smaller of the two gap values, namely that corresponding
to the indirect gap in STO, 3.25 eV, provided there is no band
bending at the surface.

II. EXPERIMENTAL AND MODELING DETAILS

Unless otherwise noted, all measurements were carried
out using bulk SrNbxTi1−xO3(001) (x � 0.01) single crystals.
Laboratory-based XPS measurements were performed using
unpolarized, monochromatic Al-Kα x rays (1486.7 eV) and
Cr-Kα x rays (5405.5 eV). All synchrotron-based measure-
ments were carried out on beamline I09 at Diamond Light
Source using linearly polarized x rays ranging in energy from
460 to 6 keV. In all cases, VG/Scienta analyzers were used in
angle-integrated mode to measure zone-averaged VB spectra.
All samples were well grounded to the spectrometer, thereby
facilitating the measurement of accurate absolute binding en-
ergies following calibration using metal (Au or Cu) Fermi
edges.

The quasiparticle self-consistent GW approximation
(QSGW) is a self-consistent form of Hedin’s GW approx-
imation [33]. Self-consistency eliminates the starting-point
dependence, and as a result the discrepancies with experiment
are much more systematic than in the case of conventional
forms of GW [34–36]. The great majority of discrepancies
with one- and two-particle properties in insulators originate
from the omission of electron-hole interactions in the random-
phase approximation (RPA) polarizability. By adding ladders
to the RPA, electron-hole effects are taken into account.
Generating W with ladder diagrams (W → Ŵ ) has several
consequences: most importantly, perhaps, screening is en-
hanced and W is reduced. This in turn reduces fundamental
band gaps and also valence bandwidths. Agreement with ex-
periment in both one-particle and two-particle properties is
greatly improved. The theory and its application to a large
number of both weakly and strongly correlated insulators is
given in Ref. [37]. The importance of self-consistency in both
QSGW and QSGŴ for different materials has been explored
[36].

For the AIMD calculations, bulk SrTiO3 was represented
using the periodic model approach and the cubic supercell was
constructed as a 4 × 4 × 4 extension of the crystallographic
cell. The lattice parameters were fixed at the values corre-
sponding to the ideal bulk STO (a0 = 3.905 Å). The electronic
structure calculations were performed using the Perdew-
Burke-Ernzerhof for solids (PBEsol) exchange-correlation
functional [38] as implemented in the VASP code [39,40]. A
+U correction for the Ti 3d states (U = 3 eV) was applied
according to the scheme proposed by Dudarev et al. [41]. This
correction was applied to prevent crossover in the character
of the electronic states of the valence- and conduction bands
that may occur due to fluctuations in the band edges, which
invariably occur as the supercell is heated. Such crossover
would result in artificially inverting the electron population
and, therefore, require a large number of self-consistent field
(SCF) iterations to recover. We thus used a +U value large
enough to maintain sufficient separation between the VBM
and CBM, but not so large as to influence the structural
evolution. In an earlier study [42], we found that U = 4 eV
provides reasonable agreement between model defects in STO
and their experimental signatures. In this study, we found that
the SCF procedure converges relatively quickly even with a
smaller magnitude of the correction.

The core electrons were represented using the projector
augmented wave (PAW) pseudopotentials [43]. The plane-
wave basis-set cutoff was set at 400 eV, and calculations were
carried out in non–spin-polarized mode at the � point only.
As a test of the adequacy of the �-point sampling, we show
in Fig. 1 valence band DOSs obtained by averaging over the
DOSs of five instantaneous configurations generated in our
AIMD simulations at 1000 K. The five configurations were
separated by 2 ps of simulation time. The DOS calculated us-
ing 1 × 1 × 1 (� point only), 2 × 2 × 2, and 3 × 3 × 3 k grids
were convoluted with Gaussian-type functions of full width
at half maximum (FWHM)= 0.1 eV [Fig. 1(a)] and then
further broadened to account for instrumental and valence
hole lifetime effects [Fig. 1(b)]. While the choice of k grid
makes some very slight differences at certain points within
the raw DOS [Fig. 1(a)], the leading edge is not affected in
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FIG. 1. Test of the dependence of the total DOS calculated using
density-functional theory PBEsol on the choice of k-grid density for
SrTiO3. (a) Average over five AIMD configurations (T = 1000 K)
broadened with Gaussians of FWHM of 0.1 eV. (b) The calculated
DOSs broadened to account for the experimental resolution and
valence hole lifetime. See text for details.

any significant way, particularly at the intersection with the
energy axis, which is critical for determining the VBM. Which
minor differences are present in the thermally broadened DOS
[Fig. 1(a)] are gone after instrumental and lifetime broadening
[Fig. 1(b)]. In addition, we note that the density of the k
grid has little effect on the dynamics of the system as well.
In particular, after accounting for the energy offset, the total
energies calculated for the five selected configurations differ
by less than 0.2 meV per atom. Similarly, the projection of
normalized forces acting on individual atoms calculated us-
ing the 2 × 2 × 2 and 3 × 3 × 3 k grids onto the similarly
normalized forces calculated using the 1 × 1 × 1 grid differs
from unity by less than 10–5. Therefore, we concluded that
limiting our DOS simulations to the � point is fully adequate.
The energy convergence criterion was set to 10–5 eV. The
microcanonical ensemble (NVE) was adopted for ab initio
AIMD simulations. The simulation time step was 1 fs. The
AIMD structural configurations, one-electron band energies,
and densities of states projected on the s-, p-, and d shells

of each atom were recorded every 200 time steps for further
analysis. The simulations were conducted for average AIMD
temperatures of ∼500, 1000, and 1500 K.

III. RESULTS

To motivate this investigation, we present in Fig. 2 anal-
yses of the VB spectra for SrNb0.01Ti0.99O3(001) excited
with laboratory-source Al-Kα x rays [Fig. 2(a)] and with
synchrotron-generated x rays of energies 3 keV [Fig. 2(b)] and
6 keV [Fig. 2(c)]. We have overlaid each spectrum with a sum
of projected DOS (p-DOS) generated using QSGW theory at
T = 0 K, with each p-DOS modulated by the relevant atomic
photoemission cross section [44,45] prior to making the sum.
The raw DOS is thus given by

N (Eb, h̄ω) =
∑
i, j

σi, j (h̄ω)Ni, j (Eb). (1)

Here, Eb is the binding energy, the sums are over both
atoms (i) and orbitals (j), and Ni, j are the p-DOS for O 2s,
O 2p, Sr 5s, Sr 4p, Sr 4d , Ti 4s, Ti 4p, and Ti 3d orbitals.
The atomic cross sections are given by σi, j . Also shown in
each panel is the same raw DOS broadened with a Gaussian
of full width at half maximum equal to the total experimental
energy resolution (x rays plus analyzer), and with a Lorentzian
of FWHM equal to 0.20 eV [46] to account for valence hole
lifetime. The Lorentzian convolution step was not taken in the
original DOS fitting model [3], but is important for maximum
realism in the simulation. A linear least-squares fit of the
middle section of the experimental VB leading edges and
its extrapolation to the energy axis is shown as an inset in
each panel, along with the resulting VBM. There is a clear
difference between the extrapolation-based VBM values taken
from the spectrum excited with Al-Kα x rays [Fig. 2(a)] and
those generated by synchrotron light [Figs. 2(b) and 2(c)], and
this difference is discussed below.

Based on the value of the indirect gap and position of the
conduction band minimum (CBM) relative to the Fermi level
expected from a graphical solution of the charge-neutrality
equation for the doping density used here [47], we note that to
within experimental error, extrapolation of the leading edge in
the middle section of the Al-Kα measurement yields the VBM
value expected for flatband, degenerately doped n-STO(001),
3.25 eV. However, despite the accuracy of QSGW theory,
agreement between theory and experiment is not particularly
good for any of the measured spectra, especially along the
leading edges which are critical for VBM determination.
While the experimental leading edges are linear over at least
the middle section in all cases, the broadened theoretical DOS
(red curves) are not linear anywhere along the leading edge.
Therefore, quantitative nonlinear least-squares fitting of the
experimental leading edges to the broadened DOSs and sub-
sequent extraction of the VBMs from the energy at which the
raw DOSs go to zero is not useful. Nevertheless, we can align
the entire experimental VB and the broadened DOS (red) by
eye and apply the resulting shifts to the raw DOSs (green)
to see where the latter go to zero. The corresponding VBM
values are also shown in Fig. 1. We note that the estimated
VBMs from this method agree reasonably well with those

195115-3



SCOTT A. CHAMBERS et al. PHYSICAL REVIEW B 109, 195115 (2024)

FIG. 2. Experimental valence band spectra for SrNb0.01Ti0.99O3(001) excited at different x-ray energies (blue) and compared to theoretical
DOS for STO as calculated using quasiparticle self-consistent GW theory (green). The individual projected DOS were first multiplied by the
relevant photoemission cross sections and then summed [Eq. (1)]. The summed DOS were then broadened with a Gaussian to account for
instrumental resolution and a Lorentzian to capture the influence of the valence hole lifetime (red). The Gaussian FWHMs are 0.45, 0.40, and
0.25 eV for x-ray energies of 1.5 (a), 3 (b), and 6 (c) keV, respectively. The Lorentzian width was taken to be 0.20 eV in all cases. In each case,
alignment of experiment and the broadened DOS is done by eye and an estimate of the VBM is taken from the energy at which the raw DOS
goes to zero. Shown as insets are expanded views of the leading edges of the VB spectra along with linear least-square fits and extrapolations
to the energy axis to yield values for the VBM. The uncertainty in the three VBM values is ±0.03 eV.

from linear regression analysis of the experimental leading
edges, as shown in the insets. However, the agreement is
fortuitous because the alignments of the broadened DOSs and
the experimental spectra are subjective and not supported by
quantitative fitting. Hence, we seek a more satisfactory way to
fit theory and experiment.

One solution to this problem is overbroadening the raw
DOS using a Gaussian width significantly greater than the
experimental resolution, as illustrated in Fig. 3 for the spec-
trum in Fig. 2(a). Here, we broaden with a Gaussian of width
equal to twice the instrumental broadening, 0.90 eV, instead
of 0.45 eV as is used in Fig. 2(a). While agreement along the
leading edge is considerably better than that seen in Fig. 2(a),
the energy at which the raw DOS goes to zero is still higher
than the expected value by 0.13 eV, i.e., a factor of 4 too
large to be accounted for based the uncertainty (±0.03 eV).
Additionally, arbitrarily overbroadening lacks rigor because
the extent of broadening becomes an adjustable parameter
that can maximize the similarity between the broadened DOS
and the measured spectrum along the leading edge, while not
yielding a VBM value sufficiently close to the correct value.
Likewise, if spectra are measured with poorer energy resolu-
tion, it is in general easier to obtain good fits to broadened
theoretical DOSs because substantive differences between
theory and experiment are effectively hidden [23,48]. As we
demonstrate below, the most accurate results are forthcoming
when all extrinsic sources of broadening are accurately taken
into account in calculating the DOS. In what follows, we show
that the missing factor is thermal broadening at the experi-
mental temperature of ∼300 K which is missing from theory,
since the DOSs were calculated at T = 0 K. We demonstrate
that the DOSs generated for STO at temperatures well above
0 K and averaged over time using structures generated by

FIG. 3. The STO VB spectrum [as shown in Fig. 2(a)] over-
lapped with the cross-section modulated DOS calculated using
QSGW theory that was broadened with a Gaussian of FWHM = 0.90
eV followed by a Lorentzian of FWHM = 0.20 eV. The 0.90-eV
FWHM is twice the value of the actual experimental resolution.
This figure illustrates that artificially overbroadening can result in
superior agreement with theory, but still yields the wrong value for
the VBM.
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FIG. 4. (a) Fifty individual contributors to the density of states calculated by ab initio molecular dynamics at a simulation temperature of
1000 K (green). The DOSs were calculated every 200 fs for a total sampling time of 10 ps. The energy grid spacing was 0.0082 eV. Shown
in red is the average of the 50 individual DOS sets, while the DOS for the static lattice with the equilibrium structure at T = 0 K is shown
in blue. (b) Time-averaged DOSs as described for panel (a) at different simulation temperatures show the broadening effect of progressively
higher temperature. The DOS and its first derivative go to zero at precisely the same energy for T = 0 K.

AIMD lead to simulated spectra in excellent agreement with
experiment.

Figure 4(a) shows the time evolution of the STO VB total
DOS calculated using the DFT in green. QSGW theory was
not used because the number of individual electronic structure
calculations that must be performed to carry out an accurate
AIMD simulation is prohibitively high. The DFT DOSs were
averaged over 50 configurations obtained by AIMD simula-
tions (using the NVE ensemble) with an average temperature
of 1000 K. The time interval between the AIMD configu-
rations selected for the DOS calculations was set to 200 fs.
The calculated DOS thus corresponds to sampling over a total
time of 10 ps. The one-electron band energies corresponding
to thermally excited configurations at the end of each 200-fs
time interval were collected. The time-averaged DOS [shown
in red in Fig. 4(a)] was generated by smearing the one-electron
band energies using Gaussians of FWHM equal to 0.1 eV.
The DOS for the static lattice at T = 0 K, also broadened
using Gaussians of width 0.1 eV, is shown in blue. Since the
simulation time and the supercell size are orders of magnitude
smaller than the duration of the experiment and the physical
dimensions of the crystal, respectively, we mimicked faster
averaging over the thermally deformed configurations by per-
forming the MD simulations at elevated temperatures (up to
1500 K). The broadening effect of the MD simulation temper-
ature on the time-averaged total DOS is shown in Fig. 4(b).
The DOSs at elevated temperature resemble experiment much
more closely than does the one calculated at T = 0 K.

Seeing that AIMD simulations of vibrational effects
broaden the total DOS in ways that cause them to look more
like experiment, we now explore their effect on projected
(p-)DOS. To do so, we project the total DOS onto the s-, p-,

and d orbitals of all Sr, Ti, and O atoms for the same 50 AIMD
configurations. Here, we use a simulation temperature of 1000
K. We then calculate time averages for each p-DOS and sum
after multiplying each by the appropriate cross section. We
then convolve with a Gaussian of width equal to the experi-
mental resolution and a Lorentzian of width equal to 0.20 eV
to account for hole lifetime broadening, as described above.

The rationale for using AIMD simulations carried out at
T = 1000 K rather than 300 K has to do with the “size-time”
gap between simulation and experiment. We note that since
the dimensions of the simulated crystal are orders of magni-
tude smaller than the actual sample, and the simulation time is
orders of magnitude smaller than the true measurement time,
the space of thermally disordered configurations calculated
at 300 K is undersampled. We thus use AIMD simulations
at elevated temperature to accelerate the sampling of these
thermally disordered configurations. From our analysis of
simulations performed at 300, 500, 1000, and 1500 K, the
DOS obtained at 1000 K shows the best agreement with
the experimental data after accounting for instrumental and
lifetime broadening. Therefore, we chose this DOS as the best
representation of the true VB spectrum.

We show in Fig. 5 the experimental spectra seen in Fig. 2
overlaid with the best-fit DOSs resulting from the MD sim-
ulations. The raw, vibrationally broadened DOSs shown in
green in each panel, and the same after convolutions for
instrumental and lifetime effects shown in red, have been
shifted to the energy that yields the best fit of the fully broad-
ened DOSs (red) to experiment (blue). Hereafter, we refer
to these fully broadened DOSs as our model spectra. To do
the fit, the model spectra were scaled to the experimental
intensities in the leading-edge regions and least-squares fits
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Binding Energy Relative to Fermi level (eV)
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FIG. 5. Fitting the VB spectra measured at different x-ray energies using raw DOS constructed by summing projected DOS averaged
over time at an MD simulation temperature of 1000 K. (See Fig. 6 for the dependences of the quality of the fit on the VBM value for each
spectrum.) In all cases, the individual p-DOS were multiplied by the appropriate photoemission cross sections (green) and the sums of p-DOS
were broadened by convolution with a Gaussian for instrumental effects and a Lorentzian for valence hole lifetime (red). The same Gaussian
and Lorentzian widths were used as in Fig. 1. The p-DOS were calculated using DFT generalized gradient approximation (GGA) PBEsol + U
with the U value of 3 eV for Ti 3d states. The insets show extrapolations of linear regression lines from fits at the bottom of the raw DOS (prior
to convolutions) and from the middle of the experimental spectra, along with the associated VBM values. The excellent agreement establishes
that linear regression based on points in the middle of the experimental leading edge yields a quantitatively accurate VBM. The uncertainty in
the VBM values is ±0.03 eV.

were performed using a single fitting parameter, the binding
energy. The dependence of the goodness of the fit is shown
for each dataset in Fig. 6. The vibrationally broadened DOSs
(green in Fig. 5) were then shifted by the same energies as
the best-fit model spectra in each panel. Since we did not
apply Gaussian broadening (FWHM = 0.1 eV) to the indi-
vidual p-DOS, the summed, cross-section modulated p-DOSs
(green) show more scatter than what is seen in the total
DOSs [Fig. 4(b)]. One consequence of this fact is that the raw

DOSs in Fig. 5 do not go cleanly to zero at unique energies on
the low binding-energy sides, as do those in Fig. 4(b); there is
some residual DOS within the first ∼0.2 eV to lower binding
energy from what would otherwise appear to be the true VBM.
To address this reality, we performed linear least-squares fits
on the bottom sections of the vibrationally broadened DOS
leading edges to determine the VBMs, as seen in purple in
each of the three panels of Fig. 5. Expanded views of the
portions of the summed, cross-section modulated p-DOSs and
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FIG. 6. Least-squares determination of the VBM from fitting the experimental lead edges shown in Fig. 4 to fully broadened DOSs and
finding the binding energy at which the corresponding vibrationally broadened DOSs go to zero.
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the experimental spectra close to the VBMs, along with their
respective linear regression lines, are shown as insets, along
with the resulting VBM values. The agreement between the
model and experimental spectra is excellent at all three x-ray
energies. The pairs of VBMs in the insets agree to within a few
hundredths of an electron volt in all three cases. Significantly,
this result shows that fitting the leading edge to a theoretical
DOS that has been properly broadened for thermal effects,
instrumental resolution, and valence hole lifetime allows one
to assess the accuracy of linear regression and extrapolation
to the energy axis by providing an objective, rigorously de-
termined standard. In the case of STO, choosing points in the
middle of the leading edge for linear regression analysis leads
to the best results. However, in using this method of analysis
for other complex materials, each system should be analyzed
as described above because the detailed shape of the leading
edge is material dependent.

Finally, we address the curious result that the VBM values
obtained using linear regression of the middle part of the
leading edge with x rays from the synchrotron (see Figs. 2
and 5) are ∼0.4 eV larger than that measured using Al-Kα

x rays. Indeed, we have measured 13 sets of CL and VB
spectra taken from different samples at different synchrotron
x-ray energies ranging from 1.5 to 6 keV and have consistently
measured VBM values ranging from 3.4 to 3.9 eV. In contrast,
measurements taken using laboratory-source Al-Kα x rays
fall in the range of 3.1–3.3 eV, depending on the extent of
the band bending [49,50]. Moreover, one measurement em-
ploying laboratory-source Cr-Kα x rays (5.4 keV) yielded a
value of 3.3 eV. Interestingly, the CL and VB spectra track
approximately, but not perfectly, with each other across the
datasets, as seen in the top and middle panels of Fig. 7. As
a result, the energy differences between these core levels and
the VBM vary less than the VBM itself, as seen by comparing
middle and bottom panels in Fig. 7.

We consider four possible causes for this unusual re-
sult: (1) inaccurate energy calibrations, (2) nuclear recoil, (3)
static charging, and (4) VO creation by the incident beam,
leading to downward band bending in the near-surface re-
gion. On binding-energy calibration, we note that each of
these measurements was accompanied by a metal Fermi-edge
measurement that was fit to a family of broadened Fermi func-
tions, resulting in an absolute energy calibration accurate to
±0.02 eV, and a definitive value for the extent of instrumental
broadening. Therefore, inaccurate energy calibration is not the
cause. Regarding nuclear recoil, inspection of Fig. 7 does not
show a monotonic dependence of binding energy on x-ray
energy, as expected for nuclear recoil. Static charging results
from the buildup of positive charge where x-ray exposure has
occurred and photoelectrons have been emitted. If there is in-
adequate electron flow back from the grounded plate to which
the sample is mounted, anomalously high binding energies
will result. The likelihood of static charging increases with x-
ray brilliance. Indeed, despite the relatively high doping level
in our Nb:STO crystals, significant charging was observed
when using a fully focused beam and optimized undulator
settings. We thus defocused the beam in plane and detuned
the undulator until the CL binding energies dropped and con-
verged to constant values. However, it is possible that a slight
imbalance between the photocurrent and the compensating
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FIG. 7. Core-level binding energies, VBM values, and CL-VBM
energy differences for 14 different SrNbxTi1−xO3(001) crystals with
x � 0.01 taken with a range of x-ray energies, generated by both
laboratory-based sources and synchrotron light. The two core levels
and the VBM track in ways that are qualitatively the same across
the datasets. However, the variations in the CL binding energies
are smaller, resulting in more modest changes in CL-VBM values
compared to the VBM itself.

current was still occurring, resulting in small shifts to higher
binding energy. That said, VO creation leading to downward
band bending may also be occurring, despite our efforts to
minimize the incident beam brilliance.

One way to discriminate between static charging and
downward band bending due to VO creation is to find the
Fermi level within the sample itself. This can be done by
tuning the x rays to an energy near the Ti L3 → M4,5 x-ray
absorption resonance and thus utilize the resulting enhance-
ment of photoemission from the Ti-3d-derived states at the
bottom of the CB, which are partially occupied due to
n-type doping. Resonant enhancement occurs because the
coherent two-step process 2p63dn + h̄ωres → 2p53dn+1 →
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FIG. 8. VB spectrum for a homoepitaxial film of Dy-doped STO(001) taken at an x-ray energy of 460 eV. The VB proper was fit to
an AIMD DOS, as described in conjunction with Fig. 3. The instrumental resolution in this measurement was 0.15 eV. The x-ray energy
was judiciously chosen to be close to the Ti L3 → M4,5 x-ray absorption resonance, thus resulting in considerable photoemission intensity
enhancement from Ti-3d-derived states at the bottom of the CB. This approach provides a way to distinguish between static charging and
downward band bending as candidate causes for the anomalously high VBM generated with synchrotron light, as described in the text.

2p63dn−1 + e− yields the same final state as the direct pho-
toemission channel 2p63dn + h̄ω → 2p63dn−1 + e−excited
away from resonance, but with much more intensity. The
intensity of this CB state is too low to detect by direct photoe-
mission if the dopant concentration is ∼1 at. % or less, as in
the present case [42,50]. In contrast, resonant enhancement is
expected to be substantial and give rise to a readily detectable
quasiparticle (QP) feature near the Fermi level. If this feature
appears at the expected binding energy and the VBM is larger
than expected, then downward band bending is indicated. If
instead the QP peak shifts to higher binding energy from its
expected value by an amount equal to the VBM shift from
its expected value, then static charging is the more likely
explanation.

We show in Fig. 8(a) the VB spectrum excited using 460
eV x rays for a 146-nm Dy0.001Sr0.999TiO3(001) film grown
by hybrid molecular-beam epitaxy (MBE) on an undoped
STO(001) substate with an 8-nm STO buffer layer. The VB
feature at ∼7.5 eV is much more intense than those found at
other x-ray energies (see Fig. 5) and is also more intense than
the model spectrum, as calculated using the AIMD method
described above (gold). This result is to be expected because
this VB feature has considerable Ti 3d character and is thus
enhanced at h̄ω = 460 eV due to strong Ti L3 → M4,5 x-
ray absorption. Indeed, if the Ti 3d atomic cross section is
increased by a factor of 4.7 and the model spectrum is recal-
culated (red), the intensity of the feature at 7.5 eV is in much
better agreement with experiment. Both the model spectrum
with the standard atomic cross section (gold) and that in which
the Ti 3d cross section has been increased by a factor of 4.7
(red) fit the experimental leading edge equally well and result
in the same VBM within experimental error, 3.60(3) eV, as

those measured for h̄ω = 3 and 6 keV (see Fig. 5). However,
we also see other features in the gap and near the Fermi
level [Fig. 7(b)] that result from resonant enhancement of
Ti-3d-derived states [51–57]. The Fermi level falls at the
inflection point of the leading edge in the QP feature (peak
3), as expected if there is no charging. Therefore, charging
can be eliminated and downward band bending due to VO

creation is the more credible explanation. In support of this
conclusion, we note that the acquisition time for the spectrum
obtained using Al-Kα x rays [Fig. 5(a)] is a factor of 4 longer
than that for 3-keV synchrotron light [Fig. 4(b)]. When one
considers the superior counting statistics in Fig. 5(b) com-
pared to Fig. 5(a), the effective x-ray exposure time, which
can be thought of as the time required to obtain the VB
spectrum with a certain number of total counts, is more than
4 times longer in Fig. 5(a) than in Fig. 5(b). Thus, it is
not surprising that the much more brilliant synchrotron beam
would generate some oxygen vacancies, resulting in down-
ward band bending, whereas the laboratory Al-Kα source
would not.

Returning to Fig. 7, we expect the energy shifts from
sample to sample to be nearly the same for all CLs and the
VB, resulting in the very similar (within ±0.05 eV) energy
differences among the various features. However, as seen
in Fig. 7, the maximum variations in (ETi2p3/2–EVBM) and
(ESr3d5/2–EVBM) are 0.34 and 0.33 eV, respectively, whereas
(ETi2p3/2–ESr3d5/2) spans a range of only 0.18 eV across the
dataset. This result may reflect the dynamic nature of VO

creation by the incident beam and annihilation via O diffusion
from the bulk. This phenomenon could in turn lead to time-
dependent shifts in the binding energies of different features
measured over the course of the experiment.
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IV. SUMMARY

We demonstrate that a first-principles treatment of vibra-
tional broadening by ab initio molecular dynamics leads to
a rigorously defensible determination of the VBM for n −
SrTiO3. Using this result as a standard, we show that extrap-
olation of the linear portion of the experimental leading edge
measured by photoemission and taken from the middle region
yields a VBM value that is accurate to within a few hundredths
of an electron volt. These results are important because the
VBM is a fundamental quantity that allows x-ray-generated
core-level electron spectra to be used to track band-edge pro-
files in heterostructures of complex materials. We also show
that n-SrTiO3 spectra generated using synchrotron light can
yield binding energies that are slightly higher than expected
for this material in the flatband state because oxygen vacancy
creation and downward band bending can occur, even when
the brilliance of the incident beam is significantly reduced.
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