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Quantifying thermal and nonthermal contributions to disorder in ultrashort laser irradiated
germanium: Nonadiabatic quantum molecular dynamics study
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We elucidate the origin of the ultrashort laser-driven lattice disorder in germanium through nonadiabatic
quantum molecular dynamics simulations. The total disorder is dissected into disorder components arising from
electron-phonon coupling, covalent bond softening, and ionic thermal activation caused by potential energy
surface modification, using which thermal and nonthermal effects are quantified. We find that, although the bond
softening effect initially dominates irrespective of the excitation density, the eventual ultrashort laser-driven
phase transition involves both the thermal and nonthermal elements in it, with the level of their effects regulated
by the electronic excitation density.
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I. INTRODUCTION

Ultrashort laser-induced phase transitions have been of piv-
otal interest over the past decades [1–9]. A femtosecond laser
drives the target system into highly nonequilibrium states of
hot electrons and cold lattice due to the high energy deposi-
tion rate in the electrons. Empowered by the unprecedented
single-bunch brightness of the x-ray probe from the free-
electron laser, the interrogation of the structural dynamics
of materials at the nanometer and picosecond spatiotempo-
ral scales is now allowed [9–11]. In metals, laser-excited
electrons generally transfer their energy to the lattice via
electron-phonon coupling, resulting in a kinetic activation of
the constituent ions and subsequent lattice melting. As the
electron-phonon scattering times are of a few hundred fem-
toseconds, and more than ten phonon emission events are
required per electron for the electron-phonon thermalization,
typical ultrashort laser-driven thermal melting occurs in a
picosecond timescale [12]. In covalently bonded materials, the
formation of strongly laser-driven dense electron-hole plasma
leads to the modification of the interatomic potential energy
surface (PES) and the ensuing amorphization of crystalline
solids while the lattice is still cold, offering an alternative
route to phase transition [13–15]. This peculiar phenomenon,
called nonthermal melting, has been in the center of heated
debates ever since its first experimental observations [16–18].
To understand its underlying mechanism, Stampfli and Ben-
nemann used the tight-binding approach to find out that the
transverse acoustic and longitudinal optical phonons become
unstable due to dense electron-hole plasma formation [19,20].
This interpretation was later validated by a number of exper-
imental and theoretical studies, and endeavors were made to
determine the threshold excitation density for driving nonther-
mal melting [21–25]. Nonetheless, ultrafast melting at high
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excitation densities does not seem to involve the nonthermal
effect alone. Several studies revealed that the lattice tempera-
ture increases to the melting point in ∼100 fs after excitation
and the interplay of the thermal and nonthermal effects in
subpicosecond lattice melting was also proposed [24,26,27].
These indicate that the determination of thermal and nonther-
mal melting purely on timescale grounds is irrelevant, and
a thorough interrogation of the effect of the modified PES
and the kinetic activation of ions is highly desired. Moreover,
the exact knowledge of the thermal and nonthermal effects
in ultrashort laser-driven materials is very important because
the existence of a large heat-affected zone is detrimental
to high-precision laser processing, including micromachining
and surface treatment [28,29].

Here, we present an approach for quantifying the ther-
mal and nonthermal components involved in the ultrafast Ge
disordering through nonadiabatic quantum molecular dynam-
ics (NAQMD) simulations. In this paper, the term “thermal
component” refers to the disorder arising from ionic thermal
activation regardless of its origin (i.e., excitation of lattice
vibration of higher energy), while the “nonthermal compo-
nent” encompasses disorders other than the thermal disorder.
The NAQMD employed in this study describes the electronic
excitation within the linear-response time-dependent density
functional theory (LR-TDDFT) framework. The electron-
ion dynamics are treated nonadiabatically through fewest
switches surface hopping (FSSH), in which the energy dif-
ference accompanying the interlevel electronic transition is
accommodated by ionic velocity adjustment [30–33]. This
allows us to concurrently investigate the influence of the
modified PES effective in excited electronic states and the
nonadiabatic electron-ion interaction on the lattice dynamics.

II. THEORETICAL BACKGROUND

A. Nonadiabatic quantum molecular dynamics

NAQMD adopted in this work [30,31] combines Casida’s
LR-TDDFT and Tully’s FSSH to track the time evolution of
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the electronic and ionic states of the femtosecond laser-excited
material [32,33]. LR-TDDFT describes the electronic excited
states by evaluating their excitation energies in the adiabatic
potential surfaces. The ionic forces in electronic excited states
may readily be obtained using Hellmann-Feynman theorem.
This approach is valid when the electrons stay in adiabatic
potential surfaces without moving from one surface to an-
other. Tully’s FSSH remedies this limitation by imposing a
set of rules for interstate electronic transition and energy con-
servation, by which the nonadiabatic electron-ion dynamics is
described.

In LR-TDDFT adopted in QXMD, electronic excited states
are constructed from the ground-state properties obtained by
solving the Kohn-Sham (KS) equation [30,31],

Ĥ |ϕi〉 =
(

−∇2

2
+ V̂ext + V̂H + V̂xc

)
|ϕi〉 = εi|ϕi〉 (1)

where V̂ext, V̂H, and V̂xc are the ionic potential, Hartree po-
tential, and exchange correlation (xc) potential; εi and |ϕi〉
are the ith eigenstate KS energy and orbital, respectively. The
KS energies and orbitals are then corrected by including a
long-range xc functional to obtain the long-range corrected
KS energies, εi, and orbitals, |ψi〉. A LR-TDDFT eigenvalue
equation is then set up using these long-range corrected KS
states and the electronic excitation energies are obtained from
the following matrix equation:(

A
B∗

B
A∗

)(
XI

YI

)
= ωI

(
1
0

0
−1

)(
XI

YI

)
, (2)

where ωI and (X I , Y I) are the Ith excited-state excitation
energy and the corresponding eigenvector. The matrix ele-
ments are the quantities defined by the following ground-state
properties:

Aaiσ,b jτ = δa,bδi, jδσ,τ (εa,σ − εi,σ ) + Kaiσ,b jτ , (3)

Baiσ,b jτ = Kaiσ,b jτ , (4)

Kaiσ,b jτ = (ψ∗
aσψiσ |1/r|ψ∗

jτψbτ )

− δσ,τ

(
ψ∗

aσψbτ |[erf (μr)]/r|ψ∗
jτψiσ

)
+

∫
dr

∫
dr′ψ∗

aσ (r)ψiσ (r)
δ2

(
Exc − ELR

x

)
δρσ (r)δρτ (r′)

× ψ∗
jτ (r′)ψbτ (r′), (5)

where ρσ is the electron density with spin σ and Exc and ELR
x

are the xc functional and the long-range part of the Hartree-
Fock exchange integral, respectively [31]. The indices {i, j}
and {a, b} are for the occupied and unoccupied KS orbitals,
respectively. The many-body wave function of the Ith excited
state can be expressed as

|�I〉 =
∑

i∈{occupied}

∑
a∈{unoccupied}

∑
σ

XI,aiσ + YI,aiσ√
ωI

ĉ+
aσ ĉiσ |�0〉

=
∑
iaσ

CI,aiσ �aiσ , (6)

where |�0〉 is the Slater determinant of the long-range cor-
rected KS orbitals and ĉ+

aσ and ĉ+
iσ are the creation and

annihilation operators. The excited-state force acting on the
kth nucleus is computed using the Hellmann-Feynman the-
orem with the non-self-consistency (NSC) correction made
for nonzero electronic charge density difference δρ(r) =
ρout (r) − ρin(r) :

Fk = FHellmann-Feynman
k + FNSC

k + Fc
k, (7)

where FHellmann-Feynman
k , FNSC

k , and Fc
k are the Hellmann-

Feynman force, non-self-consistent force, and nuclear force
acting on atom k, respectively.

In FSSH, however, the electrons are described quantum
mechanically whereas the ions are treated classically [33]. The
electron that initially existed in a single adiabatic potential
surface, e.g., the Ith excited state, evolves over time among
the excited states obtained through LR-TDDFT with the fixed
ionic position

|�(t)〉 =
∑

J

CJ (t )|�J (R(t ))〉, CJ (0) = δJ,I . (8)

The time-evolving expansion coefficients that determine
the electronic density at each adiabatic surface at a given time
are expressed by the nonadiabatic coupling (NAC) between
adiabatic surfaces:

dCJ (t )

dt
= −

∑
K

(iωKδJ,K + DJK )CK (t ), (9)

DJK = 〈�J | ∂

∂t
|�K〉 = Ṙ (t ) · 〈�J |∇R|�K〉. (10)

The NAC element, DJK , gives an overlap integral between
the Jth adiabatic surface and the temporal change of the Kth
adiabatic surface, providing a nice measure for the electronic
transition between the Jth and Kth surfaces. The negative sign
on the right-hand side of Eq. (9) indicates that strong nona-
diabatic coupling between the Jth and Kth adiabatic surfaces
leads to the population leakage of the electrons existing on
the Jth adiabatic surface. The time evolution of the expan-
sion coefficients makes it imperative to adjust the electronic
population of each adiabatic surface such that they evolve
consistently, which is done through electronic hopping be-
tween adiabatic surfaces. The hopping rate from the Jth to Kth
adiabatic surfaces are governed by their NAC strength,

PJ→K = H

(
2Re(DJKC∗

J CK )dt

CJC∗
J

)
, (11)

where H(x) is the Heaviside step function. The energy dif-
ference associated with surface hopping is accommodated by
the ionic velocity adjustment in the direction of the NAC
vector to meet energy conservation. This also means that when
energy change associated with upward transition cannot be
compensated by the ionic kinetic energy adjustment, the hop-
ping is frustrated, thereby lowering the upward transition rate
compared to the downward transition rate. It was shown that,
due to these frustrated hops, FSSH in general satisfies detailed
balance with only small deviations in all NAC ranges [34].
The electron-ion energy exchange accompanying electronic
adiabatic surface hopping is basically related to the electron-
phonon coupling that is often used in the two-temperature
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FIG. 1. Schematic representation of fundamental mechanisms involved in ultrashort laser-driven phase transformation of covalently bonded
materials. (a) The phase transformation resulting from ionic thermal activation caused by transfer of excited electronic energy to the lattice
via electron-phonon coupling. This process is denoted as “th_ep.” (b) The phase transformation resulting from weakening of interatomic
bonding caused by the PES shape modification. This process is denoted as "bs." (c) The phase transformation resulting from the effects of
both the weakened interatomic bonding caused by PES shape modification (bs) and the PES minimum position shift that thermally activates
the lattice (th_pes). This process includes overall effects caused by the PES change denoted as "pes." (d) The phase transformation occurring
under repulsive PES in high excitation densities. This process includes pes, i.e., both bs and th_pes. The curved solid and dashed lines are the
ground- and excited-state PESs, respectively. The gray solid and dashed arrows represent barrier crossing and ionic acceleration, respectively.
The dotted arrow indicates the amount of the PES minimum position shift in the reaction coordinate.

model [35,36] (
∂Ee

∂t

)
ep

= G(Tl − Te), (12)

where Ee and G are the electron-ion energy exchange
and electron-phonon coupling constant, and Te and Tl are
the electronic and ionic temperatures, respectively. Our re-
cent atomistic two-temperature molecular dynamics (TTMD)
model incorporates the energy transfer between the electrons
and the lattice through ionic velocity rescaling, which is con-
sistent with the FSSH scheme [9]. We applied this TTMD
scheme to a number of ultrashort laser-driven nanoparticle
systems, successfully interpreting the electronic excitation-
driven lattice dynamics in a picosecond timescale [9–11].
Although the NAQMD combining LR-TDDFT and FSSH
effectively describes laser-excited electron and ion dynamics,
it is limited in describing electron-electron coupling, such
as carrier multiplication and Auger recombination [37]. As

discussed in Ref. [37], the impact of carrier multiplication
can be particularly crucial for inducing a nonthermal effect at
high-energy excitation of over five times the band-gap energy.
The excitation energy of 1.5 eV used in this work, however, is
rather mild, and thus a significant effect of carrier multiplica-
tion is unexpected.

B. Description of the fundamental effects

To quantify thermal and nonthermal effects involved in
ultrashort laser irradiated Ge, we first define fundamental
components associated with PES change and ionic thermal
activation. Figure 1 classifies the fundamental mechanisms
involved in the femtosecond laser-driven melting transition
of covalently bonded materials into three different categories.
The process shown in Fig. 1(a) occurs when the excited
electrons transition to lower-lying PESs, transferring their
energy into lattice thermal energy to conserve the total en-
ergy. As, in this process, the ionic thermal activation, i.e.,
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the excitation of higher energy lattice vibration, is caused by
electron-phonon coupling, we denote this process as “th_ep.”
Figs. 1(b)–1(d) depict processes resulting from the effects
caused by PES change, i.e., effects other than th_ep. Fem-
tosecond laser-driven PES change includes two independent
aspects. The first one is modification of the PES shape into
a shallower one. Here we only consider the case in which
the laser pulse weakens interatomic bonding excluding the
opposite case, i.e., bond hardening, as it is less common. The
process depicted in Fig. 1(b) entails PES shape modification
that is linked to weakening of interatomic bonding and reduc-
tion of force constant and potential energy. In this process,
the ions are supposed to remain in the lowest vibrational level
in the excited electronic PES, and thus the main driver to
lattice disordering and phase transition is bond softening and
the resultant lowering of the energy barrier. As this effect is
exclusively associated with bond softening affecting potential
energy, it is nonthermal and is denoted as “bs.” The second
aspect of the PES change is the shift of the minimum PES
position in the reaction coordinate. Its main consequence is
instantaneous excitation of the lattice vibration in a new PES,
i.e., shifted PES, that is higher in energy than the original one
[Fig. 1(c)]. We denote this effect as “th_pes,” as it represents
ionic thermal activation caused by PES change. Although the
origin of this vibrational excitation is nonthermal, i.e., a shift
of minimum PES position, this process involves increased
thermal energy and lattice temperature, and thus should have
direct consequences in lattice disordering. Here we decom-
pose the effect of PES change into PES shape modification
and minimum position shift for convenience of understand-
ing. However, these two effects should be concurrent in real
systems as depicted in Fig. 1(c), which is denoted as “pes,”
implying a PES change-driven effect as a whole. Figure 1(d)
basically belongs to the category of Fig. 1(c) in which both the
PES shape modification (bs) and nonthermally driven ionic
thermal activation (th_pes) are present, but in this case the
electronic excitation density is strong enough to turn the PES
into a repulsive one. In this case, the lattice is expected to
make a phase transition within less than a single vibrational
period. In the following analyses of the simulation results,
the effect originating from bs is categorized as a nonthermal
effect whereas the one originating either from th_pes or th_ep
is considered a thermal effect. Note that th_pes is included
in the thermal effect category, emphasizing the direct role of
“effect” rather than “cause” on lattice disordering.

C. Description of constrained simulations and disorder
parameter calculation

In this section, we explain our approach for quantifying
fundamental components contributing to the total lattice dis-
order, from which the thermal and nonthermal effects are
evaluated. We express the lattice disorder by using a local dis-
order parameter which is represented by the configurational
entropy involving a two-body correlation (S in units of kB)
[38]. The usefulness of this parameter in distinguishing the
ordered and disordered phases was well reported in previous
studies [10,11,39]. The disorder parameters resulting from the
electron-phonon coupling-driven thermal effect (th_ep), PES
change-driven thermal effect (th_pes), PES change-driven

bond softening effect (bs), and PES change-driven effect (pes)
are computed with the lattice structures obtained through
constrained simulations. For this, we herein define three inde-
pendent constrained simulations. First, we define a simulation
compatible with the experiment that is conducted in vacuum
without energy exchange with the surrounding environment,
such as the one of Ref. [40]. NAQMD simulation in mi-
crocanonical ensemble (NVE) should suffice for reproducing
the experimental results if the volume change is negligible.
This may be the case with Ge because the atomic volume
of Ge at 1100 K, which is a slightly lower temperature than
the Ge melting point of 1211 K, is greater than that at 300
K by less than 2% in equilibrium [41]. The situation might
not be considerably different in nonequilibrium either. We
label this simulation condition with which the total disorder
parameter denoted as Stot(t) is obtained as NVE_NA. Second,
we define a simulation in which only the bs effect influ-
ences lattice disorder; that is, all thermal effects including
th_pes and th_ep are suppressed. This may be accomplished
through NAQMD simulation in canonical ensemble (NVT),
which fixes the lattice volume and temperature to those of
the initial condition. We label the simulation condition with
which the bs effect-driven lattice disorder parameter, denoted
as Sbs(t), is obtained as NVT_NA. Last but not least, a sim-
ulation is defined in which only the PES change effect, i.e.,
pes, is accounted for. In this simulation, bs and th_pes need
to be included while suppressing any energy transfer between
electronic and lattice systems. This may be accomplished in
adiabatic quantum molecular dynamics (AQMD) simulations
in which the electron-phonon energy exchange rate expressed
as Eq. (13) [35,36] becomes zero:(

∂Ee

∂t

)
ep

=
(

4π

h̄Nc

) ∑
kk′

h̄ωQ|Mkk′ |2S(k, k′)δ(Ek − Ek′ + h̄ωQ),

(13)

where Mkk′ is the electron-phonon scattering matrix element
for the initial and final electronic states with energies Ek and
Ek′ . h̄ωQ is the phonon energy and S(k, k′) is a thermal factor,
respectively. The AQMD simulation in which Mkk′ = 0 for
all times is labeled as NVE_AD. The PES change-driven
disorder denoted as Spes(t) is to be obtained through NVE_AD
simulations.

The total disorder may be represented as follows with the
sum of the disorders originating from bs, th_pes, and th_ep
effects:

Stot (t ) = Sbs(t ) + Sth_pes(t ) + Sth_ep(t ) = Spes(t ) + Sth_ep(t ).

(14)

And the total disorder at t may be obtained from its time
derivative:

d

dt
Stot (t ) = d

dt
Spes(t ) + d

dt
Sth_ep(t ). (15)

The disorder parameters are initially identical for all dif-
ferent constrained simulations as they start with the same
initial condition and we are interested in obtaining the disorder
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increase from the initial value caused by each effect, which
allows Sbs(0) = Spes(0) = Stot(0) � S(0). Integrating Eq. (15),

Stot (t ) = Stot (0) +
∫ t

0

d

dt ′ Stot (t
′)dt ′

= S(0) +
∫ t

0

d

dt ′ Spes(t
′)dt ′ +

∫ t

0

d

dt ′ Sth_ep(t ′)dt ′

= Spes(t ) +
∫ t

0

d

dt ′ Sth_ep(t ′)dt ′. (16)

Now, the disorder increase from the initial value caused by
electron-phonon coupling is obtained from Stot(t) and Spes(t)
as follows:

Sth_ep(t ) − Sth_ep(0) = Stot (t ) − Spes(t ). (17)

As remarked above, Stot(t) is to be obtained from an
NVE_NA simulation. Determination of Spes(t) is more com-
plicated, as it is the portion of total disorder caused by
the change of PES in an excited state compared to the
ground state. It may be obtained through a hypothetical
NVE_AD simulation in which the electron-lattice energy
transfer is instantaneously suppressed at each time step in
simulation conditions otherwise identical to those of the orig-
inal NVE_NA. Let the disorder parameter thus obtained be
SNVE_AD(t), then Spes(t ) = SNVE_AD(t). As the electronic oc-
cupations for adiabatic states keep changing in NVE_NA,
SNVE_AD(t) cannot be computed in a single simulation. One
of the reasonable ways to obtain SNVE_AD(t) is to compute
dSNVE_AD(t)/dt and then integrate it over time. Assuming that
no appreciable change in electronic occupation states would
occur in a short time interval, dSNVE_AD(t)/dt may be approx-
imately obtained from multiple short NVE_AD simulations
in which the data produced by an NVE_NA simulation at
multiple time points are used as their initial conditions. In
other words, in performing a set of NVE_AD simulations for
a short time interval �t , their initial conditions are obtained
from longer timescale NVE_NA simulation results at tk with
tk = k�t and k = 0, 1, 2, …, N − 1. The initial condition for
an NVE_AD simulation requires the knowledge of atomic
coordinates and velocities as well as the electronic occupation
states at each adiabatic surface. Let �tk (t) be the disorder
parameter obtained from NVE_AD simulation performed for
a short time interval �t using the NVE_NA simulation re-
sult at tk as its initial condition; then the time derivatives
dSpes(tk)/dt and dSNVE_AD(tk)/dt at tk are obtained from its
temporal change rate:

d

dt
Spes(tk ) = d

dt
SNVE_AD(tk ) ≈ �tk (�t ) − �tk (0)

�t
. (18)

Note that �tk (0) = SNVE_NA(tk ). The dSNVE_AD(t )/dt can
approximately be found at any t through interpolation of
dSNVE_AD(ti)/dt and finally Spes(t) and SNVE_AD(t) are deter-
mined for all t from the following relation:

Spes(t ) = SNVE_AD(t ) = S(0) +
∫ t

0

d

dt ′ SNVE_AD(t ′)dt ′.

(19)

The PES change-driven thermal effect is obtained from the
difference between pes and bs effects:

Sth_pes(t ) = Spes(t ) − Sbs(t ). (20)

III. COMPUTATIONAL DETAILS

In this work, all quantum molecular dynamics (QMD) sim-
ulations were performed as implemented in QXMD [30] with
a diamond Ge structure in a crystalline density of 5.3234 g
cm−3, using a norm-conserving pseudopotential and a peri-
odic boundary condition [42]. The gamma point was used to
sample the Brillouin zone. The electronic wave functions were
expanded in plane waves with a cutoff energy of 30 Ry. A 3
× 3 × 3 supercell with 216 Ge atoms was first relaxed in their
ground state at room temperature for 1 ps through AQMD
simulation. A canonical ensemble and an molecular dynamics
(MD) time step of 1.2 fs were used. The NAQMD simulation,
labeled as NVE_NA in Sec. II C, was performed in micro-
canonical ensemble for the excited states based on the TDDFT
and FSSH methods, with the TDDFT time step of 1 as. The
number of electrons corresponding to n = 3.0%, 4.6%, 6.5%,
8.1%, and 10.2% of the valence electrons was initially excited
to the empty conduction bands such that the average excitation
energy was ∼1.5 eV. The electrons were allowed to transition
between the excited states with the atomic velocity rescaled
upon transition. The non-self-consistent excited-state forces
were computed using a modified Harris-Foulkes approach
[31]. Multiple excited AQMD simulations were performed
for computing SNVE_AD(t). As detailed in Sec. II C, the initial
conditions for these multiple excited NVE_AD simulations
were obtained from a single NVE_NA simulation; that is, the
initial atomic coordinates, velocities, and electronic occupa-
tion states for each NVE_AD simulation were obtained from
the NVE_NA data at tk = k�t with �t = 12 fs and k = 0,
1, 2, …, N − 1. The interstate electronic transitions were not
allowed in NVE_AD simulations. The excited-state NAQMD
simulation in canonical ensemble, labeled as NVT_NA in
Sec. II C, was performed at room temperature, which sup-
pressed the effects due to the ionic kinetic energy change
using a thermostat. All other simulation conditions were iden-
tical to those of NVE_NA. The radial distribution function
(RDF) and the configurational entropy were obtained from the
QMD-simulated atomic coordinates using LAMMPS [38,43].

IV. RESULTS AND DISCUSSION

A. NAQMD simulation in NVE ensemble (NVE_NA)

The excited-state NAQMD simulations were conducted in
a microcanonical ensemble with the atomic coordinates and
velocities obtained from the equilibration run. Figure 2(a)
shows the time evolution of the lattice disorder, which pre-
cipitously increased and saturated by 250–410 fs for the high
excitation densities (n � 6.5%). For the low excitation densi-
ties, the saturation time was prolonged after the initial quick
increase. We define herein the time the disorder parameter
saturated and the saturation value as the melting time, tm, and
Sm, respectively (see Fig. S1 in the Supplemental Material
[44] and Table I). Once the disorder saturated at −1.81kB, the
lattice became a diffusive liquid state (Fig. S3 [44]), which
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FIG. 2. Results of the excited-state NAQMD simulation in the microcanonical ensemble (NVE_NA). (a) The excitation density-dependent
time evolution of the disorder parameter. The time evolution of (b) the MSD, (c) the ionic temperature, and (d) the band-gap energy. (e) The
RDFs are denoted for the times the lattice disorder reaches 50% (top left panel), 70% (top right panel), and 100% (bottom left panel) of the
maximum disorder and for the time long enough after the maximum disorder is achieved (bottom right panel), and (f) the corresponding lattice
structures are shown for n = 8.1%. The atoms are colored according to the disorder parameter.

later became superdiffusive [Fig. 2(b)]. The diffusion coeffi-
cients obtained from the linear curve slope after the melting
transition ranged from 9.42 × 10−5 to 3.11 × 10−4 cm2/s and
increased with the excitation density increase (Table II).
Interestingly, the diffusion coefficients for n = 4.6% and
3.0% were lower than that of liquid Ge at 1250 K, 1.51 ×
10−4 cm2/s. Figure 2(c) depicts the time evolution of the ionic
temperature, which gradually increased until tm. The ionic
temperature at tm varied depending on the excitation density.
That is, the larger the excitation density, the higher the ionic
temperature at tm (Table II). For the highest excitation density
(n = 10.2%), the ionic temperature was already 1270 K at tm,
which was above the Ge melting point (1211 K), indicating
an intensive thermal energy flow to the lattice. Considering
that its tm of 250 fs was shorter than the room-temperature
lattice vibrational period of ∼300 fs (Fig. S4 [44]), the PES in
this highly excited state presumably turned partially repulsive,
resulting in atomic acceleration and subsequent ionic thermal
activation and lattice melting as in Fig. 1(d) [21]. In contrast,

TABLE I. The melting time (tm) and its lattice disorder parameter
(Sm) for NVE_NA and the time during which maximum lattice disor-
der is achieved (tmax) and its disorder parameter (Smax) for NVT_NA.

n (%) tm (ps) Sm (kB) tmax (ps) Smax (kB)

10.2 0.25 −1.81 0.52 −2.31
8.1 0.35 −1.81 0.48 −2.60
6.5 0.41 −1.81 0.21 −3.06
4.6 1.6 −1.81 0.20 −3.24
3.0 4.0 −1.81 0.12 −3.90

at the lowest excitation density (n = 3.0%), the lattice temper-
ature at tm was only 520 K, which was far below the Ge melt-
ing point. It is likely that, although it was not repulsive, the
interatomic PES was modified in a manner wherein the system
overcame the free-energy barrier and transitioned to the liquid
phase while the lattice was relatively cold [Fig. 1(b)]. This
significant nonthermal effect in ultrafast melting at a low
excitation density of 3.0% was quite surprising. The lattice
disorder increase resulted in band-gap collapse and phase
transformation into a metallic phase [Fig. 2(d)]. The band
gap collapsed when the lattice disorder level reached 50–60 %
of the saturation value and continued to collapse thereafter.
Note that, for n = 3.0%, the band gap persisted longer until it
was close to the melting time of 4 ps. The RDFs at different
stages of the NAQMD simulation revealed how crystallinity

TABLE II. Ionic temperature and diffusion coefficient at the
melting transition obtained under various simulation conditions.
NVT_GS indicates ground-state AQMD in an NVT ensemble. Tm is
the ionic temperature at tm for NVE_NA and the imposed constant
ionic temperature for the other simulation conditions.

Simulation condition n (%) Tm (K) D (10−4 cm2/s)

NVE_NA 10.2 1270 3.11
NVE_NA 8.1 1030 2.55
NVE_NA 6.5 800 1.93
NVE_NA 4.6 600 1.07
NVE_NA 3.0 520 0.94
NVT_NA 14.6 300 0.14
NVT_GS 0 1250 1.51
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loss was achieved [Fig. 2(e)]. For all excitation densities, the
RDFs started broadening when half of the maximum disorder
was achieved (top left panel), implying that the lattice started
losing its crystalline order at this stage. As the disordering
proceeded further, the RDFs broadened more, and the entire
lattice transformed into a liquid state by tm (bottom left panel).
Disordering continued, proceeding further for n = 10.2% and
8.1%, and the system eventually ended up in an ideal-gas-like
phase at a longer timescale, as evidenced by the loss of the
first peak at ∼2.5 Å (bottom right panel). When a liquid evap-
orates into a gas, the system volume undergoes a significant
increase. Consequently, the NVT and NVE simulations may
not be suitable for this regime. The atomic structures obtained
from the NAQMD simulation demonstrated that melting seeds
formed inside the laser-excited Ge lattice and propagated over
time to the entire lattice [Fig. 2(f)].

B. Comparison of NAQMD simulation and experimental results

To validate the quality of our NAQMD simulation results,
we compared the excitation density dependence of melting
time obtained with NVE_NA simulations and those deter-
mined elsewhere using time-resolved x-ray diffraction and
resonant x-ray scattering [40]. However, whereas our melting
time data were obtained with NAQMD as a function of exci-
tation density, n, those of the experiment were determined as
a function of absorbed laser fluence, F. For consistency, we
first made a conversion of n to F. For this, we assumed that
the number of excited electrons per unit volume, N, linearly
increased at low fluences but saturated at large fluences as
follows:

N = N∞(1 − e−F/ξ ), (21)

where N and N∞ are the volume density of the excited elec-
trons at a given fluence and at infinite fluence, respectively;
F and ξ are the absorbed laser fluence and a constant, re-
spectively. We used as N∞ the valence electron density of
176.6 × 1021cm−3. ξ was determined from the fact that N lin-
early increased with F at low fluences following Supplemental
Material S7 of Lee et al. which gave a ξ of 2440 mJ/cm2

[40]. Figure 3(a) shows the comparison of the melting time
obtained with NAQMD and experiment. One can see that
NAQMD gives melting times reasonably consistent with those
of experiment, indicating that our NAQMD simulation reason-
ably reproduced experimental data.

To further assess the quality of our NAQMD simula-
tion results, we compared the trend of the mean square
displacement (MSD) data obtained from our NVE_NA sim-
ulations with that of Si reported in Ref. [45]. Zijlstra et al.
performed ab initio molecular dynamics simulations to inves-
tigate the atomic motion of the femtosecond laser-irradiated
Si. At strongly driven conditions of n � 9.3%, they found
out that Si atoms that initially were bound in harmonic
PESs started accelerating on a repulsive PES after ∼100
fs, subsequently undergoing superdiffusive motion and then
transitioning to fractionally diffusive followed by normally
diffusive atomic motions [Fig. 3(b)]. According to our MSD
data, at n = 14.6% and 20.0%, Ge atoms directly transitioned
from harmonic to normally diffusive motion at around 100–
200 fs [Fig. 3(c)]. We could not find any clear indication

FIG. 3. Comparison of the NVE_NA simulation and experimen-
tal results. (a) The fluence dependence of melting time of Ge, where
the conversion of the excitation density to the absorbed fluence was
made using the nonlinear model in Eq. (21). Our simulation results
compare well with those of the time-resolved resonant x-ray scatter-
ing experiment [40] and Sokolowski et al. [23]. (b) Subpicosecond
MSD data of Si reported by Zjilstra et al. [45]. (c) Subpicosecond
MSD data of Ge obtained with NVE_NA simulations for comparison
with (b).

for intermediate states related to superdiffusive or fraction-
ally diffusive atomic motions. These discrepancies may stem
from the fact that the Ge atomic weight is 2.5 times larger
than that of Si, but we see that the overall trend of our
data for Ge reasonably agrees with that of Si reported by
Zijlstra et al. [45].
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FIG. 4. Results of the various excited-state QMD simulations. A comparison of the disorder parameter time evolution among [(a)–(d)]
NVE_NA, NVE_AD, and NVT_NA, and [(e)–(h)] the NVT_NA results. The excitation density-dependent time evolution of (e) MSD and (f)
band-gap energy. (g) The lattice structures and (h) the RDFs are shown for the times during which the lattice disorder reaches 50% (top left
panel), 70% (top right panel), and 100% (bottom left panel) of the maximum disorder achieved by NVT_NA and for the time long enough
after the maximum disorder by NVT_NA was achieved (bottom right panel).

C. AQMD simulation in NVE ensemble (NVE_AD)

We performed additional QMD simulations to dissect
the components involved in ultrafast processes. First, we
introduced excited-state AQMD simulations as described
in Sec. II C (i.e., NVE_AD). Our goal with the NVE_AD
simulations was to selectively obtain the disorder parameter
of NVE_NA at a given time t caused by PES change. Unlike
NVE_NA, these simulations disallowed the electronic transi-
tion between excited states. As a result, energy transfer from
the excited electrons to ions via electron-phonon coupling that
leads to the ionic thermal activation shown in Fig. 1(a) was
blocked. However, the excited electronic states may modify
the interatomic PES in a way to reduce the energy barrier as
shown in Figs. 1(b) and 1(c) and, at high enough excitation
densities, turn the PES into a repulsive one that increases the
ionic temperature via atomic acceleration [Fig. 1(d)]. These
effects were to be dealt with in NVE_AD simulations. The
impediment to obtaining the PES change-driven disorder
parameter, Spes(t), from a single NVE_AD simulation was
that the time-dependent band occupation states of NVE_NA
at a given time instance t could not be incorporated correctly
in NVE_AD as the electrons kept remaining at the initial
excited states. To ensure that the NVE_AD simulations were
performed such that the time-dependent electronic band occu-
pation states of NVE_NA were correctly reflected in obtaining

Spes(t), we performed multiple NVE_AD simulations for a
short time interval of �t = 12 fs as described in Sec. II C.
We assumed that no appreciable change in the electronic
occupation states would occur for 12 fs, a short enough time
compared to the Ge electron-phonon scattering time of 1.2 ps
[46]. From these short NVE_AD simulations, dSNVE_AD(ti)/dt
was obtained first and, with interpolation and subsequent
integration, SNVE_AD(t) was obtained [Figs. 4(a)–4(d)].

D. NAQMD simulation in NV T ensemble (NVT_NA)

We also performed NAQMD simulations starting with the
initial conditions identical to those of the original NVE_NA
runs but in this case in a canonical (NVT) ensemble at 300 K
(i.e., NVT_NA). In this simulation condition, the ionic ther-
mal activation beyond 300 K was suppressed by a thermostat;
thus, only the effects originating from the Ge-Ge bond soft-
ening caused by the electron-hole plasma formation were
considered. In this manner, we can segregate the fundamental
mechanisms driving the ultrafast phase transformation into the
components of the thermal and nonthermal disorders.

E. Comparison of various QMD simulation results

Figures 4(a)–4(d) compare the time evolutions of the dis-
order parameter of up to tm for n = 8.1%, 6.5%, 4.6%, and
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3.0%, respectively. For n = 8.1%, the disorder obtained with
NVE_AD (dashed line) was comparable to that of NVE_NA
(solid line), indicating the driven disorder was dominated
by the PES change and the contribution of the ionic ther-
mal activation arising from the electron-phonon coupling
was comparatively negligible. The NVE_AD disorder became
smaller than that of NVE_NA as the excitation density de-
creased, implying that the ionic thermal activation caused by
the electron-phonon coupling started to play its role. Con-
versely, NVT_NA (dotted line) provided a much different
disorder evolution. The disorder parameter initially underwent
an upsurge for hundreds of femtoseconds, as in NVE_NA
(or NVE_AD). A downturn then followed instead of a sat-
uration [Figs. 4(c) and 4(d)]. The time the initial upsurge
of the disorder parameter is completed in NVT_NA and its
value are denoted as tmax and Smax, respectively (Fig. S2 [44],
Table I). The nonlinearity of the MSD curves of NVT_NA
revealed that the phase transformed by bond softening was
far from the liquid state. Instead of continuing to increase, the
MSD either decreased again (n � 8.1%) or remained constant
(n = 10.2%) until 5 ps. Bond softening alone was insufficient
in driving the disorder up to the level achieved by typical
laser excitation. In line with the disorder trend, the band-gap
energy profiles of NVT_NA were also quite different from
those of NVE_NA. The band-gap energy briefly decreased,
and then started to increase again at ∼1 ps, eventually re-
covering the original level in a longer timescale. The lattice
structure and the RDFs in Figs. 4(g) and 4(h) revealed that
the lattice did not completely lose but retained some order
at tmax and regained a complete order at a longer timescale.
We ran an NVT_NA simulation for n = 14.6% to determine
if this was the case for an even higher excitation density
regime (Fig. S5 [44]). The disorder parameter of NVT_NA
saturated, but at a 0.5kB value less than that of NVE_NA.
The MSD became slightly linear, but the diffusivity was an
order of magnitude smaller than that of liquid Ge at 1250 K.
In other words, without ionic thermal activation, the normal
liquidlike state is hardly achievable with the bond softening
effect alone.

F. Quantification of the ultrashort laser-driven
disorder components

We quantified the thermal and nonthermal contributions
to the ultrafast process of laser-excited Ge by dissecting the
total disorder obtained by the above-mentioned simulations.
The total disorder obtained by NVE_NA corresponded to the
experimentally measured value and encompassed the non-
thermal and thermal components. The PES change-driven
disorder was obtained from NVE_AD. The nonthermal com-
ponent involving only the bond softening effect was obtained
from NVT_NA. The thermal component in turn comprised
the ionic thermal activation driven by the PES change
and electron-phonon coupling. The former may be determined
from the difference between the NVE_AD and NVT_NA
disorders, whereas the latter may be figured out from that
between NVE_NA and NVE_AD. They are described at each
time instance as follows:

μtot (t ) = SNVE_NA(t ) − S300K(t ), (22)

μpes(t ) =
{

SNVE_AD(t ) − S300K(t )
(
t � tAD

max

)
SNVE_AD

(
tAD
max

) − S300K
(
tAD
max

) (
t > tAD

max

)
,

(23)

μbs(t ) =
{

SNVT_NA(t ) − S300K(t ) (t � tmax)

SNVT_NA(tmax) − S300K(tmax) (t > tmax),
(24)

μth_pes(t ) = μpes(t ) − μbs(t ), (25)

μth_ep(t ) = μtot (t ) − μpes(t ), (26)

where SNVE_NA, SNVE_AD, and SNVT_NA are the disorder pa-
rameters obtained from NVE_NA, NVT_NA, and NVE_AD
simulations, respectively; tmax and tAD

max are the times during
which the maximum disorder was achieved in NVT_NA and
NVE_AD, respectively; μtot(t), μpes(t), and μbs(t) are the total
disorder, PES change-driven disorder, and bond-softening-
driven nonthermal disorder relative to the room-temperature
values, and μth_pes(t), μth_ep(t) are the thermal disorders as-
sociated with the ionic kinetic activation caused by the PES
change and electron-phonon coupling, respectively. μpes(t )
and μbs(t ) are driven by the PES change caused by the
electronic excitation, and thus increase with increased car-
rier density and decay with the carrier relaxation. However,
the driven disorders by the PES change and electron-phonon
coupling contribute cooperatively to μtot (t ), which keeps in-
creasing over time. Therefore, we assumed that once the
contributions of μbs(tmax) and μpes(tAD

max) were added to the
total disorder, they remained henceforward. The fractions of
the nonthermal and thermal contributions to the total disorder
are written as follows:

fnth(t ) = μbs(t )

μtot (t )
, (27)

fth(t ) = μth_pes(t ) + μth_ep(t )

μtot (t )
. (28)

Figure 5 shows the time-dependent contribution of vari-
ous disorder components to the total disorder of up to tm.
At the early disordering stage, bond softening was dominant
for all excitation densities, and the thermal disorder caused
by the electron-phonon coupling was relatively insignificant
[Figs. 5(a) and 5(c)]. The PES change-driven thermal disorder
tended to increase over time but basically did not contribute
for n = 3.0% until melting occurred [Fig. 5(b)]. In short, the
PES became far from repulsive at this low excitation level.
Figure 5(d) illustrates the time evolution of the percent non-
thermal contribution to the total disorder. For all excitation
densities, the nonthermal effect dominated in the beginning,
but decreased over time until melting occurred. As expected,
the percent nonthermal contribution at tm became larger with
the increasing excitation density [Fig. 5(e)]. Interestingly,
even at the highest excitation density (n = 10.2%), the phase
transition did not occur via the nonthermal effect alone; that is,
28% of the disorder originated from the thermal component.
The total thermal effect of 28% in a short melting time of
250 fs should be related to the high lattice temperature of
1270 K at tm, which indicates the PES presumably turned
strongly repulsive, resulting in ionic kinetic activation. With-
out bond softening, however, the lattice would have been
in a superheated state. Likewise, the phase transition at the
lowest excitation density (n = 3.0%) that occurred in 4 ps
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FIG. 5. Time-dependent contribution of various disorder components to the total disorder. (a) Nonthermal disorder component originating
from the covalent bond softening. Thermal disorder component associated with (b) the PES change and (c) electron-phonon coupling. (d) Time
evolution of the nonthermal contribution to the total disorder. (e) Bar graph of the nonthermal contribution to the total disorder at the melting
time, with the number on top of each bar indicating the melting time.

involved approximately 23% of the nonthermal component.
Although it is contradictory to the previous notion that the
picosecond timescale melting is thermal, considering the low
lattice temperature of 520 K at tm, such a decent amount
of nonthermal effect involved in the picosecond melting
transition seems reasonable. These results together suggest
that the ultrashort laser-driven phase transition involves both
thermal and nonthermal elements. Their contribution to the
system’s net disorder is determined by the electronic excita-
tion density.

V. SUMMARY

In conclusion, we performed herein a nonadiabatic quan-
tum molecular dynamics simulation under the following
disparate conditions to understand the underlying mecha-
nism of the femtosecond laser-driven melting of Ge: without
constraints (NVE_NA), without interlevel electronic transi-
tions (NVE_AD), and with interlevel electronic transitions
but keeping the ionic temperature at room temperature
(NVT_NA). These simulation conditions allowed us to in-
vestigate the underlying mechanism of the ultrafast phase
transformation by segregating the thermal and nonthermal
effects into fundamental constituent elements. Our results
showed that the nonthermal (bond softening) effect dominated

the early disordering stage. However, the eventual thermal or
nonthermal contribution to the total disorder depended on the
electronic excitation density, with the increased nonthermal
effects for the higher excitation densities. The nonthermal
contributions during the phase transition were 72% and 23%
for the highest and lowest excitation densities, respectively.
These corresponded to the excitation densities of n = 10.2%
and 3.0%, which respectively gave melting times of 250 fs
and 4 ps. Therefore, we conclude that, irrespective of the ex-
citation density, the femtosecond laser-driven phase transition
involves both thermal and nonthermal elements in it, but with
the level of their effects being regulated by the electronic exci-
tation density. Our result not only provides an understanding
of the fundamental mechanisms of the ultrashort laser-driven
phase transition, but also opens up an avenue for using optimal
laser parameters in material processing.
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