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Immiscibility in binary silicate liquids: Insight from ab initio molecular dynamics simulations
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Liquid-liquid phase separation (LLPS) is a prevalent phenomenon in silicate liquids. The ionic potential of the
cations is widely recognized as a pivotal factor controlling the immiscibility extent of silicates; nonetheless,
the intricate relationship between the two has yet to be fully understood. Here, using ab initio molecular
dynamics simulations, we study the static and dynamic structural evolutions in a prototypical LLPS system
(TiO,-Si0,), aiming to decode the structural origin of the nonmonotonic dependence of ionic potential on
immiscibility extent. The simulations reproduce the initial stage of phase separation as represented by formation
of microscale aggregative Ti-Ti clusters upon cooling. Such microphase separation primarily arises from the
Coulombic repulsion between Ti*" cations and adjacent Si** nodes, rather than the previously believed repulsion
between poorly shielded Ti** cations. Analysis of dynamics reveals that the transport of Ti** cations across the
Si-O-Si network is more sluggish than that of alkali (alkaline)-earth cations. Slow dynamics of Ti** cations are
decoupled from their local coordination structure, but instead, it highly depends on the topological rigidity of
these nearest-neighbor Ti—O bonds. As such, the high ionic potential of Ti** cations drives them away from
nearby-network Si** nodes, promoting immiscibility. On the other hand, this same potential causes strong
topological rigidity, and hence, suppresses immiscibility by hindering the Ti** migration. This dual effect of
the ionic potential questions the classical structural model in LLPS and provides insights into the association

between immiscibility extent and ionic potential.

DOI: 10.1103/PhysRevB.109.174215

I. INTRODUCTION

Liquid immiscibility, also known as liquid-liquid phase
separation (LLPS), creates mesoscopic heterogeneity in ma-
terials and plays a critical role both in nature and industrial
applications, including minerals formation in deposits [1,2],
generation of membraneless compartments in cells [3], and
synthesis of functional materials with heterogeneous struc-
ture [4,5]. Usually, in glass manufacturing, it is desirable
to prevent the occurrence of liquid immiscibility, since the
difference in refractive index between the different glassy
phases may degrade the optical transparency [6]. Moreover,
the interface between the two phases can act as the preferred
site for crystal nucleation [7]. However, recently some studies
have illustrated that the mechanical and optical properties of
glasses could be effectively optimized by controlling the size
and distribution of heterogeneous phases [8—10]. To suppress
or promote LLPS depending on the application requires a
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determination of the size of the immiscibility region; that is,
the extent of immiscibility for given compositions.

The extent of immiscibility, including compositional ex-
tents (the compositional range of two-liquid regions) and
thermal extent (the temperature gap between consolute tem-
perature and liquidus temperature), has been studied using
thermodynamic models. The subregular solution model serves
as the foundation for understanding LLPS. It involves the
excess free-energy term AGE and can reproduce asymmet-
ric miscibility gaps observed in various material systems,
including metallic and silicate glass-forming liquids [11,12].
However, employing thermodynamic models to study liquid
immiscibility has some inherent limitations: (i) The un-
known interactions between the chemical components make
the determination of AGF always empirical [13]. Rigorous
thermodynamic solutions are limited to a finite equilibrium
system; and (ii) Complex many-body effects among the com-
ponents and the weak transferability of fitted interaction
parameters across different systems render the thermody-
namic modeling of ternary and multicomponent systems
exceptionally challenging [14].

Unveiling the structural origins of liquid immiscibil-
ity provides a fundamental solution for determining the

©2024 American Physical Society
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FIG. 1. (a) Consolute temperature of liquid immiscibility in binary silicate systems as a function of the ionic potential of foreign cations. As
the ionic potential increases, the consolute temperature negatively deviates from linearity (McGahay et al. fitting [21]), and a nonlinear curve
(ExpAssoc law, dashed-dotted-dotted line) was employed to visually fit such relationship. The parabolic fitting curves correspond to Hudon’s
selective-solute model [22], where a group of cations with the same chemical valence are fitted together. (b) Phase diagram of SiO,-TiO,
system. Phase region boundaries indicated by solid black lines are referenced from the work of DeCapitani and Kirschen [30]. Meanwhile,
their experimental composition-temperature points determining the LLPS dome are also plotted in the phase diagram as blue triangles. The
immiscibility region determined by Kirillova et al. is indicated by gray dashed lines, which were obtained by fitting experimental results
(denoted as purple spheres) [29]. The composition and temperatures considered in this work are represented by a vertical dashed-dotted line

and star symbols, respectively.

immiscibility extent in complicated systems. Warren and Pin-
cus proposed that the competition between network formers
and network modifiers for nonbridging oxygen (to maintain
charge balance) led to liquid immiscibility [15]. Based on
this principle, they inferred that the immiscibility extent was
mainly influenced by two critical factors: the random sep-
arated distance between the neighbored modifying cations
(do) and the ionic potential (Z/r, where Z is valence and r
is the radius) of the modifying cations. Such inference was
further verified by Levin and Block, who utilized the geomet-
ric constraints (i.e., dy) to calculate the compositional extent
of LLPS in binary silicate and ternary borosilicate liquids.
The calculated results are in good agreement with the exper-
imental ones [16,17]. Despite this progress, these structural
parameters cannot comprehensively portray the immiscibility
extent. As shown in Fig. 1, the consolute temperatures in
binary silicates do not show a direct proportional increase
with an increase in ionic potential. Instead, they exhibit a
nonlinear and nonmonotonical change when extrapolating
to larger ionic potentials beyond those observed in alkali
(alkaline)-earth silicates. Additionally, the consolute tempera-
ture of certain specific cations, such as AI**, Ti**, and Ga**,
strongly deviates from the trend derived from alkali (alkaline)-
earth silicates, manifesting a notable reduction in their thermal
externs of immiscibility. To explain these observed deviations.
Varshal et al. attributed the reduced consolute temperature of
APt to the compatibility between similar structural groups
(e.g., [AlO4] and [SiO4] units) [18]. Indeed, this concept of
“structural compatibility” has been corroborated by diffrac-
tion results [19,20], but it fails to be used for calculating
the immiscibility extent. McGahay and Tomozawa postulated

that the silicate liquids were driven toward separation by
strong Coulombic repulsion between poorly shielding mod-
ifier cations. By describing repulsion interactions using the
Debye-Hiickel electrolyte theory, they derived a linear rela-
tionship between ionic potential and consolute temperature, as
presented in the purple double-dashed line in Fig. 1 [21]. This
relationship explains the variation of consolute temperature
vs ionic potential well in binary alkali (alkaline)-earth silicate
systems but cannot account for the more complex behav-
ior at higher ionic potentials. Hudon and Baker adopted the
Coulombic repulsion mechanism and built a selective-solute
model [22,23]. In this model, the foreign cations (with differ-
ent radii) are selectively trapped in the pentagonal apertures of
the Si-O-Si network, which selectively screens their repulsion
interaction and therefore results in a parabolic relationship
between consolute temperature and ionic potential (see the
dotted lines in Fig. 1).

These previous studies reveal a strong connection between
melt structure and immiscibility extent in silicate systems, but
a detailed understanding is still missing. On the one hand, the
static structure conceived in the selective-solute model faces
challenges in multicomposition silicate liquids, because the
mixed-alkali effect will blur the definition of the localized
cation traps [24,25]. On the other hand, atomic dynamics are
rarely considered. This is problematic since the initiation and
growth of the separated phase should be strongly coupled with
the transport properties of the melts [26-28]. Therefore, a
detailed explanation for the change in structure and dynam-
ics during LLPS is needed for understanding the complex
dependence of immiscibility extent on ionic potential. Here,
considering the TiO,-SiO; system, we perform first-principles
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molecular dynamics calculations to track the structural rear-
rangements of the melt while crossing the immiscibility dome.
This system was chosen due to the significant deviation of the
consolute temperature in this system from the linear extrap-
olation for alkali (alkaline)-earth silicates [see Fig. 1(a)]. If
considering the immiscibility region determined by Kirillova
et al. as shown in Fig. 1(b), the consolute temperature of
Ti** is lower [by the elliptical dashed box in Fig. 1(a)]. Fur-
thermore, this system features a stable miscibility gap above
the liquidus [14,29,30], avoiding a serious dynamic arrest in
metastable immiscibility liquids (e.g., AI’* and Ga’* sili-
cates) [14,19]. We find that the ionic potential has dual effects
on the extent of liquid immiscibility: a higher ionic potential
energetically favors the initiation of phase separation, while
concurrently hindering its subsequent progression. Such dual
effects were not considered in the previous structural models,
which may contribute to understanding the origin of meso-
scopic phase separation and structural heterogeneity in liquids
and glasses [31,32].

II. COMPUTATIONAL METHODS
A. Simulation details

Ab initio molecular dynamics simulations (AIMD) were
carried out based on density-functional theory using the
Vienna Ab initio Simulation Package [33]. The interaction
between the ionic core and valence electrons was treated
with the projector augmented-wave method [34,35]. Both
the generalized-gradient approximation and the Perdew-
Burke-Ernzerhof formalism were employed for the exchange-
correlation interaction [36,37]. The canonical ensemble (con-
stant atomic number, volume, and temperature, NVT) was
used. The plane-wave energy cutoff was set to be 400 eV, and
the k-point mesh adopted for the Brillouin zone integrations
was 1 x 1 x 1 for all melt models. During the NVT simu-
lations, the convergence criteria for both the total energy and
the Hellmann-Feynman force were set as 107> eV and 0.01
eV/A, respectively, to ensure sufficient accuracy.

In this work, the system considered had the composition
30Ti0,-70Si0, because it is located in the LLPS composi-
tional extent, according to the equilibrium phase diagram of
the binary TiO,-SiO, system [29]. Besides, the correspond-
ing melt structures have been experimentally measured by
synchrotron high-energy x-ray diffraction (HEXRD) [20]. We
used a cubic cell containing 240 atoms (24 titanium, 56 sil-
icon, and 160 oxygen) with periodic boundary conditions.
To generate an initial configuration, a reverse Monte Carlo
algorithm was applied to produce the atomic arrangement
[38] according to our previous experimental results (struc-
tural correlation functions of the same composition melt at
2473 K). Subsequently, the initial configuration was rapidly
relaxed at 5000 K for 2 ps (the total energy has converged).
After equilibration at this temperature, we performed AIMD
simulations at five preset temperatures: 3073, 2473, 2223,
1873, and 1273 K, which included high-temperature singlet
liquids, two mixed liquids, and supercooled liquids, as shown
in the Si0,-TiO, phase diagram [see Fig. 1(b)].

Before the AIMD simulation, the edge length of the canon-
ical ensemble at each temperature was tested carefully to

ensure that the total pressure [the sum of the ideal gas part
(pksT) and the external pressure] was less than 0.2 GPa, to re-
cover the experimental pressure. The time step for the motion
of the ions was set to be 3 fs, and the Nosé-Hoover thermo-
stat was applied to control the temperature in the canonical
ensemble [39]. Considering that the relaxation time in liquids
strongly depends on the temperature, the length of the trajec-
tories employed in the following for studying the structural
and dynamic properties of the melts was >30 ps. This ensured
that the diffusion region had been reached at each temperature
[see the mean-square displacement in Figs. 4(a)—4(c)].

B. Static structure statistics

To characterize the change of local structure during phase
separation, calculations were performed to acquire the two-
body partial pair-correlation functions (PPCF) g,g(r), the
Faber-Ziman (FZ) form total structure factor S(g), and the
Ashcroft-Langreth (AL) form partial structure factors S,4(q)
[40,41]. Statistical averaging of g,z(r) was achieved by sam-
pling the final 10 000 structures (corresponding to 30 ps) as

N, Np

|% 1 L
8ap(r) = m<;; 47_[—r25(” — IR "J|>a (1)

where V is the volume of the canonical ensemble. N, and Ng
are the number of atomic species of o and , respectively § is
the Kronecker function; and 7; and 7 iterate over all coordinate
vectors of both atoms. Operator (...) means the spatial or
time average. The FZ-form S(g) was then computed from the
Fourier transforms of the g,g(r) functions,

S =1+ Y Waﬂ/ 471 por* (gap(r) — 1)
a, f=1 0

X sin(gr) exp(—yzrz)dr, 2)

where 7 is the number of atomic species in systems. Wy
is the weighting factor (for x ray or neutron), and py is the
average atomic number density. The expression exp(—y2r?)
is a window function for the Fourier transforms, which was
used to reduce the truncation effects caused by finite ry,x (L/2,
L is the edge length of the AIMD configuration) and limitation
of periodic boundary conditions. The AL-form Si-Ti partial
structure factors were computed using the definition

N, Ng

1 N
Sup(q) = W<Z > explig - (Fj — rk>]>, 3)

j=1 k=1

where ¢ is the discrete wave vector, which is calculated by
G =2n /L(ny, ny, n;),and ny, ny, n; =0, 1, 2, ..., n. 7
and 7 iterate over all coordinate vectors of both atoms.
Except for atomic arrangement, the electronic structure
was also analyzed using the Bader algorithm [42]. A total
of ten configurations were uniformly taken out from the last
15 ps of AIMD ensembles in turn, on which geometrical opti-
mization and charge-density calculation were then performed.
The average effective charges (Q.f) and volumes (Vi,,) of Si,
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Ti cations, and O anions in melts were finally determined by
Voronoi segmentation of the charge-density grid.

C. Dynamical properties

Atomic movement upon LLPS was studied based on
mean-squared displacement (MSD), Van Hove functions, and
Debye-Waller factors [40,41]. As for a tagged particle of type
o, MSD is calculated as

No

1
ra(t) = == {0 = FO)). )
® =1

MSD represents the overall mobility of each type of parti-
cle, and it is therefore associated with the growth of the second
phase during liquid immiscibility. To understand the detailed
dynamical features of the separating particles during liquid
immiscibility, we also calculated the self-part of the Van Hove
functions as

No

1
Gi(r,t) = v D (8(r = [F(t) = F(O)])). &)

“ =1

The Van Hove function describes the probability distribu-
tion of a distance r traveled by a particle undergoing Brownian
motion over a certain time interval and thus provides the res-
idence time before atomic heterogeneous microsegregation.
To correlate atomic mobility with statistic structure in liquid
immiscibility systems, the Debye-Waller factor (12) was used
to describe the movement of a particle, which is defined as the
MSD at an extremely small time interval [43].

III. RESULTS AND DISCUSSION

A. Microphase separation upon quenching

In binary glass-forming silicate liquids, the thermal im-
miscibility extent (quantified by consolute temperature)
demonstrates a general increase with increasing the cation’s
ionic potential, as indicated by the empirical ExpAssoc curve
fitted in Fig. 1. However, the variation of consolute tempera-
ture does not scale linearly with ionic potential; in addition,
significant deviations from this general increment are ob-
served as for some amphoteric cations (e.g., AP, Ga’t,
and Ti**). Such a nonmonotonic and nonlinear relationship
cannot be thoroughly explained by the previous phenomeno-
logical models, such as McGahay’s model [21] and Hudon’s
selective-solute model [22,23].

We here seek to identify a unified structural mechanism
to account for the nonmonotonic dependence of miscibility
gap size on the ionic potential. To this end, we focus on the
30Ti0,-70Si0, binary phase separation systems, where the
existence of a stable immiscibility region above the liquidus
[see Fig. 1(b)] has been demonstrated in experiments and
thermodynamic calculation [14,29,30]. Figure 2(a) illustrates
that the simulated FZ form S(g) at three different temperatures
agrees well with the existing experimental data [20]. However,
it is worth noting that the first ripple appears at the higher-
q side (decreased quasiperiodic length 27 /Q;) compared to
the experimentally derived one. This shift may result from
a finite-size effect and extreme cooling rates of the AIMD
simulations, which leads to a poorly developed medium-order

structure [44,45]. The intensity of the first diffraction peak
of molten TiO,-SiO, is notably weakened in comparison
with that of molten silica, revealing that the well-developed
Si-O-Si network may be disrupted due to the introduction
of Ti-O bonds. According to AL form S,g(g) calculation,
the potential occurrence of compositional separation is con-
firmed. As shown in Figs. 2(b) and 2(c), the wave-vector
limit (¢ — 0) intensity in Si-Ti and Ti-Ti Sep(g) patterns
significantly enhanced or diminished at 2223 K, manifesting
a composition fluctuation at this temperature [46]. From the
equilibrium phase diagram of the TiO,-SiO; binary system
(see Fig. 1) [14,30], the temperature of 2223 K is within
the stable miscibility gap (2068 ~ 2468K@30TiO,-70Si05).
This indicates that the AIMD simulations partially repro-
duce the initial liquid immiscibility behavior. In comparison,
changes in wave-vector limit intensity are absent in Si-Si and
three short-range order interactions (Si-O, Ti-O, and O-0),
shown in Supplemental Material, Fig. S1 [47]. These results
suggest that the phase separation in 70Si0,-30TiO, melt is
mainly provoked by the compositional fluctuation of Ti, and
the main body of the Si-O-Si network remains essentially
unchanged during the initial stage of phase separation.

PPCF and coordination number (CN) analyses further
confirm the heterogeneous structure developed through com-
positional separation. As shown in Figs. 2(d)-2(f) (for more
details see Supplemental Material, Fig. S2 [47]), the PPCF
around Ti varies strongly both above and below the liquid
immiscibility temperature (2223 K). The insets of the figures
show the accumulative correlation function of 47 pyr?ge g(1).
It is seen that the nearest-neighboring Si-Ti pairs are well
separated at 2223 K, whereas the Ti-Ti pair is highly enhanced
at this temperature. Such changes in PPCF patterns agree with
the observed variations in CN (Table I), as the CN of Si-Ti
exhibits a minimum value at 2223 K in contrast to a maximal
CN value of Ti-Ti pairs at the same temperature. These results
suggest that localized aggregation of Ti-Ti pairs appears in the
melt within the range of the miscibility gap. Such enhanced
coordination between Ti particles corresponds to the forma-
tion of Ti-Ti clusters, as shown in Supplemental Material, Fig.
S3 [47]; the average and/or maximum cluster size significantly
increases when quenching the melt into the immiscibility
temperature range (2223 and 1873 K). Precipitation of these
Ti-Ti clusters may be initial precursors for the nucleation
of the TiO,-enriched is more appropriate droplet; therefore,
AIMD simulations reproduce to some extent the microphase
separation. In comparison with the structural changes around
Ti, negligible coordination changes of Si-Si interactions and
three short-range order (SRO) pairs, namely Si-O, Ti-O, and
0O-0, are observed [see Fig. 2(d) and Table I]. Moreover, well-
distinguished phase-separation regions are not observed in the
AIMD ensembles, unlike the case in classical MD simulations
[10,48], which may be attributed to the smaller box size and
shorter relaxation time in AIMD.

B. Coulomb repulsion driving Ti-Ti microscale clustering

AIMD simulations not only describe the atomic arrange-
ment but also provide the electronic density distribution of the
configuration that contributes to illustrating the influence of
Coulomb repulsion on liquid immiscibility. According to the
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FIG. 2. Static structure evolution of molten TiO,-SiO, upon LLPS. (a) AIMD simulated Faber-Ziman structure factors of molten TiO,-SiO,
at different temperatures. The curves are offset for clarity. The simulated results at three specific temperatures (i.e., 2473, 2273, and 1873 K) are
compared with the corresponding experiment data (gray scatters) as measured by synchrotron HEXRD [20]. (b), (c) Partial AL-form structure
factors of the (b) Si-Ti and (c) Ti-Ti pairs, as derived from AIMD ensembles according to S(g) definition. (d)—(f) Partial pair-correlation
functions of three cation-cation interactions (d) Si-Si, (e) Si-Ti, and (f) Ti-Ti. The insets show the accumulated coordination number as a

function of radius.

Bader method [42], the average effective charges and atomic
volumes of Si, Ti, and O atoms in the ensembles at different
temperatures are obtained by the Voronoi segregation. As
shown in Supplemental Material, Fig. S4 [47], the chemical
valences of both Si and Ti cations increase as the temperature

decreases and that of the anion O decreases to maintain charge
neutrality. Meanwhile, the atomic volumes of Si and Ti cations
notably decrease (see Supplemental Material, Fig. S5 [47]),
reflecting that the distortion of valence electrons by thermal
perturbation partially recovers as the temperature decreases.
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TABLE I. Temperature-dependent coordination number of each atomic pair in the TiO,-SiO, melts. The CN results were determined by
integrating the first shell in the PPCF patterns or by connectivity analysis.

Si-Si pair Si-Ti pair Ti-Ti pair Si-O pair Ti-O pair 0O-0 pair
Temperature (K) re=353A r.=387A re=435A re=227A re=273 A re=374 A
3073 2.99(3) | 2.937* 1.71(1) | 1.586* 2.55(3) | 2.156° 4.07(5) 5.02(1) 10.77(0)
2473 3.02(7) | 2.948* 1.64(8) | 1.516°  2.69(1)|2.314 4.06(0) 4.97(5) 10.87(5)
2223 3.05(5) | 2.960? 1.56(8) | 1.425° 2.96(5)| 2.5112 4.03(8) 5.00(7) 10.86(2)
1873 2.98(8) | 2.937* 1.60(8) | 1.508* 2.90(4) | 2.529° 4.04(3) 5.07(6) 10.80(7)
1273 2.86(4) | 2.803* 1.85(5)| 1.713*  2.40(7) | 2.062° 4.06(1) 5.04(8) 10.90(8)

*Numbers written in italics with a superscript “a” are calculated according to the connectivity, not the cutoff radius, where only these cations
directedly connected by cation—oxygen bonds are considered as neighbor cations.

We then analyze the variations of the Coulomb potentials re-
garding the six partial ionic pairs V,g(r) based on the derived
chemical valences:

1 [ & 00
Vap(r) = Nop <sz ) (6)

i=1 j=1

where N,z is the number of bonds between two particle types
of o and B within a sphere shell centered on the ith ion
of particle o and with the radius r;; smaller than a specific
cutoff [see Fig. 3(a)]; O; and Q; are the chemical valences
of the ith (particle o) and jth (particle B) ions. ¢, is the
vacuum permittivity. Figures 3(b)-3(d) display the Coulomb
potentials of three cation-cation interactions at different tem-
peratures and cutoff radii. Only the Coulomb potential energy
of Si-Ti pairs exhibits a relative decrease when crossing the
miscibility gap (2223 K), and this decreasing trend shows
a weak dependence on the cutoff radius. In contrast, the
Coulomb potential energies of both Si-Si and Ti-Ti pairs
increase after the microseparation of cations Si**/Ti** and
the formation of aggregative Ti-Ti clusters [see Figs. 2(e)
and 2(f) and Table I]. The reduction of the Coulomb po-
tential energy implies that the Coulomb repulsion between
Ti** cations and nearby Si** nodes positively contributes
to the separation of the two cationic species, leading to the
notable decrease of Si-Ti coordination number. Notably, such
findings are inconsistent with previous understanding, where
the Coulomb repulsion between poorly shielded cations (here,
Ti**) was considered to be the main driving force for liquid
immiscibility [21,22,49]. We have also analyzed the change
of the Coulomb potentials of three SRO atomic pairs (see
Supplemental Material, Fig. S6 [47]). Interestingly, a relative
decrease of the Coulomb potential (absolute value) occurs be-
tween the first and the second coordination shell of Ti-O pairs
at the stable immiscibility temperature (2223 K). This sug-
gests that the stabilization of aggregative Ti-Ti clusters may
be fulfilled by a connectivity change between adjacent [TiO,,]
polyhedra, i.e., the rearrangement of Ti—O bonds, which com-
pensate for the enhanced Coulomb repulsion among Ti-Ti
bindings.

According to the pioneering work of Varshal et al., the
origin of liquid immiscibility was the incompatibility between
structural groups of [SiO4] tetrahedra and secondary cation-
oxygen polyhedra [18]. Hudon et al. partially adopted this
viewpoint in their selective-solute model and further proposed

that these amphoteric cations (e.g., Ti** and AI**) in four-
fold oxygen coordination will be better shielded than other
oxygen coordination. This would reduce the repulsions
between nearby cations and consequently lead to the non-
monotonic relevance of consolute temperature [22,23]. To
test these hypotheses, we calculate the total forces acting on
Ti** cations with different coordination numbers of oxygen.
As shown in Supplemental Material, Fig. S7 [47], the total
forces on Ti*" cations with six- and fivefold oxygen are
smaller than that of Ti*" with fourfold oxygen coordina-
tion. In addition, these results are found to be independent
of temperature. In other words, these high-coordinated (six-
and fivefold) Ti** species are in more energy-balance posi-
tions compared with the four-coordinated Ti** cations, hence
contradicting the inference of Hudon. Moreover, the total
forces acting on Ti** cations also show a weak dependence
on surrounding connectivity. As presented in Supplemental
Material, Fig. S8 [47], the distribution of total forces on
the central Ti** cation almost overlaps regardless of the
number of connected cation-oxygen polyhedra. Coupling the
localized Ti-Ti clusters formation and the Coulomb poten-
tials analysis, the liquid immiscibility may be driven by the
repulsion between Ti** cations and adjacent Si** network
nodes over a large spatial scale. Furthermore, such Ti-Si re-
pulsive interactions contradict the concept of the so-called
structural incompatibility and thus question the validity of
the previously established structural models concerning liquid
immiscibility.

C. Slow dynamics hindering liquid immiscibility

Considering only the driving effect of the Coulomb re-
pulsion on liquid immiscibility, as outlined in the model by
McGabhay et al. [21], it is plausible to infer that a larger ionic
potential should correspond to a greater immiscibility extent.
This, however, is not strictly consistent with the experimental
observation of nonmonotonic evolution of consolute temper-
ature (Fig. 1). Because most stages in the phase separation
process (including nucleation and later growth of binodal
droplet, the evolution of spinodal bands, etc.) are intimately
related to the liquid transport properties [28,29,50], we next
account for the dynamic effects. As shown in Fig. 4(a), the
motion of ions in the simulation configurations has been deter-
mined by MSD calculations. The mobility of Ti** cations and
02~ anions are analogous, both of which are faster than that of
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FIG. 3. Analysis of Coulomb repulsion interactions between the three cation-cation pairs. (a) Schematic diagram of Coulomb potential-
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Si** cations. This partly accounts for why the local structure
around Ti** cations notably changes upon the microphase
separation, while the Si-Si connectivity remains unchanged
(see Fig. 2 and Table I). Double-logarithm plots of the MSD
vs time for Ti** and Si** show a similar trend [Figs. 4(b) and
4(c)]. The ending times (~0.25 ps) of the ballistic regime for
the patterns of the two cations are almost identical, but signif-
icantly different from that of alkali-silicate systems [46]. This
suggests that Ti and alkali cations occupy different interstices
in the Si-O-Si network. At higher temperatures (e.g., 3000 and
2473 K), the ballistic regime is almost immediately connected
by a diffusive regime. But, at the lowest temperature (1273 K),
this connection is interrupted by a relatively flat region (the
so-called cage effect), as it is often seen in an undercooled
liquid [51].

By fitting the MSD in the diffusive regime through
the Einstein-Stokes relation [Eq. (7)], we can calculate the

self-diffusion coefficient D, of the two cations,

@)

As presented in the Arrhenius plot of the D, dependence
on temperature [Fig. 4(d)], the D, of Ti is larger than that of
Si, indicating diffusion of Ti** ions is faster than that of Si*+
ions. Furthermore, based on log D,, vs 1/T plot, the activation
energy for diffusion of Ti and Si can be determined by linear
regression. Intriguingly, we find that the activation energy Ea
for the diffusion of Ti increases from 0.56 + 0.06 eV (pure
titania) to 1.28 £ 0.14 eV (30TiO,-70Si0;,), while that of Si
decreases from 5.18 4 0.08 eV (pure silica) to 1.68 £ 0.26
eV (30Ti0,-708i0,). That is, the mobility decreases for Ti*+
while it increases for Si** compared with that in the molten
SiO, [52], illustrating the component-mixing effect on the
atomic dynamics. Such changes in dynamics are common in
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silicate systems, as manifested in Fig. 4(d) [53]. The activation
energy of Si** has decreased from 5.18 eV (pure silica) to as
low as 1.18 eV (Na,0-2Si0, melts), whereas the D,, of Na™
is an order of magnitude larger than that of Ti** [53]. The
variation of dynamics is assumed to be correlated with the
ionic potential of the secondary cation, as the transport prop-
erties of silicate melts and glasses are primarily influenced by
the polymerization/depolymerization of the Si-O-Si network.
This process is closely correlated with the concentration of
nonbridging oxygen, which is partially dependent on the ionic
potential of the secondary cation.

To illustrate the relationship between the transport prop-
erties of cations and their ionic potentials, we define a
dimensionless ratio E¢/EY (where o represents different
cations species) to qualitatively describe the relative height of
the energy barrier in the transport process. We assume that the
larger the value of this ratio, the more similar the local diffu-
sion path between the cations and Si** should be, implying
stronger interactions among the cations and the surrounding

network. Figure 4(e) shows E%/E3 vs ionic potential for
several silicate systems [46,53-58]. We find that the E/E3!
values show an overall increase with increasing ionic poten-
tials. Interestingly, AI>* exhibits the highest EY /Egi ratio that
corresponds to a most sluggish movement of the cation, and
hence it undergoes a most notable decrease in consolute tem-
perature [see Fig. 1(a)]. Considering the arguments presented
above, the increased ionic potential slows down the cationic
migration across the surrounding network, consequently being
unfavorable for the evolution of microphase separation.

D. Correlation between atomic dynamics and local structure

To further elucidate the linkage between atomic dynamics
and structural changes during liquid immiscibility, the self-
part of the Van Hove functions G¢ (r, t) regarding the Si, Ti,
and O species (at 2223 K) is calculated [Fig. 5(a)]. These
curves from left to right correspond to increasing time inter-
vals (0.015 to 30 ps). For short time intervals (¢ < 0.24 ps),
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the G¥(r, t) patterns are analogous to Gaussian distributions,
being in line with the ballistic motion regime [see Figs. 4(b)
and 4(c)]. For longer time intervals, the G¥(r, ¢) gradually
deviates from the Gaussian distributions, reflecting the pres-
ence of dynamic heterogeneity [59]. According to the G (r, t)
results, Ti** cations exhibit higher mobility than that of Si**,
as Ti** diffuses for a longer distance at the same time in-
terval. At 2223 K, the movements of the Si** cations are
limited to the first shell of the Si-Si pair within 30 ps, il-
lustrating that the network reorganization during microphase
separation is mainly fulfilled by position exchange between
adjacent cation-oxygen polyhedra. That is, the formation of
aggregative Ti-Ti clusters is attributed to the migration of
Ti**t across the network. Moreover, a shoulder is observed at
around 2.75 A (30 ps, Si), i.e., around the nearest-neighbor
distance of Si-Si [see Fig. 2(d)]. Hence, the shoulder could be
a signature of hoppinglike motion [46,52]. The motion of Ti*+
and O?~ ions exhibits diffusion-like behavior at 2223 K for all
time intervals. Only at an even lower temperature (1273 K),
as shown in Supplemental Material, Fig. S9 [47], an obvious
shoulder is found at around 2 A (20 ps, Ti), indicating the

diffusion of Ti depends on hoppinglike motion. Additionally,
in the supercooled liquid state (1223 K), the motion of Si**
is limited within a [SiOy4] tetrahedra, reflecting that the Si-O-
Si network has been almost dynamically arrested. Both this
frozen network and the constrained Ti** diffusion explain
why the localized Ti-Ti clusters disappear at 1223 K (see
Table I).

To form these aggregative Ti-Ti clusters, the minimum
steric hindrance is estimated to be around 1.5 A, correspond-
ing to the gap between the first coordination shell and the
second peak position in Ti-Ti PPCF patterns [see Fig. 2(f)].
If these Ti particles move more than 1.5 A within a defining
time interval, we define them as “fast Ti.” Thus, the fluctuation
of fast-Ti particles reflects the microscopic dynamical changes
during the microphase separation. The fraction of fast Ti in the
ensembles is then calculated at different temperatures and dif-
ferent time intervals (see Supplemental Material, Figs. S10(a)
and S10(b) [47]). We find that the content of fast Ti increases
with both temperature and observation time. With decreasing
temperature, the fast-Ti content exponentially decreases, in-
dicating that the viscosity of liquid notably increases as the
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mobility of the microscopic particles is inversely proportional
to the macroscopic viscosity (according to the Einstein-Stokes
relation). The temperature dependence of the reciprocal of
fast-Ti content is displayed in Fig. 5(b), The temperature
dependence of the reciprocal of fast-Ti content is displayed in
Fig. 5(b), and the data were fitted by the Mauro-Yue-Ellison-
Gupta-Allan (MYEGA) equation [60].

1 A B A
log (Cf—T'> =C+ (12 _C)TCXP[<E - 1) (; — 1>i|

(®)
where Cy_r; is the fraction of fast Ti, T is the temperature,
and A, B, and C are fitting parameters. C refers to the high-
temperature limit of fast Ti particles [61]. The good fitting
suggests that the LLPS process may not involve any dy-
namical anomalies, in contrast to the discontinuous structural
change (see Fig. 2 and Table I). That is, the structural reor-
ganization and dynamic behavior during liquid immiscibility
might be decoupled. Figure 5(c) shows the PPCF between
these fast-Ti particles, meaning that the intensity of the first
peak is notably higher than that of the PPCF pattern derived
from all Ti particles. This indicates that the interaction be-
tween fast-Ti species is strengthened and in turn an entangled
movement when Ti particles percolate through the Si-O-Si
network to form aggregative Ti-Ti clusters.

From the above dynamical analysis, it is evident that
the formation of the microaggregative Ti-Ti clusters mainly
results from Ti** cations’ diffusion-like movements. How-
ever, the dynamic behaviors of Ti*' cations appear to be
independent of the discontinuous structural changes within
microphase separation. This phenomenon is different from
that observed previously in metastable glasses and supercool-
ing liquids, where the dynamic arrest and heterogeneity of
microscopic particles are closely correlated with their local
structure [59,62,63]. Such decoupling between dynamics and
structure calls for an updated understanding of the correlation
between local structure and atomic dynamics in liquid im-
miscibility. Figures 6(a)-6(f) show the relationship between
Ti*+ cations’ mobility (donating as Debye-Waller factor, u?
[43]) and their local coordinated number at the immiscibility
temperature (2223 K). The two-dimensional frequency distri-
bution F (CN, u?) is obtained by counting the number of Ti
particles in the range of u? + Au? with a certain coordina-
tion number CN. The F (CN, p?) presents a unipolar peak
distribution [see Figs. 6(a), 6(c), and 6(e)], where the peak
position approximately corresponds to the local maxima of
the G¥ (r, t) patterns [compared to Fig. 5(a)] and the coordina-
tion species distribution around Ti particles (see Supplemental
Material, Fig. S11 [47]). According to the two-dimensional
frequency distributions, the probable distribution of Ti** mo-
bility with a specific coordination number F?(u?)|cy—, is
normalized as

_ F(CN, )lcyn

F(u®)lenen = , ©)

X |CN:n
where x|cy—, is the fraction of motifs with n coordina-
tion number. All the results of normalized F%(u?)|cy—, [see
Figs. 6(b), 6(d), and 6(f)] reveal significant overlap for the
same coordinating pairs. Moreover, this finding also remains
valid in the high-temperature homogeneous liquids (3073 K,

shown in Supplemental Material, Fig. S12 [47]). Hence, the
mobility of Ti ions exhibits a weak correlation with their
surrounding local structure, which explains the decoupling
between dynamics and structural changes during microphase
separation. Our results thus question the validity of Hudon’s
selective-solute model, according to which the dynamics of
amphoteric cations (including Ti**) are markedly slowed
down when they occupy some specific interstices in the Si-
O-Si network [23]. Furthermore, this microscopic transport
scenario in titania-bearing silicate melt also should be dis-
tinct from that in alkali-silicate melts, where the formation
of alkali-rich channels at the medium-range order scale is
believed to enable fast motion of the alkali cations [63,64].

While no significant correlation between the mobility of
Ti particles and their surrounding network structure can be
found, enhanced interactions exist among the fast Ti, as
shown in Fig. 5(c). To decipher the origin of these strong
collective dynamics, the dynamic linkage between Ti** and
their nearest-neighbor oxygen is analyzed. As presented in
Fig. 6(g), the dynamical correlation distribution suggests
these faster-moving Ti** particles tend to correspond to these
faster-moving oxygens. This dynamic correlation of Ti**
particles with neighboring oxygens is better represented by
statistically averaging the Debye-Waller factor over different
time intervals, as done in Fig. 6(h). Within a certain bounded
length ("), the increased wu? of Ti*' particles positively
correlates with the increased averaged u? of its coordination
oxygens, demonstrating that the motions of these two types of
particles are tightly coupled in the bounded length.

We further analyze the spatial range of dynamic coupling
around Ti particles [Fig. 6(i)]. The dynamic correlation is
weakened as the cutoff radius increases, as the slopes of the
curves gradually decrease. However, there exists a noticeable
abrupt change within the range of 3-3.5 A, mainly corre-
sponding to the first coordination shells of Ti-Si and Ti-Ti
interactions [see Figs. 2(e) and 2(f)]. Based on the above
analysis, it is evident that the mobility of Ti** weakly cor-
relates with the surrounding static network structure, leading
to the decoupling between continuous dynamics and discon-
tinuous structural evolution during liquid immiscibility. In
contrast, the mobility of Ti** particles is strongly correlated
with their surrounding atoms, especially with the coordinating
oxygens. This suggests that the formation of aggregative Ti-Ti
pairs during microphase separation is driven by the collective
movement of Ti*"-centered clusters that are organized by
mutual constraints between ions.

E. Linkage between atomic dynamics and topological rigidity
of chemical bindings

According to the results of the activation energy for dif-
fusion [Figs. 4(d) and 4(e)], slow dynamics of amphoteric
cations (Ti** and AI**) hinder their transport in the surround-
ing Si-O-Si network due to higher energy barrier for diffusion.
This is unfavorable for the evolution of liquid immiscibil-
ity. The energy barrier, which traps the motions of particles,
manifests itself as the effective binding strength (interatomic
rigidity) within the particles and must be related to the ionic
potentials [43]. To estimate the interatomic rigidity around
Ti**, topological rigidity theory provides a feasible strategy
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for different spatial ranges around them.

[65]. According to the definition by Phillips et al., there are
two-body (radial) and three-body (angular) constraints im-
posed on pairwise atoms. Here, only angular constraints are
considered, because the radial constraints are determined by
the number of nearest-neighboring oxygens (CN/2, where
CN is the coordination number of oxygen) [66], and the lat-
ter has a weak correlation with the mobility of Ti particles
[Figs. 2, 6(a), and 6(b)]. Angular constraints are counted using
the approach proposed by Bauchy et al. [67,68]. As shown
in Fig. 7(a), 21 sets of O-Ti—O partial bond-angle distribu-
tions (PBADs) are calculated and their respective standard

deviation o is derived [Fig. 7(b)]. The standard deviation
provides an estimation of the strength of the angular restoring
forces. Significantly smaller o values are observed in six sets
of PBADs, suggesting that the six partial O-Ti—O bond angles
(Oﬁﬁz, ()1/1‘53, OTFBm Oﬁ& ()2/'1‘54, and OTFBO
feature relatively low angular excursion: this is, relatively
strong angular constraints [67,69]. Moreover, the six angle
components with smaller ¢ distribution also illustrate that
only the 4 oxygens (O, O, Oz, and O4) nearest to Ti are
in relatively rigid positions. Intriguingly, these findings might
explain why certain spectroscopic studies (e.g., Raman or
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FIG. 7. Linkage between Ti** transport in the silicate network and its surrounding topological rigidity. (a) Determination of angular
constraints surrounding Ti** cations according to the partial bond-angle distributions (PBADs). Seven first-neighbor oxygens are identified,
corresponding to 21 sets of PBADs. The notation of O; (subscript i range from 1 to 7) represents the sequence of distance from neighbor
oxygen to center Ti** cations. (b) Standard deviations of the 21 sets of varying bond angles, named as ¢ [shown in panel (a)] as a function of
the angle number, with a large (small) o value representing broken (intact) constraints. (c) Relationship between the mobility of Ti particles
(u?@ 2223 K, with three different time intervals) and its surrounding angular constraints. The angular constraints are calculated by averaging
the six minima o values in panel (b). (d) Relationship between the mobility of Ti particles (1> @ 240 ps, under different temperatures) and its

surrounding angular constraints.

infrared spectroscopy) conducted on titanate-bearing melts
have exclusively identified the presence of [TiO4] polyhedra
[70]. These fourfold motifs are intact for a longer lifetime due
to the smaller angular excursion, providing sufficient acqui-
sition time for the vibration modes. The average of the six
smallest o values is used as the estimation of the total angular
constraints; thus, a smaller average o value indicates a larger
angular constraint.

The correlation between the Debye-Waller factor u? of
Ti** particles and the total angular constraints is shown in
Fig. 7(c), which exhibits a linear relation, implying a strong
connection between the mobility of Ti** particles and the
O-Ti-O bond-angle excursion (average o) in the liquid im-
miscibility gap (2223 K). The fast-moving Ti** particles are

prone to have relatively weak angular constraints and vice
versa. Importantly, the observed linear relationship remains
independent of the sampling time, confirming a robust asso-
ciation between ionic dynamics and the topological angular
constraints. Furthermore, the angular constraints vs ionic dy-
namics relationships are investigated at different temperatures
[Fig. 7(d)]. The linear relationship remains in three equi-
librium liquids (3073, 2473, and 2223 K), but the relation
gradually becomes nonlinear in the supercooled liquids (1873
and 1273 K). Interestingly, there exists a dynamical threshold
(i.e., critical mobility) for these undercooling liquids, above
which the increased Ti particle mobility is accompanied by a
reduction in angular constraints. This phenomenon is reminis-
cent of the so-called caging effect. Moreover, upon cooling,
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the extreme angular constraints denoted as the limit o of
the static Ti particles (u> — 0), are enhanced (o decreases)
due to the freezing of the thermal vibration of the particles.
Especially at 1223 K, the limit o reaches a range of 14.8-17,
comparable to that of [SiSe4] and [GeSe4] tetrahedra units in
prototypical chalcogenide network glasses [67]. Due to a large
ionic potential of Ti*t, the angular constraints within [TiO,,]
polyhedra are quite strong, resulting in highly correlated mi-
gration of Ti particles and their neighbor oxygen [Fig. 6(1)].

We also compared the angular constraints of Ti with those
of Na. A much larger o value of O-Na-O PBADs (far-weaker
angular constraints surrounding Na) has been reported [68],
which contributes to a smooth penetration of Na through
the Si-O-Si network. These calculations of topological con-
straints further clarify the decoupling of dynamics and local
structure. As the angular constraints around Ti particles can
mainly be ascribed to the four nearest oxygens, the mo-
bility of Ti**t cations confined in three prominent [TiO,,]
(m =4, 5, and 6) polyhedra are consistent [see Figs. 6(a)
and 6(b)]. Additionally, the mobility of Ti particles shows a
weak correlation not only with the number of surrounding
cation-oxygen polyhedra [see Figs. 6(c)-6(f)] but also with
the connectivity between these adjacent polyhedra (network
connectivity analysis is provided in Supplemental Material
[47]). According to Figs. S13 and S14 [47], the Ti-O-M
PBADs (M = Ti and Si) and sharing modes in different Ti-
centered coordinating clusters are distinct, while the mobility
of Ti** in these clusters is almost the same [see Figs. 6(c)—
6(f)]. Such weak dynamic-structure coupling may originate
from the weak angular constraints of Ti-O-M (M = Ti and
Si) bond angles (see Supplemental Material, Fig. S15). There
are no striking differences observed in the Ti—~O-M angular
constraints among various complexed cations-cations clusters,
further implying that the second shell structure around Ti**
particles (i.e., cations-cations connectivity) is highly floppy
[71], thereby not confining the Ti particles’ motion.

IV. CONCLUSIONS

We have investigated the structural response and dynamic
behavior of the TiO,-SiO, immiscibility system to decipher
the mechanism of the nonmonotonic extent of immiscibility
observed in silicate melts. The atomic ensembles constructed
by AIMD simulations effectively reproduce the heteroge-
neous microsegregation among Ti** cations. The separation
process of Si and Ti is accompanied by a decrease in the

Coulomb potential of Si-Ti interactions, which conversely
corresponds to an increase in the Coulomb potential of Si-Si
and Ti-Ti interactions. Our results question the conventional
consensus that the separation of different cations results from
the Coulomb repulsion between poorly shielded cations (here,
Ti**). Additionally, the dynamic behavior also differs from
the prediction of the classical selective-solute model. The
atomic motion shows little correlation with their local coordi-
nation structures, and no pronounced changes corresponding
to the heterogeneously structural rearrangement in the mi-
crophase separation.

The ionic potential is proposed to be a key descriptor
for predicting the liquid immiscibility extent. The increase
in ionic potential enhances the driving force (the Coulomb
potential) for phase separation, due to the reinforced repul-
sion between modifiers and adjacent Si** nodes. However,
the increased ionic potential also dynamically decreases the
immiscibility propensity, since the strengthened binding be-
tween cations and neighboring oxygens leads to enhanced
topological angular constraints around the cations, which
consequently slow down their diffusion. Overall, the above
dual effects of ionic potential account for the nonmonotonic
immiscibility extent in silicate melts. Our work provides an
atomic-scale picture of LLPS, contributing to developing a
unified, structure-thermodynamic consistent model for the lig-
uid immiscibility phenomenon in oxide systems. The findings
have implications for the dynamic and structural heterogene-
ity in supercooled liquids, which is a general phenomenon to
be understood in glass science.
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