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Quantum information engines can advantageously convert information into work, usually through a feedback
mechanism operated by a Maxwell demon. In principle, this opens prospects of autonomous machines that
challenge the classical second law of thermodynamics. Yet prior research, which typically tests a given concept in
isolation, usually makes strong assumptions on turning on/off internal interactions or the connection to the baths,
which has fueled skepticism. Meanwhile, several recent experiments describe an autonomous spintronic engine
that purportedly combines several concepts using inherent electronic interactions to harvest spin fluctuations and
quantum correlations. So far, no full-fledged theory has described it. In this article, we address these several
interdisciplinary shortcomings by presenting a theory for a solid-state, fully electronic spintronic quantum
information engine that converts the energy of quantum coherence into useful electrical work thanks to quantum
measurements. Our simple two-stroke engine operates on two correlated atomic, single-spin quantum dots (QDs)
that are connected in series with two ferromagnetic electrodes. The ultrafast measurement stroke destroys the
quantum coherence stored within the QDs and projects the system into a local high-energy separated state.
The resulting energy is then released into the leads as electrical current when the partial thermalizing stroke
restores quantum coherence. Using a master equation approach, we show that a robust steady-state current can
flow between the electrodes despite the absence of a tunneling path and at thermal equilibrium. Our model
proves the feasibility of harvesting quantum fluctuations by the measurement back-action through the on-site
Coulomb interaction, and can reproduce experimental output power levels if bosons mediate this transport in the
presence of an additional nonequilibrium resource. This can for instance be accomplished by the spin bias that is
inherently generated by the ferromagnetic electrodes. Our work raises the prospect of measuring the “spintronic
temperature” of the leads using magnetization dynamics experiments, while the model’s underpinnings of built-
in, materials-inherent measurements of quantum information can in principle be adapted to describe fundamental
quantum processes in chemistry and biology.
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I. INTRODUCTION

The emerging field of quantum thermodynamics [1],
specifically of quantum energetics [2], has researched quan-
tum thermal machines and quantum batteries [3] in the hope
of finding new ways of producing energy at the nanoscale. A
first approach describes quantum analogs to classical engines
that rely either on Maxwell’s demon [4,5], a cycle between
different baths [6–8], or an external drive [9–11]. A second
approach focuses on systems that specifically rely on quantum
features such as coherence [12–15] and entanglement [16–18]
in order to extract energy from the environment using the
singular properties of quantum superposition and quantum
measurements. These new kinds of quantum engines, which
have been demonstrated experimentally [19–23], redefine the
notion of temperature when examining engine efficiencies
against the Carnot limit [7,24–26], notably when harvesting
energy from a single heat bath [27,28].
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Quantum measurements constitute a critical process that
could lead to active devices that use coherence as a fuel
[29,30]. Indeed, the resulting projection that such a measure-
ment performs on a quantum state involves an irreversible
energy exchange between the state and the environment [2]
that can be viewed as a form of quantum heat [31]. The
information obtained from the measurement can either be
used by a Maxwell demon [17,31] that can extract energy
by applying some unitary transformation to the working
substance (WS), or the measurement back-action itself can
result in an energy increase that can be harvested into useful
work [28].

In these engine models, the proposed cycle is not au-
tonomous and can be difficult to implement experimentally
[13,14,18,24], while the practical cost of turning on/off in-
teractions within the system [18] or between the WS and the
baths [6–8,24,26,32] is ignored. In this article, we model a
quantum electronic engine that mostly lifts these limitations.
Frequent quantum measurements that are inherent to the elec-
tronic steady state provide energy to the WS, part of which is
then released to the external circuit in the form of electrical
work when the system relaxes to the equilibrium state. The
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FIG. 1. Illustration of the model quantum spintronic engine, fea-
turing two quantum dots trapped in series between two ferromagnetic
leads in an antiparallel configuration with fully spin-polarized in-
teractions. Blue/red levels represent spin ↓/↑ energy levels. Green
double arrows represent the magnetic couplings; yellow double ar-
rows, capacitive couplings; and black arrows, tunnel couplings.

device promotes quantum fluctuations in the sense that it
favors the emergence of a current in a system featuring no
direct tunneling link between the two leads and connected to
an environment with no out-of-equilibrium properties. Strik-
ingly, we also show that it advantageously mimics a recent
yet unexplained experimental implementation [19,20] with a
comparable power output if a bosonic bath is included along
with an out-of-equilibrium hypothesis.

We build upon the initial formalism [33–35] used to
phenomenologically model magnetotransport across the spin-
tronic device under the assumption of effective work [19].
This article is a first step towards removing this assump-
tion and describing this class of spintronic devices within
a broader quantum thermodynamical framework. We peda-
gogically describe the several concepts and interactions for
our autonomous solid-state spintronic engine hereafter, while
calculations are shown in the Supplemental Material [36].

II. MODEL

A. Hamiltonian

1. General Hamiltonian

In this article, we consider two quantum dots (QDs). Each
QD, or atomic dot, consists of two nondegenerate electronic
energy levels that code for two opposite spins on the Bloch
sphere. The two QDs are coupled with one another by a tun-
neling interaction of magnitude γ and a magnetic exchange
interaction of magnitude J . A Coulombic repulsion term U
is also considered so as to prevent excessive charging on each
dot. The environment is composed of two ferromagnetic leads,
the left one L and the right one R, each of them respectively
coupled to the left and right QDs. From these elements, the
total Hamiltonian H can be separated as

H = HS + HE + HSE . (1)

The first term HS , called the Hamiltonian of the system,
represents the two spin qubits and can be written as (see
Fig. 1)

HS = εL↑nL↑ + εL↓nL↓ + εR↑nR↑ + εR↓nR↓

+ γ c†
L↑cR↑ + γ ∗cL↑c†

R↑ + γ c†
L↓cR↓ + γ ∗cL↓c†

R↓

−U [(1 − nL↑)nL↓ + nL↑(1 − nL↓)]

−U [(1 − nR↑)nR↓ + nR↑(1 − nR↓)]

− J (nL↑nR↑ + nL↓nR↓), (2)

where we have defined c† and c as the raising and lower-
ing operators with the left index identifying the left or right
quantum dot and the right index identifying the spin. The n
correspond to the number operators defined as n = c†c. Let us
explain the physical meaning of those terms. The first terms in
ε correspond to the bare energy of each of the four electrons
that can occupy the two quantum dots. We assume that the
energies ε are different for each level and we will see below
that their relative values can be tuned through the couplings.

The terms in γ code for the hopping electron transmission
between the QDs. The spin is preserved during this transfer as
no spin flip is possible during the hopping to leading order.
The electron hopping argument γ is taken as independent
of the tunneling spin for simplicity. Although this tunneling
argument should strongly depend on the considered spin chan-
nel given the spin splitting of the energy level, this assumption
is not critical here given the approximations we make later.

The terms in J represent the magnetic coupling between
the two quantum dots. Since prior literature indicates antifer-
romagnetic coupling and spontaneous current flow at V = 0
[19,20], we therefore assume that J < 0. As we can see, this
contribution adds an energy penalty of −J when an electron of
the same spin is present on both QDs. This repulsion term J is
considered independent of the spin orientation for simplicity,
and we will see in the following that this approximation holds
given the weak relevance of J in the next results.

Finally, the terms in U correspond to the Coulombic repul-
sion, which lowers the energy when a quantum dot is singly
occupied. The term has been included to avoid excessive
charge being retained on the system. We assume that this
Coulomb repulsion energy is identical on the two sites.

This Hamiltonian can be simplified by rescaling the ener-
gies. Redefining ε ≡ ε − U and U ≡ U/2, we get

HS = εL↑nL↑ + εL↓nL↓ + εR↑nR↑ + εR↓nR↓

+ γ c†
L↑cR↑ + γ ∗cL↑c†

R↑ + γ c†
L↓cR↓ + γ ∗cL↓c†

R↓
− J (nL↑nR↑ + nL↓nR↓) + U (nL↑nL↓ + nR↑nR↓). (3)

The second contribution to the Hamiltonian describes the
energy of the ferromagnetic reservoirs, i.e., the environment
of the QDs. It can be split into two terms HE = HL + HR

describing each electrode:

HL =
∑
kσ

εkσ c†
kσ

ckσ , HR =
∑
pσ

εpσ c†
pσ cpσ , (4)

where the index σ accounts for the spin degrees of free-
dom while the indexes k and p are used for the left (L)
and right (R) leads, such that εk,σ and εp,σ are the energies
of each fermionic mode of the field while c†

k,σ
, c†

p,σ , ck,σ ,
and cp,σ are the creation and annihilation operators. Only a
single band is considered on each lead. This hypothesis is
in line with a description of dominant transmission from a
specific wave function in most tunneling spintronic devices
[37]. It is especially valid given prior experiments [19,20] on
the quantum spintronic engine that utilize the ferromagnetic
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metal/molecule interface (i.e., the spinterface [38,39]) to gen-
erate electrodes with a spectrally narrow band of conduction
states with full spin polarization.

The final term HSE describes the tunneling interaction be-
tween the system (i.e., the QDs) and the environment (i.e.,
the leads). This term can also be split into two parts HSE =
HSL + HSR. For each lead, we consider two contributions. The
first contribution describes the exchange of electrons between
the lead and the system, more precisely the adjacent QD since
we consider a series geometry. This allows for a current to
emerge in the model. The second contribution describes the
magnetic pinning exerted by the lead on the nearby site to
model the effective magnetic field generated by spintronic
anisotropy [19,20,40]. Following these assumptions, we get

HSL =
∑
kσ

γkσ c†
Lσ ckσ + γkσ∗ cLσ c†

kσ
+ Jkσ nLσ nkσ ,

HSR =
∑
pσ

γpσ c†
Rσ cpσ + γpσ∗ cRσ c†

pσ + Jpσ nRσ npσ .

The coefficients γ represent the hopping coefficients between
the QDs and the electrodes, while the J represent the mag-
netic coupling. Note that our Hamiltonian does not describe
an external bias voltage applied across the device: we are
considering the case of spontaneous current flow.

2. Primary approximations

The Hamiltonian we are considering is too complex to be
tackled as such analytically. We therefore physically justify
the three following approximations.

First, the spinterface present in experimental devices gen-
erates conduction electrons of only one spin that, furthermore,
are fixed on the Bloch sphere due to the remanent mag-
netization of the ferromagnetic electrode underscoring this
interfacial effect [20]. Furthermore, experiments indicate bet-
ter current output when the device’s electrode magnetizations
are oriented antiparallel. As a result, assuming identical left
and right interfaces, we will consider only spin ↑ electrons
in the left lead and spin ↓ electrons in the right lead. This
consideration leads to an approximation of the electrodes and
the tunnel Hamiltonians such that

HL =
∑

k

εk c†
kck, HR =

∑
p

εp c†
pcp, (5)

and

HSL =
∑

k

(γk c†
L↑ck + γk∗ cL↑c†

k ) +
∑

k

Jk nL↑nk,

HSR =
∑

p

(γp c†
R↓cp + γp∗ cR↓c†

p) +
∑

p

Jp nR↓np. (6)

It should be pointed out that c†
k creates an excitation with

spin ↑ and momentum k in the left lead, while c†
p creates an

excitation of spin ↓ and momentum p in the right lead.
Our second assumption is that the effective magnetic field

generated through spintronic anisotropy by the fully spin-
polarized transport from a lead onto the adjacent QD is
constant. This holds at constant bias voltage [19], consistently
with the absence of an applied bias in our model. This is
also reasonable to first order during engine operation given

the much lower formation energy of the ferromagnetic state
relative to the engine energies, owing in part to a much larger
size compared to that of the atomic dots. We therefore rely
on a mean field approach, which allows us to approximate the
magnetic couplings as∑

k

Jknk =
〈∑

k

Jknk

〉
≡ JL,

∑
p

Jpnp =
〈 ∑

p

Jpnp

〉
≡ JR.

(7)

This approximation allows us to omit the magnetic cou-
pling term in the system-lead interaction and add it to the
system Hamiltonian without changing its structure by rescal-
ing the QDs’ energy level. Redefining εL↑ ≡ εL↑ + JL and
εR↓ ≡ εR↓ + JR, the system Hamiltonian remains unchanged
and the tunnel Hamiltonian now reads

HSL =
∑

k

(γk c†
L↑ck + γk∗ cL↑c†

k ),

HSR =
∑

p

(γp c†
R↓cp + γp∗ cR↓c†

p). (8)

Finally, the quantum spintronic engine concept as proposed
[19,20] includes an asymmetry in the tunneling coefficients γL

and γR. This not only helps to further break detailed balance
of transport, but also enables one electrode to set a dominant
spin referential on the QDs. As a result, the QD that is adjacent
to that electrode will experience a larger spin splitting than
the other QD. Therefore, we assume that the right QD is
positioned such that εR↑ � εR↓, εL↑, εL↓. Placing this energy
level farther above the other ones allows us to discard all the
states where a spin ↑ occupies the right QD, thereby reducing
the dimensionality of the system Hamiltonian from 16 down
to 8:

HS = ε↑n↑ + ε↓n↓ + εRnR + γ c†
↓cR + γ ∗c↓c†

R + Jn↓nR

+Un↑n↓, (9)

where we have redefined ε↑ ≡ εL↑, ε↓ ≡ εL↓, and εR ≡ εR↓
for simplicity, now that the ambiguity between the spin and
the L/R QD has been lifted. This approximation therefore
leaves only one transport channel, which justifies the previ-
ously stated independence of γ on the spin.

3. Bosonic bath

The previous Hamiltonian does not feature a direct tunnel
interaction between the two leads: any current flow can only
result from quantum fluctuations of the on-site Coulomb inter-
action, triggering multiple electron processes. This connection
is absent because the model does not take into account any
spin-flip mechanism that would allow the jump of electrons
between the lower spin ↑ level and the higher spin ↓ level
on the left QD. The idea is now to optionally consider an
interaction that would facilitate this spin flip, thereby allowing
current to flow more easily through the dots. Intuition tells
us that bosons may be good candidates for such a catalysis.
Indeed, photons, phonons, vibrons, or magnons may bring
sufficient energy to flip a spin. This could be possible at
room temperature with phonons since the energy difference
between the two spin energy levels may be of the order of
δ ≡ ε↓ − ε↑ ≈ 1–10 meV ≈102 K [19,20].
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Let us then add two terms to the Hamiltonian: the Hamil-
tonian of the bosonic bath

HB =
∑

q

ωqa†
qaq, (10)

where ωq is the energy of the mode q and a†
q and aq are the

bosonic laddering operators, and the Hamiltonian of coupling
of the system to this bosonic bath

HSB =
∑

q

λqc†
↑c↓(aq + a†

q) + H.c., (11)

where λq represent the spin-boson couplings. We expect the
distribution λ to be sharply peaked as only specific modes of
the boson field will have the required energy to flip a spin.
In the analytical part of this chapter, we will first discard the
effect of this bath, which we will eventually turn on in the
simulations.

B. Master equation

In Sec. 1 of the Supplemental Material [36], we use the
Born approximation in the weak-coupling regime to establish
the master equation describing the evolution of this open
quantum system:

dρ

dt
= − i[HS, ρ] + T −

L D[c†
↑](ρ) + T +

L D[c↑](ρ)

+ T −
R D[c†

R](ρ) + T +
R D[cR](ρ)

+	−D[c†
↓c↑](ρ) + 	+D[c†

↑c↓](ρ), (12)

where ρ = TrE ρSE is the QD system’s reduced part of the full
density matrix ρSE with respect to the environment degrees of
freedom, T −

L and T −
R represent the electron hopping intensity

between the QD and the left/right lead, respectively, while T +
L

and T +
R are the hole counterparts, and with the superoperator

D[c](ρ) ≡ cρc† − 1
2 {c†c, ρ}. The last two terms represent the

coupling to the bosonic bath that will be turned on later in
Sec. III D: 	+ and 	− code for the pump and relaxation of the
bosons, respectively. In what immediately follows, no explicit
spin-flip mechanism is present. In the Supplemental Material
[36], we give expressions for these coupling constants to the
baths as a function of the filling of the energy levels of the
baths and the couplings γk , γp, and λq. The magnitude of these
coefficients thus depends on the thermodynamical parameters
of the baths: temperature, chemical potential, etc. In the fol-
lowing, we will study the influence of these couplings on the
engine and show that energy can be generated even when the
baths are at thermodynamical equilibrium. We will also show
that the power output can be greatly enhanced when a minimal
nonequilibrium resource is considered.

C. Engine cycle

1. Phenomenological description and motivation

The theory of quantum mechanics involves two very
distinct processes. A system first evolves through a contin-
uous, linear, reversible, deterministic process described by
the Schrödinger equation, and then is projected onto a def-
inite state through the discrete, nonlinear, irreversible, and
stochastic process of quantum measurements. Our QD system

is subject to probing of its quantum state by the environment:
its evolution first follows the master equation described above,
followed by a projection due to the measurement. This very
natural assumption is backed by several physical arguments.

Thermal, quantum, and shot noise in these magnetic junc-
tions under quasiequilibrium conditions has been a matter of
study [41–43] and suggests that quantum measurements could
be linked to discrete charge fluctuations in the vicinity of
the QD system. Further evidence showing nonlinear chaotic
oscillations [44,45] in these devices along with rectification
and feedback properties [46–48] also support the possibility of
self-sustained oscillations in similar resonant tunneling quan-
tum well structures, which could trigger these measurements.

In this context, a key element of our quantum spintronic
engine is the ferromagnetic metal/molecule interface. This
so-called “spinterface” exhibits a low density of spatiospec-
trally confined states with high spin polarization (89% [20])
at the Fermi level [19,20,38,39]. The proposal that a Maxwell
demon can operate electronically at the molecular level [49],
along with recent thermodynamic theory on quantum mea-
surements [50–52], indicates that the spinterface could [20]
act as an autonomous quantum measurement apparatus by
performing frequent projective measurements on the nearby
QD’s spin state, thereby collapsing the WS’s quantum state
[53–55]. The ability of the ferromagnetic electrode to main-
tain a constant spin polarization, allowing it to behave as an
entropy sink [20], also supports the possibility of these mea-
surements. Indeed, information erasure would require a much
lower entropy cost than the Landauer bound by involving the
transfer of spin angular momentum into a large spin reservoir,
rather than energy [56–58].

Following related studies that all postulate an external
nonthermal quantum resource [17,18,27,28,31], and in line
with the current conception of quantum mechanics that treat
the measurement as a black box, we thus assume that the
spinterface can perform these quantum measurements without
an energy cost. Hence, we suppose that our device is endowed
with a built-in autonomous quantum clock that frequently
interacts with the system. In this article, we refrain from fur-
ther describing the precise mechanisms that fuel this natural
quantum clock, which we shall justify in detail in a future
study.

Using our Hamiltonian, we consider a two-phased engine
cycle (see Fig. 2). The first “thermalizing” stroke places the
QDs into equilibrium with the electrode baths. The relaxation
of the QD systems during this time-dependent evolution trans-
fers energy from the system to the baths, some of which is
harvested to produce useful electrical work. Then, once the
system reaches its steady state, in which the two spin QDs
are quantum correlated, the “measurement” stroke on a single
QD splits the WS into two separated subsystems, thereby
destroying coherence. As we shall show, this projective par-
tial unselective measurement acting on a superposed mixed
state with indefinite energy is mathematically described by a
quantum channel that leads to a projected system with a higher
average energy than the previous steady state. The measure-
ment is thus generating quantum fluctuations by projecting
the system from a global low-energy ground state to a local
high-energy ground state. The energy difference that results
from this back-action [5,17,28] of the measurement is then
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FIG. 2. Illustration of the engine cycle. (a) Energy-entropy il-
lustration of the engine cycle. The unselective measurement stroke
(straight blue arrows) instantly projects the thermalized steady state
(red) onto several possible separated states (green) with higher en-
tropy and potentially higher energy. The thermalizing strokes (curved
black arrows) reset the system to the steady state while allowing for
work extraction on average. (b) Illustration of the population of the
energy levels during the two phases of the cycle. In the thermalized
state, coherence energy is stored in the system; then the measure-
ment stroke projects the right QD, destroying the superposition. The
excessive energy of this localized ground state is then dissipated into
the baths during the thermalizing stroke which restores coherence.
In a solid-state implementation [19,20], these strokes reflect the
inherent electronic interactions between a pair of exchange-coupled
paramagnetic atoms, and with fully spin-polarized leads such as the
ferromagnet/molecule interface [38].

dissipated into the baths during the next “thermalizing” stroke.
We shall show that it can be used to produce electrical work.

2. Analysis of the cycle

Let us initialize our engine at t0 = 0 in a state ρ(0). Af-
ter completing the first thermalization process, the electrode
performs a partial projective measurement of the entangled
QDs at time t1 ≡ τ , which represents the duration of one
cycle. This measurement projects the system from the steady
state ρ(τ−) ≡ ρ, which may be only partially thermalized,
to a projected state ρ(τ+) that depends on the measurement
outcome. Assuming that the right electrode operates frequent
unselective measurements of the occupation of the right QD
at times t = tn ≡ nτ , the associated observable is simply nR.
The measurement yields either the presence (nR = 1) or the
absence (nR = 0) of one electron on the right QD. The two
possible projectors on the respective eigenspaces are �0 =
1 − nR and �1 = nR, leading to the projected state:

ρ(τ+) = �0ρ�0 + �1ρ�1 = ρ + 2D[nR](ρ). (13)

Upon choosing the basis,

|0〉 ≡ |00〉, |1〉 ≡ |0 ↓〉, |2〉 ≡ |↑0〉, |3〉 ≡ |↑ ↓〉,
|4〉 ≡ |↓0〉, |5〉 ≡ |↓↓〉, |6〉 ≡ |20〉, |7〉 ≡ |2 ↓〉,

(14)

the density matrix ρ at all times can be cast under the form
(see Sec. 3 of the Supplemental Material [36])

7∑
i=0

ρii|i〉〈i| + ρ14|1〉〈4| + ρ41|4〉〈1| + ρ36|3〉〈6| + ρ63|6〉〈3|.

Note that the off-diagonal terms do not contribute to the pro-
jected state because they encode the tunneling of one electron

from one site to the next, leaving either the initial state or
the final state with no electron on the right side. Hence we
calculate ρ(τ+) = ∑7

i=0 ρii|i〉〈i| so that ρ(τ+) is the diagonal
part of ρ, while −2D[nR](ρ) is the off-diagonal part.

The average energy of the system changes by an amount
�E1 ≡ �E ,

�E = Tr[HSρ(τ+)] − Tr[HSρ(τ−)], (15)

which in turn represents the energy of the off-diagonal part,

�E = −2Re[γ (ρ14 + ρ36)] = −〈C(τ−)〉 = −Tr[Cρ].
(16)

Here C ≡ γ c†
↓cR + γ ∗c†

Rc↓ is the interdot tunnel operator,
which contains the coherence of the system. Thus, the mea-
surement induces a back-action on the system by destroying
the correlations, leading to an energy change �E compared to
the thermalized state.

The energy increment gained after the nth cycle is �En ≡
−Tr[Cρ(nτ−)]. This shows that at time t = nτ+, if the sys-
tem thermalizes completely to a unique steady state ρ, then
the system has received a total average energy

∑n
k=1 �Ek =

n�E = −nTr[Cρ] from quantum measurements. Therefore,
if �E > 0, then the measurement on average energizes the
system, and a fraction of that energy upon deexciting to the
thermalized state can be harvested in the form of electron
transport.

We tested other measurement scenarios (see Sec. 3 in
the Supplemental Material [36]). We find that the engine
operation/output is unchanged when measuring an observable
that acts on only one QD [e.g., when the occupation of the left
QD, or the charge (or spin) of the right QD, is measured].
Measuring an observable that operates on both QDs, such as
the total charge, does not yield this energy increment: the ther-
malized and measured states have the same average energy.
Work extraction from these cycles is possible only when the
measurement separates the two QDs. If the quantum measure-
ments are selective, then the energy increment relation holds
by linearity while entropic considerations differ.

D. Thermodynamic quantities

The previous analysis of the cycle describes an engine
that harvests the “quantum heat” �E . It is provided by the
measurement, which acts like a hot heat bath that energizes
the system. The systems then relaxes and dissipates its energy
into the electrode baths, a fraction of which can be collected
as a form of an electrical current to produce work. Let us then
study briefly the thermodynamics of the cycle by applying the
laws of thermodynamics during the thermalization stroke to
evaluate the finality of the energy input �E provided by the
measurement.

1. Free energy

The previous derivations allow us to define the maxi-
mum extractable work during the thermalization process. This
quantity Wth is defined by the difference between the average
free energy of the initial state at the beginning of a cycle at
time nτ+ and the free energy of the final state at the end of the
thermalizing stroke at time (n + 1)τ−. So we obtain directly

Wth = −�E + T �S, (17)
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where �S is the difference in Von Neumann entropy be-
tween the states at times nτ+ and (n + 1)τ− (see Sec. 3
of the Supplemental Material [36] for precise estimations of
this quantity for different measurement protocols). We can
thus expect to extract energy at finite temperature whenever
Wth < 0. It leads to a critical temperature Tc ≡ �E/�S above
which this engine cannot possibly work.

2. Efficiency

We may define the engine efficiency η as the ratio of
the electronic work Wel obtained during the thermalization
process to the total average energy provided by the quantum
measurement:

η ≡ Wel

�E
. (18)

By definition, this quantity is less than unity. Indeed, ac-
cording to the first law of thermodynamics, which should
hold during the time-dependent evolution of the thermalizing
stroke according to Kumar and Stafford [59], we may write

−�E = Wel + Q (19)

with −�E � Wth � Wel � 0 as we expect Q � 0 (see Fig. 2).
This means that, if the measurement is energizing the system,
heat should be dissipated to the reservoirs as the system ther-
malizes with the environment (a negative Q, with the same
sign as Wel , means that the heat has been transferred from the
system to the environment). Using this inequality, we should
therefore have

η � −Wth

�E
� 1 − T

Tc
, (20)

so, as expected, the engine efficiency is still bounded by
a form of the Carnot efficiency. As a final remark on this
quantity, we should state that it does not have a very practical
importance in the design of the engine as it can have in clas-
sical or other semiclassical quantum engines. Indeed, as our
engine relies on the energy provided by autonomous quantum
measurements performed by the environment, the fuel we are
harvesting is present in infinite quantity in the self-sustained
bath we are exploiting. Therefore, even a poor efficiency can
be of interest given the limitless, constantly refueling amount
of energy we are trying to harvest. We note that our formalism
does not take into account the thermodynamic cost of infor-
mation erasure as the spinterface electronically interacts with
the ferromagnetic electrode acting as an entropy sink [20]. We
suppose here that the overall energy balance will be favorable,
and will address the thermodynamic cost of interfacial spin
accumulation [60] in a future paper.

3. Power output

The power P follows instantly from the previous section. It
is defined as

P ≡ −Wel

τ
� −Wth

τ
� �E

τ
≡ Pmax. (21)

It is inversely proportional to the duration of a cycle. This
means that devices with fast measurement frequencies can
maximize this quantity. In the end, since only a fraction of
the energy provided by the measurement stroke is recoverable

as an electrical current, Pmax = �E
τ

provides at this point an
upper bound of the electrical power generated by the device
and thus represents a good estimation. In this article we shall
not try to study the time-dependent dynamics of the thermal-
izing stroke to give a quantitative estimation of this fraction.
We instead focus on �E , keeping in mind that the real engine
might only deliver a portion of this energy at each cycle.

E. Perturbative solution

1. Density matrix in the perturbative regime

To gain numerical insights, we first derive the density ma-
trix ρ ≡ ρss such as dρ

dt = 0 so that ρ nullifies the right-hand
side of Eq. (12). To obtain an approximate analytical solution,
we use a perturbation approach on γ (see Sec. 2 in the Sup-
plemental Material [36]), i.e., assume that other interaction
energies dominate [20] the hybridization between the QDs.
The solution is given by an affine space, parametrized by
the initial population μ = 〈n↓(0)〉 of the spin ↓ energy level
on the left QD. We obtain the full density matrix ρμ after
thermalization:

ρ00 = 1 − μ

μ
ρ44 = α(1 − μ)T +

L T +
R ,

ρ11 = 1 − μ

μ
ρ55 = α(1 − μ)T +

L T −
R ,

ρ22 = 1 − μ

μ
ρ66 = α(1 − μ)T −

L T +
R ,

ρ33 = 1 − μ

μ
ρ77 = α(1 − μ)T −

L T −
R ,

ρ41 = ρ∗
14

= iγαβμT +
L

det B∗

(
2T +

L + 2T −
L + T −

R + T +
R

2
+ i(� + U )

)
,

ρ63 = ρ∗
36

= iγαβμT −
L

det B∗

(
2T +

L + 2T −
L + T −

R + T +
R

2
+ i�

)
,

where βμ ≡ μT +
R − (1 − μ)T −

R , 1/α ≡ (T +
L + T −

L )(T +
R +

T −
R ), � ≡ ε↓ − εR, B is referenced in Sec. 2 of the Supple-

mental Material [36], and the other terms are null.
To study the thermalized state of the next cycle, we con-

sider the particle number with spin ↓ in the left QD. Since the
projected state is diagonal, we directly obtain

Tr[n↓ρ(τ+)] = ρ44 + ρ55 + ρ66 + ρ77 = μ. (22)

So, for both measurement outcomes, the spin ↓ occupation
number remains unchanged after both the thermalizing and
measurement strokes. Therefore, the second cycle starts again
with 〈n↓(τ+)〉 = μ, and so it yields the same thermalized state
just before the second measurement as in the previous cycle,
such that ρ(2τ−) = ρ(τ−) = ρ and thus an instant recursion
yields the system state after each cycle n:

ρ(nτ+) = ρ(nτ−) + 2D[nR](ρ) = ρ + 2D[nR](ρ). (23)
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FIG. 3. Simulation results of �E for (a) ρ0 = |↓↓〉〈↓↓| and
(b) ρ0 = 1

2 |↑↓〉〈↑↓| + 1
2 |↓↓〉〈↓↓|. The corrected perturbative results

(orange) derived in Sec. 2 of the Supplemental Material [36], and
the numerically calculated solution at 4 ps (blue) are shown. Here
ε↓ = 8, ε↑ = −3, εR = 1, J = 8, U = 1000, γ = 0.1, T +

L =
T −

L = 0.1, T −
R = T +

R = 0.01; i.e., the two leads are both at infinite
temperature (all units may be taken in meV and justification for their
values may be found in Sec. 4 of the Supplemental Material [36]).

In this approximation, the total energy produced after the nth
cycle will be n�E and the power output shall thus be �E

τ

where τ is the duration of a unit cycle.

2. Energy in the perturbative regime

We can express the energy �E = −2Re[γ (ρ14 + ρ36)] as-
sociated with the measurement back-action as

�E = βμ|γ |2
|det B|2

(s + r)2

sr
(s� + mU ), (24)

with s ≡ T +
L + T −

L , m ≡ T −
L , r ≡ T +

R +T −
R

2 , and

|det B|2 = r2(r + s)2 + [(s + 2r)� + (m + r)U ]2. (25)

To study �E , we first assume (see Secs. 1 and 4 of the
Supplemental Material [36]) that all the energies involved in
the system T +

L , T −
L , T +

R , T −
R , �, and U are strictly positive.

This immediately leads to s, m, r > 0 and then to �E having
the same sign as βμ. Therefore, the measurement energizes

the two QDs whenever μ <
T −

R

T +
R +T −

R
≡ μc. Thus, at the critical

value μc, the off-diagonal terms describing the first-order
perturbation vanish, and the model cannot describe whether
energy harvesting occurs.

III. SIMULATIONS

A. Simulating the engine’s cycle

To evaluate these analytical results and confirm that the
measurement reliably provides energy over many cycles, we
simulated the engine operation. We show in Fig. 3 the re-
sults of measuring nR across 106 cycles (see also Sec. 4 in
the Supplemental Material [36]). Starting from the pure state
ρ0 = |↓↓〉〈↓↓|, we first see in Fig. 3(a) that �E presents three
trends: the first 105 cycles see an increase of �E towards
0, then a stochastic regime ensues where �E oscillates ran-
domly around 0 until cycle number 4 × 105, before reaching a
stable nonequilibrium steady state, where E[�E ] = 2.4 peV.
The drift originates from the partial thermalization, which
gradually dilutes the information contained in the initial state
ρ0, resulting in a power output driven towards a steady-state
attractor. Indeed, each new cycle introduces an additional
mixing that can be understood as a statistical superposition of

passive and active pure initial states which reduces the average
energy increment of the next cycle.

To support this claim, in Fig. 3(b) we show that, starting
from a mixed state ρ0 = 1

2 |↑↓〉〈↑↓| + 1
2 |↓↓〉〈↓↓|, we find

that �E converges more quickly towards a different power-
generating limit cycle featuring two stable energy branches
that result in E[�E ] = 2.9 peV.

These simulations show that, during the transitional and
stochastic regimes, the information on the initial condition
is progressively lost through the nonunitary system evolution
caused by thermalization, but it can never be entirely wiped
out. Indeed, the engine acts as a chaotic nonergodic machine
as we have shown that the system can get trapped in an active
steady state when a certain priming is feeding favorable initial
conditions.

In Sec. 4 of the Supplemental Material [36], we present
additional data exploring different parameters, measurement
protocols, as well as the case of selective measurements.
These results show similar behaviors; i.e., all exhibit the
ability to extract energy. The essential difference lies in the
reading of the measurement. When using selective measure-
ments, the situation changes qualitatively as the randomness
of the measurement will frequently fail to energize the system
and will instead place it in a lower energy state (see Fig. 2).
This means that we cannot extract work during the thermal-
izing stroke for a large proportion of the cycles in which the
measurement is taking energy from the system. It thus leads
inevitably to a strongly chaotic behavior originating from the
nonlinearity of the intrinsically stochastic measurement read-
out, which could then kill the efficiency of the device because
of strong power fluctuations.

B. Partial thermalization

In Sec. 5 of the Supplemental Material [36], we test the
speed of the thermalization process by comparing the calcu-
lated steady state of the master equation ρ with the density
matrix σ calculated at time t = 1 meV−1 ≈ 4 ps. This is
considered to be a large upper bound of the duration of a cycle
given the frequency bandwidth of the electronic interactions
under consideration that should be linked to quantum mea-
surements through charge transport fluctuations. As guidance,
Chowrira et al. estimate a 140 THz electronic interaction
frequency [20]. We consider �E , starting from different pure
states and with different parameters taken randomly within an
experimentally reasonable range [19,20].

The results presented show that the error made on the trace
distance verifies T (ρ, σ ) < 0.9 and leads to an error on the
energy increment �E lower than 1% only for 1% of the
test runs. This shows that, for a wide range of parameters,
it is unreasonable to approximate the state at the end of the
thermalizing stroke as the steady-state solution.

Thus, in this general case, we can only hope to reach a
partial thermalization, though it is beneficial to the power
output of the device, as it forces the system to stay out
of equilibrium and to remain active even when it is con-
nected to passive thermal baths. Indeed, statistics (not shown)
on the steady-state entanglement energy reveal that, at in-
finite time |〈C〉| ≈ 10−9–10−16 meV for standard parameter
ranges and passive thermal couplings, while after t = 1
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FIG. 4. Parameter pair dependence of the coherence energy
−〈C〉, calculated at 4 ps starting from the pure state ρ0 =
|↑↓〉〈↑↓|, with ε↓ = 8, ε↑ = −3, εR = 1, J = 8, U = 1000, γ =
1000, T +

L = T −
L = T +

R = T −
R = 0.1. (a) T +

L = T −
L versus U ,

(b) T +
L = T −

L versus T +
R = T −

R , (c) T −
R versus T +

R , (d) U
versus γ .

meV−1 ≈ 4 ps, we can reach up to |〈C〉| ≈ 103 meV and
obtain an energy-generating limit cycle while in the same
equilibrium parameter configuration for special initial condi-
tions. This suggests a higher energy increment. Indeed, the
average energy increment per cycle is still given by �E =
−〈C〉 in this general case, so that the previous energetic
description of the cycle remains valid here. A proof of this
assertion is given in Sec. 3 of the Supplemental Material [36],
along with a numerical justification based on measurement
statistics.

C. Maximizing the coherence energy

To study how the parameters that impact the partially ther-
malized state ρ affect the coherence energy −〈C〉, we show
in Fig. 4 several color plots of −〈C〉 calculated after the ther-
malizing stroke starting from the pure state ρ0 = | ↑↓〉〈↑↓ |
as a function of the most relevant different pairs of parameters
(see Sec. 6 of the Supplemental Material [36] for other plots),
keeping other parameters fixed, and with γ ∼ U � ε � T .

In Fig. 4(a), we notice that −〈C〉 is maximized when
U ≈ 103–104 and T +

L = T −
L < 1. Indeed, a higher U could

lead to a bigger coherence energy that is related to the charg-
ing energy of a QD, while a lower TL favors the tunneling
between the QDs over the tunneling from/to the electrodes.
In Fig. 4(b), we observe that the asymmetry between TL and
TR is quite irrelevant for this set of parameters for low TR:
the engine generates power and energy harvesting may be
possible.

Above a phase transition around TR ≈ 10 [see also
Fig. 4(d)], a chaotic phase ensues, coherence energy almost
vanishes, and its sign strongly depends on small parameter
fluctuations: we cannot extract energy in this configuration
[61]. Intuitively, this chaotic phase results from a dominating
interaction with the right electrode that completely overcomes
the tunneling interaction between the QDs, thereby nullifying
the potential entanglement energy between the two sites.

FIG. 5. Simulation results of �E for 106 cycles when measuring
the charge Q of the left QD using (a) unselective and (b) se-
lective measurements. The numerical calculation (orange) and the
perturbative solution (blue) are shown. ε↓ = 8, ε↑ = −3, εR = 1,

J = 8, U = 1000, γ = 1000, T +
L = T +

R = T −
L = T −

R = 0.1 (all
units may be taken in meV), and with the initial condition
ρ0 = |↑↓〉〈↑↓|.

In Fig. 4(c), we examine the electron/hole asymmetry on
the right electrode. The data reveal a third, dissipative phase
with no energy extraction with −〈C〉 < 0 (in white).

Finally, in Fig. 4(d), the U/γ dependence reveals two
branches that maximize coherence energy: one for γ ≈ 1 that
weakly depends on U , and a second for γ ≈ U . This may help
tune experimental device parameters to maximize energy har-
vesting as these data show an advantage in strong Coulombic
repulsion U along with a strong interdot coupling g, indicating
that the two sites should be close and have a large electronic
affinity.

Although maximizing �E starting from a particular initial
state is a first step towards finding the maximum power output,
it is not straightforwardly linked to the power output since
it corresponds to an average over many cycles with different
initial states.

D. Power fluctuations

Using the data of Fig. 4 along with Sec. 6 in the Sup-
plemental Material [36], we infer a regime wherein the
entanglement energy is highest with T � ε � γ ≈ U ≈
1000ε. To confirm the high power output P = E[�E ]

τ
within

this parameter space, we simulated 106 engine cycles (see
plots in Fig. 5). Strikingly, we observe strong fluctuations
of �E that ultimately kill the temporal average of the en-
ergy increment. This shows that maximizing −〈C〉 also yields
a strong dependence of the tunneling energy after partial
thermalization on the initial conditions. This increases the
fluctuations and negatively impacts P: maximizing P requires
balancing energy and fluctuations. Indeed, from the Heisen-
berg uncertainty relations, when selectively measuring nR, we
may write

�C�nR � 1

2
|〈[C, nR]〉| = 1

2
|〈[HS, nR]〉| ≈ 1

2

∣∣∣∣d〈nR〉
dt

∣∣∣∣. (26)

Here, at the end of each cycle, �nR � 1 is known and fixed
by the statistical outcomes of the measurements and should
be of order unity since the measurement alternatively projects
the system into a state with nR = 0 or nR = 1. Moreover,
the right-hand side describes the nR oscillation rate, which is
strongly driven by the energy scale of the coherence energy
|〈C〉|. Thus, Eq. (26) justifies that �C � |〈C〉|.
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FIG. 6. (a) Simulation results of �E for 106 cycles powered by a
nonthermal bosonic bath when measuring the population nR in the
case of two identical electrodes at thermal equilibrium with infi-
nite temperature. Parameters are ε↓ = 8, ε↑ = −3, εR = 1, J = 8,

U = 1000, γ = 1000, T +
L = T +

R = T −
L = T −

R = 0.1, and 	+ =
2	− = 0.01. (b) Color plot of −〈C〉 calculated at 4 fs as a function of
the bosonic coupling parameters 	+ and 	−, starting from the pure
state ρ0 = |↑↓〉〈↑↓|. All other parameters are the same as in (a).

A second Heisenberg inequality can be written regarding
the initial condition decisive observable n↓, which shows
that the fluctuations of T are also related to the momentum
dispersion of the initial conditions μ̇, which is mainly im-
pacted by the partial thermalization. For some parameters,
the characteristic time of the system is such that it keeps
the information about its initial state longer in memory, thus
resulting in stronger fluctuations that can also be observed for
the unselective case [see Fig. 5(a)].

E. Bosonic catalysis

1. Powering the engine with a bosonic pump

Our work thus showcases how to harvest energy as an
electrical current between two leads across quantum dots de-
spite no direct electronic connection, i.e., how to generate
continuous power from quantum fluctuations generated by
the measurement back-action. The predicted output power
is much lower than that measured [19,20], which suggests
the experimental presence of an additional quantum resource.
Since our QDs are embedded in an atomic matrix, we examine
the impact of bosons, such as spintronic magnons, lattice
phonons, or vibrons on the QD complex, through an additional
interaction with a bosonic bath that can flip the spin of the left
dot [see Eq. (12)]. We then repeated the experiments presented
in Figs. 3 and 4.

As expected, Fig. 6(b) shows that the device remains
passive whenever the system interacts with a thermal bath
in which 	− > 	+ for the same equilibrium parameters as
above. Nonetheless, the simulation presented in Fig. 6(a)
shows that the energy increment �E can reach up to �E ≈
10 meV for a weak asymmetric coupling 	+ = 2	− = 0.01
(negative temperature), leading to a power output P ≈ 100
nW when choosing a cycle duration triggered by the electronic
frequency of τ−1 = 140 THz in line with a prior report [20].
This bosonic pump greatly decreases the thermalization time:
the information on the initialization of each cycle is almost
completely removed, and relative power fluctuations are much
lower compared to having only vacuum fluctuations.

It is possible to engineer this autonomous nonthermal
bosonic interaction using a finite bath (the complex vi-
brons) coupled to a larger infinite thermal bath (the lattice
phonons). This would generate the nonunitary coupling

Hamiltonian necessary to build such asymmetric coefficients
through squeezing [7,24,26,32], broken symmetries [62], non-
Hermitian skin effect [63,64], or nonlinear processes [65]. We
leave details of this nonthermal bosonic bath to future studies.

2. Powering the engine with a spin bias

Although a nonthermal bosonic bath might be present in
our spintronic engine, without further evidence, supposing the
influence of such a drive is not satisfactory. Let us then look
for another nonthermal resource that can power the device,
and suppose that the bosonic bath is thermal, meaning that
	− > 	+.

Following the formalism of thermodynamics with con-
served quantities [66], thanks to the fixed magnetization of
the electrodes, we can consider the spinterfaces as mesoscopic
spin reservoirs for which spin polarization is a conserved
quantity. Let us then focus on the left electrode, considered
as the reference. Its free energy then reads

FL = 〈HL〉 − μL〈NL〉 − mL〈PL〉 − TLSL, (27)

where HL has been defined in Eq. (5), NL = ∑
k,σ nk,σ is

the total number operator on the left, PL = ∑
k nk,↑ − nk,↓ is

the spin polarization operator, SR = Tr(ρLln ρL ) is the Von
Neumann entropy, and μL, mL, and TL are the conjugated
generalized charges such that μL is the usual electrochemical
potential, TL is the temperature, and mL is a spin potential.

The generalized Gibbs state τL corresponding to this spin
reservoir thus reads

τL = Z−1
L e−βL (HL−μLNL−mLPL ), (28)

where

ZL = Tr(e−βL (HL−μLNL−mLPL ) ). (29)

Using the commutation relations of the individual number
operators, we obtain

ZL =
∏
k,σ

[1 + e−βL (εk,σ −μL−σmL )] (30)

and therefore

〈nk,σ 〉 = Tr nk,σ τ = 1

1 + eβL (εk,σ −μL−σmL )
. (31)

The same expression can be obtained for the right electrode
with its respective parameters βR, μR, and mR. In the case
where the electrodes’ filling is well described by a strong
magnetization, we can discard the energy term and feed

〈nk,σ 〉 = 1

1 + e−βL (μL+mL )
,

〈np,σ 〉 = 1

1 + e−βR (μR−mR )
(32)

into the expressions for T +
L , T −

L , T +
R , and T −

R reported in
Sec. 1 of the Supplemental Material [36] such as we can
engineer T −

L < T +
L and T +

R < T −
R for well chosen mL and

mR by acting on their magnetization. This holds even if the
two electrodes have the same temperature βL = βR and chem-
ical potential μL = μR. This calculation thus shows that the
coupling coefficients to the bath can be tuned either by acting
on electronic potential, or on its magnetization, such that a

165423-9



MATHIEU LAMBLIN AND MARTIN BOWEN PHYSICAL REVIEW B 109, 165423 (2024)

FIG. 7. Simulation of the engine with bosonic catalysis powered
by a spin bias. (a) and (b) Simulation results of �E for 106 cy-
cles powered by a spin bias bath when measuring the population
nR. Parameters are ε↓ = 8, ε↑ = −3, εR = 1, J = 8, U = 1000,

γ = 1000, T +
L = 0.2,T +

R = T −
L = T −

R = 0.1, 	+ = 0.01, and
	− = 0.0101. (c) Color plot of −〈C〉 calculated for the steady state
as a function of the bosonic coupling parameters T −

L and T +
L , starting

from the pure state ρ0 = |↑↓〉〈↑↓|. All other parameters are the same
as in (a). (d) Color plot of −〈C〉 as a function of T −

R and T +
R with the

same set of parameters.

“spin bias” can yield the necessary asymmetry required for
the device to run as an engine.

The spin bias, corresponding to a difference in the mag-
netic potential of the two electrodes, can be engineered by
choosing electrodes featuring different intrinsic spin polariza-
tions, or by imposing a magnetization difference between the
two ferromagnets. This may be achieved by engineering non-
collinear magnetizations using magnetic anisotropy, or simply
by choosing electrode materials with different magnetization
amplitudes. This thermodynamical resource should therefore
persist naturally in our device for an indefinite time without
requiring an external energy supply.

In Fig. 7(a) we show a test run for the engine, using
a thermal bosonic bath with 	− > 	+, and with a regular
asymmetry T −

L < T +
L and T +

R = T −
R . After about 105 cycles,

the engine stabilizes in a generative steady state delivering an
average of 1.4 µeV per cycle. This shows that a nonthermal
bosonic pump is not necessary to run the engine with a high
output power that can mimic the experiments: a favorable
asymmetry of the coupling coefficients to the baths, which
is finely tuned by a built-in spin bias originating from the
magnetization of the electrodes, is sufficient to power the
engine.

In Figs. 7(b) and 7(c), we study the dependence of the co-
herence energy −〈C〉 obtained in the steady state of the master
equation with respect to the pairs of parameters T −

L , T +
L and

T +
R , T −

R for the same set of parameters as the test run and
show that the device behaves as an engine whenever T −

L <

T +
L and T +

R < T −
R , meaning that the left electrode should fa-

vor down-spin filling with mL > −μL and the right electrode
should favor up spins with mR < μR.

In Sec. 7 of the Supplemental Material [36], we provide
more data about this bosonic catalysis, study the influence of

the different parameters, and show that this power level can
also be recovered if we replace the assumption of a negative
temperature bosonic bath or a spin bias by another, standard
nonequilibrium resource such as a potential or a temperature
difference.

IV. CONCLUSION

We studied a quantum information engine built around
autonomous solid-state spintronic interactions that can har-
vest the energy of quantum coherence and can explain recent
experiments involving atomic spin qubits [19,20]. Our model
considered a pair of correlated spin quantum dots that elec-
tronically interact with spin-selecting electrodes. We derived
a master equation that describes a two-step engine: a thermal-
izing stroke that creates coherence between the two quantum
dots and generates electron transport, then a quantum mea-
surement stroke that extracts energy from their correlation.
This changes their entropy by separating and projecting the
system into a higher energy state on average. When quantum
fluctuations induced by the measurement—understood as the
difference between the ground energy states of a thermal
system and a system with the measurement interactions turned
on—constitute the only energy source, numerical simulations
predict an appreciable finite power output in some cases.
We reproduce experimentally measured power levels [20] by
including a bosonic bath along with a nonthermal resource,
such as the spin bias that is naturally present in our system
due to the ferromagnetic electrodes. Our work thus explains
recent [19,20] and perhaps also older [40,67] experiments,
and showcases the ferromagnet/molecule interface (the spin-
terface [38,39]) with high spin polarization [20] as a quantum
measurement apparatus. It also provides parametric insight
into possible priming conditions to start the engine.

Our study sheds light on a quantum engine that relies
on quantum measurements in order to extract energy from
a system of coupled quantum dots, through the breaking of
coherence energy. Using a perturbative approach, we found
a regime of parameters for such a system that could lead to
energy generation during a large number of cycles, and we
confirmed this finding using numerical simulation. Then, we
proceeded to find a good set of parameters that can maximize
the power output by maximizing the coherence energy gen-
erated after each thermalization process, but we found that
this gain in energy increment was compensated by increasing
fluctuations due to partial thermalization, which ultimately
negatively impacts the expected power output. A compromise
between fluctuations and the maximum energy output should
thus be found in order to maximize the power output but the
present study was so far unable to find this optimum. Future
work should be able to gain more insights on this point and
prove rigorously the definite harvesting capabilities of the
device after a long time using ergodic theory.

The present study only focused on the energetics of the
device brought by the measurement process. Hence, we could
only set a higher bound for the power output, corresponding to
the energy we can hope to extract at zero temperature when no
energy is lost thorough irreversible heat exchanges. In order to
obtain a more realistic depiction of the thermodynamics of the
system at finite temperature and electrochemical potentials,
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more efforts need to be dedicated towards the study of the
thermalization process. This issue will also be the subject of
a future work, which will aim at applying the first law of
thermodynamics during the time-dependent evolution of the
system in order to clearly separate the electrical work we
are interested in from the heat that is dissipated during the
thermalizing stroke.

Finally, this article opens fruitful research into
spintronic interaction dynamics between ferromagnets and
paramagnetic centers [68], e.g., using scanning tunneling and
ferromagnetic resonance techniques [69], to elucidate the
thermodynamic role [56,58] of the spintronic quantum
measurement apparatus [19,20].
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