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When the Fermi Hubbard model was first introduced 60 years ago, one of the original motivations was to
understand the correlation effects in itinerant ferromagnetism. In the past two decades, ultracold Fermi gas in an
optical lattice has been used to study the Fermi Hubbard model. However, the metallic ferromagnetic correlation
was observed only in a recent experiment using frustrated lattices, and its underlying mechanism is not yet
clear. In this paper, we point out that, under the particle-hole transformation, the single-particle ground state can
exhibit double degeneracy in such a frustrated lattice. Therefore, the low-energy state exhibits valley degeneracy,
reminiscent of multiorbit physics in ferromagnetic transition metals. The local repulsive interaction leads to the
valley Hund’s rule, responsible for the observed ferromagnetism. We generalize this mechanism to distorted
honeycomb lattices and square lattices with flux. This mechanism was first discussed by Miiller-Hartmann in
a simpler one-dimensional model. However, this mechanism has not been widely discussed and still needs to
be related to experimental observations. Hence, our study not only explains the experimental findings but also

enriches our understanding of itinerant ferromagnetism.
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I. INTRODUCTION

Itinerant ferromagnetism has been discovered in nature
for thousands of years [1]. However, a complete understand-
ing of its microscopic origin is still challenging. The Stoner
mean-field theory has predicted itinerant ferromagnetism
in metal when the repulsive interaction between fermions
exceeds a critical value [2]. When such ferromagnetism oc-
curs, the Pauli exclusion principle increases kinetic energy
considerably. Therefore, the critical interaction strength pre-
dicted for Stoner ferromagnetism is comparable to the Fermi
energy. Under such a strong interaction strength, the cor-
relation effect can no longer be ignored. The competition
from other strongly correlated nonmagnetic states usually
takes over Stoner ferromagnetism. Therefore, understand-
ing itinerant ferromagnetism becomes essentially a strongly
correlated problem.

When the Hubbard model was introduced in the middle
of the last century [3-5], one major purpose was to under-
stand the correlation effect in ferromagnetism. Unfortunately,
the consensus on ferromagnetism in the Hubbard model is
still limited after many decades [6-9]. Rigorous results can
only be obtained for exceptional cases such as Nagaoka
ferromagnetism [10-12] and flat-band ferromagnetism [13].
Nagaoka ferromagnetism considers a single-hole doping away
from half filling in the limit of infinite repulsion, and flat-
band ferromagnetism requires fine tuning of particle hopping
to reach a flat-band dispersion. Moreover, the single-band
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Hubbard model is usually oversimplified to directly compare
with experiments on real materials.

Ultracold atoms in optical lattices directly realize the Hub-
bard model and provide a new opportunity to study the physics
therein [14,15]. However, the temperature of atoms in opti-
cal lattices cannot be cooled much below the kinetic energy,
which prevents observing possible low-temperature orderings,
such as fermion pairing, at this stage. In contrast, ferromag-
netism often occurs in a relatively high temperature. It is
conceivable that one does not need to enter an extremely
low-temperature regime in order to study ferromagnetism in
optical lattices. Hence, understanding the nature of ferromag-
netism is a potential goal for the current quantum simulations
with optical lattices.

Nevertheless, although the Fermi Hubbard model has been
realized with ultracold atoms in optical lattices for nearly
two decades, itinerant ferromagnetism has not been observed
in this system until a very recent experiment [16]. In this
experiment, a novel experimental technology allows continu-
ously tuning the lattice geometry from a square to a frustrated
triangular lattice. Short-range ferromagnetic correlation has
been observed in the particle doping regime when the lattice
geometry is tuned close to the triangular regime. However, a
convincing theoretical understanding of the physical mecha-
nism behind the observed ferromagnetism is still lacking.

II. REVIEW OF EXPERIMENTAL SETTING

This experiment reports an actively phase stabilized optical
lattice that can continuously tune the lattice geometry from
a square lattice to triangular lattice. The tight-binding model

©2024 American Physical Society
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FIG. 1. (a) The tunable optical lattice realized in a recent exper-
iment. (b) The ferromagnetic correlation found in the experiment is
marked by the shaded yellow regime in the n — ¢’ phase diagram,
which is mapped to the shaded blue area under the particle-hole
transformation. (c) Honeycomb lattice with nearest-neighbor and
horizontal next-nearest-neighbor hopping. (d) Square lattice with
nearest-neighbor hopping only, but with magnetic flux in each pla-
quette. The red lines in (a) and (c) denote the one-dimensional chain
considered by Miiller-Hartmann’s paper.

of this lattice is shown in Fig. 1(a). This experiment explores
spin-1/2 fermions in such a lattice, and the model is written

as
+U Y gy,
i
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where o =1, | denotes two spin components. The hopping
between the nearest neighbor (i) is denoted by ¢, and between
the next-nearest neighbor along the dashed line direction
({(ij /7)) is denoted by t’. Both ¢ and ¢’ are positive. The
next-nearest hopping along another diagonal direction is neg-
ligible. When ¢’ increases from zero to ¢ = ¢, it continuously
tunes the lattice geometry from a square lattice to a triangular
lattice. U denotes the interaction strength of on-site repulsion,
and U/t &~ 9 in this experiment. In the numerical calculations
below, we set U to be positive infinity in order to explore a
larger system size, and the model is reduced to a t—J model
withJ = 0.

This experiment finds ferromagnetic correlation when
t'/t > 0.5 and when total fermion density n exceeds half
filling » = 1 and is somewhat close to n = 1.5. The regime
where ferromagnetism is observed is marked by the shaded
yellow area in Fig. 1(b). This experiment has only explored
the density regime 0.5 < n < 1.5 and it is not clear whether
the ferromagnetic correlation can also exist when n exceeds
1.5. The physical origin of this observed ferromagnetism is
also not clear yet. Possible scenarios mentioned include the
existence of van Hove singularity at n = 1.5 for a triangular

lattice and the possible connection to the Nagaoka ferromag-
netism [16-19].

III. PARTICLE-HOLE TRANSFORMATION

For the benefit of later discussion, we make a particle-hole
transformation &, — (—1)**>¢!  where i = (i, i,) is the
site label. If t' = 0, this transformation keeps the form of
Hamiltonian Eq. (1) invariant. The #’ term is what causes frus-
tration in this lattice, and for the same reason, the ¢’ term is not
invariant under the particle-hole transformation. Instead, this
transformation changes ¢’ to —¢'. This corresponds to inserting
a7 flux in each triangle. For positive ¢', the system essentially
describes particles moving in a real potential and all hopping
terms have negative matrix elements that satisfy Feynman’s
no-node theorem [20]. Therefore, the single-particle ground
state cannot have degeneracy. However, for negative ¢’, the
condition for the no-node theorem is no longer satisfied, and
the single-particle ground state can have degeneracy. It turns
out that this degeneracy is crucial for explaining this observed
ferromagnetism, as it will become clear later.

Under this transformation, n = n4 + n, becomes 2 — n,
that is, the particle doping is mapped to hole doping. Thus,
the particle-hole transformation maps (', n) to (—t',2 — n)
in the phase diagram shown in Fig. l(b) Therefore, we can
focus solely on the densr[y regime 0 < n < 1 but include both
positive and negative ¢'. With this mapping, the regime where
ferromagnetism is observed is mapped to the low-density
regime with ' < —0.5, as marked as the shaded blue area in
Fig. 1(b).

IV. NUMERICAL RESULTS

We first present our numerical results in Fig. 2 [21]. All the
calculations below are done for infinite positive U, with the

Hamiltonian
A=—tY el eje—t" Y el ejo+UD iy, U=oo,
(ij)o {ij /) i

@)

and the infinite U is incorporated in the restricted on-site
Hilbert space with no double occupancy. The first calculation
is exact diagonalization for two particles with different system
sizes, reminiscent of different densities. This calculation can
cover the low-density regime up to n = 0.5. Due to the SU(2)
spin rotational symmetry, the total spin is a good quantum
number and all quantum states with the same total spin are
degenerate. We find a level crossing between spin singlet
and spin triplet states, as shown in Fig. 2(a). The spin triplet
states have a lower energy when ' < ¢/, and the value of ¢/
approaches —0.5 when the system size is large enough.

The second calculation is the density-matrix renormal-
ization group (DMRG) calculation with a finite number of
fermions on a different strip geometry. We can calculate (S2,)
with Swt =) S[ for the ground state, and Sy is given by
(82,) = Siot(Sior + 1). In the calculations we fix S5, = 0, in
which sector one expects the Sy = N/2 and S, = 0 to have
a similar level of entanglement, a key to guaranteeing that the
DMRG routine is unbiased and amenable to a reasonable bond
dimension. We find a transition from Syt = N/2 to Syt = 0
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FIG. 2. (a) Two-body problem in a 4 x 4 lattice with an open
boundary condition. The singlet and triplet state energies as a func-
tion of #’. (b) The total spin S, and nearest-neighbor correlation
function (S-S),, of the ground state calculated by the DMRG
method for N = 30 particles in a4 x 20 strip. Here, Siot max = N/2 =
15. (c), (d) The total spin S as a function of n and ¢’, normalized by
the maximum total spin of the filling Sy max = N/2, for (c) 2 x 20
and (d) 4 x 20 strips, respectively. (e), (f) The nearest-neighbor
correlation function (S - S),, as a function of n and ¢', normalized
by the particle number N, for 2 x 20 and 4 x 20 strips, respectively.
All DMRG calculations have bond dimension x = 1400.

around ¢' = ¢/, as shown in Fig. 2(b). We also calculate the
nearest-neighbor correlation function (S - S), ,, averaged over
all bonds of the square lattice. We find clear evidence of
ferromagnetic to antiferromagnetic correlations, as shown in
Fig. 2(b). The same calculation is carried out for a wide range
of n and ¢/, and the results are collected in Figs. 2(c)-2(f).
Here, for better comparison and visualization the results are
normalized by Siot.max = N/2 and N for Figs. 2(c) and 2(d)
and Figs. 2(e) and 2(f), respectively.

A notable feature in Figs. 2(c)-2(f) is that for all calcu-
lations, #. approaches —0.5 at the low-density limit when
n — 0. Below we will explain why # = —0.5 is a special
point, and the ferromagnetism emerged in this regime will be
called the Miiller-Hartmann mechanism. In this regime, the
general trend is that ¢ decreases as n increases.

Nearby half filling with n = 1, it is known that hole doping
can result in Nagaoka ferromagnetism at infinite U. Strictly
speaking, Nagaoka ferromagnetism can only be proved for

single-hole doping with ¢’ < 0. However, our numerical re-
sults show that when ¢’ = 0, the Nagaoka ferromagnetism can
exist up to ~20% of hole doping, that is, for 0.8 <n < 1.
This is consistent with previous numerical results [22]. Hence,
we attribute the ferromagnetism nearby half filling as the
Nagaoka mechanism. In this regime, ¢/ also decreases when
n decreases from n = 1, and this density dependence of ¢/ is
opposite to that found in the low-density regime.

Hence, we have identified two different mechanisms
of ferromagnetism from our numerical results, and they
emerge from the low-density limit and nearby half filling,
respectively. They are characterized by different density de-
pendences of #/. The trend of the experimental observed
ferromagnetic boundary, upon the particle-hole transforma-
tion, is consistent with the Miiller-Hartmann mechanism.

We also note that the phase boundary calculated with
2 x 20 and 4 x 20 converge for low-density and high-density
nearby half filling. However, the phase boundary at the inter-
mediate density is still subject to a finite-size effect. Moreover,
the physics in the intermediate density connecting these two
different mechanisms also requires further investigations.

V. MULLER-HARTMANN MECHANISM

To see why ' = —0.5 is special, we first look at the single-
particle dispersion which reads

E(ky, ky) = =2t cos(ky) — 2t cos(ky) — 2" cos(k, + ky)
= —4t cos(ky) cos(k_) — 2t' cos(2k,.), 3)

where ki = (k. £ k;)/2. It is easy to see that the dispersion
minimum occurs at k- = 0. As shown in Fig. 3(a), when
t'/t > —0.5, the band dispersion has a unique minimum at
ky+ = 0. However, when t'/t < —0.5, the band dispersion dis-
plays two degenerate minima along k. axes. That is to say, a
Lifshitz transition occurs when ¢'/t = —0.5.

The paper by Miiller-Hartmann first pointed out that ferro-
magnetism can occur in the low-density regime when the band
minima display double degeneracy [23], followed by a few
related works in later literature [24]. This paper considered
a one-dimensional chain with next-nearest hopping, and the
Hamiltonian reads

A== (e} 10 +1¢ 00 +He) +U D gty
io i
)

In this model, the band minima also displays double de-
generacy when ¢/t < —1/4, where Miiller-Hartmann argued
that ferromagnetism can occur in the low-density regime. We
note that this one-dimensional chain can be naturally em-
bedded into the two-dimensional lattice we considered, as
shown in Fig. 1(a). In other word, the two-dimensional lattice
realized in this cold atom experiment can be viewed as a
two-dimensional generalization of Miiller-Hartmann’s work.
The physical mechanism behind this ferromagnetism can
be called the valley Hund’s rule [25]. Considering the
two-particle case, they can be respectively placed in each min-
imum of single-particle dispersion. For spin-triplet states, the
spatial wave function is antisymmetrized, and the interaction
energy automatically vanishes. However, for the spin-singlet
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FIG. 3. (a) Single-particle dispersion £(k,, k,) of the Hamilto-
nian Eq. (1) for three different values of #'. ' = —0.2 (left), —0.5
(middle), and —0.8 (right). (b) The real and imaginary parts of two
valley Wannier wave functions. These two wave functions are con-
structed by using the Bloch wave functions around each minimum of
single-particle dispersion, as indicated by the solid circle in the right
dispersion in (a).

state, one has to apply extra projection to prevent double
occupation, which inevitably increases the kinetic energy.

Using the low-energy Bloch wave functions around each
minimum, we can construct the effective valley Wannier wave
functions for each valley, as shown in Fig. 3(b). These val-
ley Wannier wave functions extend over several lattice sites.
The on-site repulsion between fermions effectively introduces
Hund’s rule between these valley Wannier wave functions.
In real materials, itinerant ferromagnetism usually occurs in
transition metals with a partially filled d orbit, and Hund’s
rule coupling between these d orbits is crucial for ferro-
magnetism. That is to say, the multiorbital physics plays an
essential role. Miiller-Hartmann’s mechanism says that even
for a single-band model, when the single-particle ground state
has degeneracy, the valley degeneracy can lead to an emergent
multiorbital physics, resulting in itinerant ferromagnetism at
the low-density regime. Since Hund’s rule is a local ferromag-
netic coupling, we expect that the short-range ferromagnetic
correlation caused by this mechanism is robust at finite tem-
peratures. Moreover, since the Hund’s rule coupling is the
leading-order effect of local repulsion while the antiferro-
magnetic superexchange interaction is a second-order effect
of local repulsion, we also expect that this ferromagnetism is
stable with finite interaction strength.

Before concluding this section we discuss how our re-
sults at 7 = 0 relates to the experimentally relevant 7 > 0
scenario. Throughout the work we focus on 7 = 0 and the
long-range ferromagnetism we find will vanish when 7 > 0
due to the Mermin-Wagner theorem. On the other hand, the
separate calculation of short-range correlation, despite being
conducted at T = 0, is of a more local spirit. In general, such
expectation values of local, symmetry-invariant operators tend
to be less vulnerable to finite 7' than long-range operators or
symmetry-covariant operators including the order parameter.
Hence, while caution needs to be exercised when directly
applying T = Oresults to T > 0, we expect our T = 0 results
to provide useful insights for the experimentally relevant finite
T physics.

VI. GENERALIZATION TO HONEYCOMB LATTICE

To further confirm our understanding of emergent ferro-
magnetism in this experiment, we generalize this idea to
other models, where degenerate ground states can also be
found. The first generalization is fermions in a distorted
honeycomb lattice. Similar to the square-lattice model, the
nearest-neighbor hopping is denoted by ¢. We compress the
lattice along the horizontal direction such that we should
also include the next-nearest hopping #’ along the horizontal
dashed line direction, as shown Fig. 1(c). This lattice can also
be viewed as a set of t — ¢’ chains along the £ direction consid-
ered by Miiller-Hartmann’s paper, coupled vertically along the
9 direction. We introduce a similar particle-hole transforma-
tion that only changes the sign of #’. The ground state of this
dispersion also shows a Lifshitz transformation from single
to double degeneracy at t' = —0.25, as shown in Fig. 4(b).
The phase diagram obtained by DMRG calculation is shown
in Fig. 4(a). This phase diagram contains two ferromagnetic
regimes, one in the low-density regime around #' = —0.25 and
the other nearby half filling for # < 0. Clearly, they respec-
tively manifest Miiller-Hartmann and Nagaoka mechanisms
[26]. Unlike the square-lattice case, these two ferromagnetism
mechanisms occur in two disconnected regimes in the phase
diagram, clearly visualizing their difference.

VII. GENERALIZATION TO FLUX LATTICE

The second generalization is a square lattice with a mag-
netic flux in each plaquette. Here, we only consider the nearest
hopping in a square lattice, and the magnetic flux only in-
troduces a phase in the hopping and does not cause Zeeman
splitting. However, with magnetic flux ¢ = 2 /m in each pla-
quette (m is an integer), the translation of one lattice spacing
along the X direction does not commute with one lattice space
translation along the ¥ direction, and only commutes with
the translation of the m lattice spacing along the  direction.
This enlarges the unit cell and leads to m-fold degeneracy
of the dispersion spectrum, as shown in Fig. 5(b). For a
fixed magnetic flux, the only tunable parameter is density. In
Fig. 5(a), we show the total magnetization as a function of
fermion density. It is interesting to note that when m = 1, the
single-particle dispersion is not degenerate but the hopping
satisfies the condition for Nagaoka ferromagnetism. Hence,
DMRG finds ferromagnetism nearby half filling. In contrast,
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FIG. 4. (a) The ferromagnetic regime indicated by DMRG cal-
culation in the n — ¢ phase diagram of the distorted honeycomb
lattice. The model is shown in Fig. 1(c), in which #' denotes the
next-nearest hopping along the horizontal dashed line. The DMRG
calculation is performed in a 3 x 6 zigzag cylinder, with bond di-
mension y = 1400. The dashed line indicates the value of ¢’ for the
Lifshitz transition. (b) The single-particle dispersion of the distorted
honeycomb lattice, with ' = —0.1 (left), = —0.25 (middle), and
= —0.4 (right).

when m > 1, hopping terms no longer satisfy the condition
for Nagaoka ferromagnetism, but the ground-state degeneracy
appears. We find a critical n. and the system is ferromagnetism
when n < n.. We find that n. is approximately given by 1/m,
which corresponds to a half-filled lowest band. Therefore,
ferromagnetism occurs in the low-density regime. This clearly

FIG. 5. (a) S,x obtained by DMRG calculation. Sy, = N/2.
Here, we consider a square lattice with nearest hopping only, but with
magnetic flux ¢. ¢ =0, w, 27 /3, 7 /2, and 27 /5 from the top to the
bottom. The DMRG calculation is performed in a 4 x 10 strip with
bond dimension x = 1400. (b) The single-particle dispersion around
the bottom of the band for different magnetic flux corresponding
to (a).

shows Nagaoka and Miiller-Hartmann are two different mech-
anisms.

When taking a closer look at the data in Fig. 5(a), we
see that, for the ¢ = 7 case, the nonmagnetic state at n ~
0.1——0.3 is anomalous. We find the results in this density
range with ¢ = m are quite sensitive to system geometry
(e.g., which boundary conditions to choose), and the finite-
size effect is quite significant in this density range. There is
also a ferromagnetic region around n ~ 0.8 for m =5 that
is beyond simple understanding. These anomalous behaviors
again highlight how delicate itinerant ferromagnetism tends to
be. Nevertheless, apart from these two anomalies, the general
trend as well as the phase transition boundaries at 1/m agree
well with our expectations.

VIII. CONCLUSION AND DISCUSSIONS

In summary, we analyze a recent experiment that first
discovers itinerant ferromagnetism in an ultracold atom re-
alization of the Fermi Hubbard model. We attribute the
mechanism of this ferromagnetism to the appearance of
single-particle ground-state degeneracy. At low density, the
valley degeneracy is reminiscent of multiorbital physics in
transition metals, and the local repulsive interaction can
lead to a valley Hund’s rule, resulting in ferromagnetic
correlations. This mechanism was first discussed by Miiller-
Hartmann in a simpler one-dimensional model. Recently,
tunable lattice geometry and itinerant ferromagnetism has also
been observed in a controlled moiré material [27] and our
results might also be relevant for these studies.

We remark that by talking about ferromagnetism, we im-
plicitly assume that the Hamiltonian of the system should
not break time-reversal symmetry. In the presence of time-
reversal symmetry, the single-particle ground state should not
degenerate for a normal kinetic energy term due to Feyn-
man’s no-node theorem. In order for the Miiller-Hartmann
mechanism to apply, the key is frustration plus particle-hole
transformation. Because of the lattice frustration, we can ef-
fectively inset flux to the hopping terms after a particle-hole
transformation, such that the condition for Feynman’s theo-
rem is violated. That is why frustration plays an essential role
here. Previously, frustration has been considered an essential
ingredient for the emergence of exotic phases such as spin
liquids [28]; the discussion here shows that frustration can
also be a key ingredient responsible for the emergence of
ferromagnetism.
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