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Wannier functions have widespread utility in condensed matter physics and beyond. Topological physics, on
the other hand, has largely involved the related notion of compactly supported Wannier-type functions, which
arise naturally in flat bands. In this paper, we establish a connection between these two notions, by finding the
necessary and sufficient conditions under which compact Wannier functions exist in one dimension. We present
an exhaustive construction of models with compact Wannier functions and show that the Wannier functions are
unique, and in general, distinct from the corresponding maximally localized Wannier functions.
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I. INTRODUCTION

Wannier functions find applications in almost all areas of
condensed matter physics. In addition to providing a formal
justification for the tight-binding approach [1], they help in
understanding a broad range of properties of crystalline mate-
rials (see Ref. [2] and the references therein).

Maximally localized Wannier functions are often used as
a starting point in numerical studies [3,4]. The localization
properties of Wannier functions also have a direct bearing
on the topological properties of electronic bands [5–9]. Ex-
ponentially localized Wannier functions can be constructed
if and only if the Chern number and Hall conductivity of
the corresponding filled band(s) are zero [5,10,11]. An even
stronger form of localization is compact support, a property of
“compactly supported Wannier-type functions”, which feature
in topological no-go theorems [12–14].

Compactly supported Wannier-type functions necessarily
exist in bands that are completely flat. Flat-band Hamiltonians
have attracted a lot of recent attention [15]. They can host
a variety of interesting phases, from the extensively stud-
ied integer and fractional quantum Hall effects in Landau
levels [16] to more recent examples such as unconventional
superconductivity in bilayer graphene [17–23] and fractional
Chern insulators [24–26]. Consequently, a substantial body of
work focuses on systematically constructing flat-band models
[27–29], often exploiting compactly supported Wannier-type
functions, which are commonly also known as compact
localized states in the context of flat bands. When such wave-
functions form an orthogonal basis (a situation arising for
example when all bands are flat [30–33], or otherwise [34]),
the corresponding projector is Chern trivial regardless of lat-
tice periodicity [35,36].

Similar to Wannier functions, compactly supported
Wannier-type functions (when they can be constructed) span
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a band or a set of bands. However, in general, Wannier-type
functions are not mutually orthogonal and are therefore
not truly Wannier functions (which are always mutually
orthogonal). In this paper, we relate these two concepts and
identify the necessary and sufficient conditions required for
the existence of compactly supported Wannier functions (or
compact Wannier functions in short) in one dimension, i.e.,
Wannier functions that vanish outside a finite region of the
lattice. Building on a previous paper by the current authors
[35], we show that compact Wannier functions (CWFs) can be
constructed if and only if the band projector (or equivalently
the appropriate single-particle Green’s function) is strictly
local (SL). Our proof leads us to an exhaustive construction
in 1d of all possible models that have CWFs, and thus also
of SL projectors. We also show that CWFs are unique when
they span a single band while CWFs that span multiple bands
together are not unique. Finally, we relate compact Wannier
functions to compactly supported Wannier-type functions by
showing that the latter must be the same as the former when
the former exist.

Contrary to the intuition that compact localization is a
stronger form of localization than exponential localization, we
show that maximally localized Wannier functions (MLWFs)
are generally not compactly supported but are exponentially
localized instead, even when CWFs can be constructed. How-
ever, for nearest-neighbor-hopping projectors, we show that
the MLWFs are compactly supported, and provide a construc-
tion to obtain such wavefunctions. For systems without lattice
translational invariance (LTI), we extend this construction to
obtain generalized Wannier functions [37]. Using this method,
we show how to obtain an orthogonal basis of compactly
supported wavefunctions that spans the image of a non-LTI
strictly local projector, with the size of each wavefunction
being twice the maximum hopping range of the projector.

This paper is organized as follows. In Sec. II, we present
the notation used, followed by a discussion of the two families
of wavefunctions that are the focus of this paper: compact
Wannier functions and compactly supported Wannier-type
functions. Next, in Sec. III, we consider systems with LTI
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and establish the equivalence of CWFs and SL projectors in
1d systems and provide an explicit construction of CWFs
for any given SL projector. We also discuss the relation-
ships between CWFs, MLWFs and CWTs for bands that
have SL projectors. In Sec. IV, we present some stronger
results for nearest-neighbor-hopping projectors, and provide
constructions of MLWFs and generalized Wannier functions
for projectors with and without LTI respectively. We end with
concluding remarks in Sec. V.

II. PRELIMINARY DISCUSSION

A. Notation and setup

We consider 1d tight-binding models with basis vectors
denoted by |x, i〉, where x denotes an integer-valued position
index and i = 1, . . . , n denotes the orbitals centered within a
cell [38].

Single-particle operators are represented in this basis by
matrices with rows and columns labeled by x and i. Without
loss of generality, we set the lattice constant to 1.

We will find it convenient to represent the Hilbert space
Htotal in two forms, (1) as a tensor product of the position
space and the orbital space H, and (2) as a direct sum of spaces
at each cell as follows:

Htotal = � ⊗ H, (1)

Htotal =
⊕
x∈�

Hx. (2)

Here, H denotes the n-dimensional orbital space, while Hx

denotes the Hilbert space at cell x. � denotes the lattice, being
equal to Z for infinite-sized systems and ZL for finite systems
of size L.

We call a wavefunction compactly supported if it can be
expressed as a linear combination of a finite number of tight-
binding orbitals, i.e., orbitals whose labels (i.e., x values) are
associated with some finite region of the lattice. We refer to
the length of that region as the size of the wavefunction. While
this definition suffices for systems that are infinite in size, for a
finite-sized system we also require that the size of a compactly
supported wavefunction be smaller than the system length.

We now discuss strictly local (SL) projection operators in
some detail since they play an important role in this paper.
Associated with any subspace of the single-particle Hilbert
space is an orthogonal projector that projects onto the sub-
space. We recall that an orthogonal projector is an operator P
that satisfies P2 = P = P†. We call P strictly local if

〈x1, i|P|x2, j〉 = 0 whenever |x1 − x2| > R (3)

for some finite integer R. We call the smallest value of R the
maximum hopping range of the projector. For finite systems, a
projector is SL only if its maximum hopping range is smaller
the system size [39].

Let us now consider the case where the Hamiltonian has
lattice translational invariance (LTI). It is convenient to use
the representation (1). We define a plane-wave wavefunction
|k〉 := 1√

L

∑
x e−ikx|x〉 where L denotes the system size. Fol-

lowing Bloch’s theorem, a Hamiltonian eigenstate |�m(k)〉
corresponding to a band m may be decomposed as

|�m(k)〉 = |k〉 ⊗ |ψm(k)〉, (4)

where |ψm(k)〉 is a (normalized) column vector with n en-
tries. We restrict k to the first Brillouin zone (1BZ), i.e., k ∈
[−π, π ). k assumes only discrete values for a finite system
with periodic boundary conditions. The projector P onto band
m may then be written as

P =
∑

k∈1BZ

|�m(k)〉〈�m(k)| =
∑

k∈1BZ

|k〉〈k| ⊗ P(k), (5)

where P(k) = |ψm(k)〉〈ψm(k)| is an n × n matrix. (The
summation sign is assumed to incorporate an appropriate
normalization factor.) Clearly, P(k)2 = P(k) = P(k)†, so that
P(k) is also an orthogonal projector. The projector onto multi-
ple bands may be defined similarly, by additionally summing
over the band index m.

Strict locality of a projector with LTI is equivalent to the
condition that each matrix element of P(k) must be a Laurent
polynomial in eik (i.e., a Laurent series in eik with nonzero
coefficients only for powers of eik between −R to R, if R
denotes the maximum hopping range of the projector).

B. Wannier and Wannier-type functions

We will now review the definitions and properties of
Wannier functions as well as Wannier-type functions.

For a Hamiltonian with LTI, we recall that the set
{|�m(k)〉 | k ∈ 1BZ} of Bloch wavefunctions corresponding
to an isolated Bloch band labeled m is an orthonormal basis
spanning the band. A Wannier basis spanning the band con-
sists of wavefunctions |w〉r for r ∈ � defined via

|w〉r = 1√
L

∑
k∈1BZ

eikr |�m(k)〉. (6)

Each wavefunction |w〉r is (in general exponentially) localized
around cell r even in a tight-binding representation. Since
(6) corresponds to a unitary mapping from the set of Bloch
wavefunctions, the set {|w〉r | r ∈ �} of Wannier functions is
also an orthonormal basis spanning the band. Furthermore,
the wavefunctions corresponding to different values of r are
related by lattice translations.

We further recall that Wannier functions corresponding
to a band are not unique since one may obtain a different
set of Wannier functions with the replacement |�m(k)〉 →
|�m(k)〉eiθ (k) in (6) for some real-valued function θ (k). Dif-
ferent choices of the gauge θ (k) result in different degrees of
localization of the Wannier functions. Identifying the gauge
that corresponds to the most localized Wannier functions is
one way of obtaining maximally localized Wannier functions
(MLWFs). For 1d systems that are infinite in size, the MLWFs
are eigenstates of the Px̂P operator, where x̂ denotes the po-
sition operator and P denotes the projector onto the band of
interest [2]. We will find this property useful while discussing
MLWFs for bands with compact Wannier functions.

The discussion so far concerned single isolated bands. In
the case of a set of multiple bands (which may possibly be
mutually intersecting) that are isolated from the rest of the
bands, it is useful to construct “composite Wannier functions”
that span the set of bands [4]. Specifically, one seeks to con-
struct q flavors of composite Wannier functions that together
span a set of q bands, without requiring that each flavor spans
an individual band from the set of bands. In this paper, we
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refer to composite Wannier functions also as simply Wannier
functions.

Let us now discuss Wannier-type functions [14], which are
in a certain sense a generalization of Wannier functions. A
flavor of Wannier-type functions consists of a localized wave-
function and all its lattice translates. However, unlike Wannier
functions, which are all mutually orthogonal, Wannier-
type functions need not be linearly independent, let alone
mutually orthogonal. Thus, a set of p bands may together be
spanned by a set of q flavors of Wannier-type functions with
q � p. Consequently, Wannier-type functions are in general
not true Wannier functions. We note that Wannier as well as
Wannier-type functions are in general not Hamiltonian eigen-
states, except in the case when the band is flat. However, both
varieties are eigenstates of the projector onto the band(s).

Since Wannier functions are also Wannier-type functions
(with the additional condition of orthogonality), one can al-
ways construct Wannier-type functions for a band by virtue
of the existence of Wannier functions. Less trivially, it is also
possible to construct nonorthogonal Wannier-type functions
for a band or a set of bands. In the case of a single iso-
lated band, for example, it is possible to obtain unnormalized
but nonvanishing Bloch wavefunctions that span the band,
which may then be used to construct Wannier-type functions.
For instance, consider |�̃m(k)〉 := (2 + sin2 k)|�m(k)〉 where
|�m(k)〉 are the normalized Bloch wavefunctions from Eq. (4).
Similar to the Wannier functions defined in Eq. (6), we may
analogously define a family of wavefunctions

|w̃〉r := 1√
L

∑
k∈1BZ

eikr |�̃m(k)〉. (7)

It is straightforward to see that {|w̃〉r | r ∈ �} is a set of
wavefunctions that spans the band. While these wavefunctions
are related to each other by lattice translations, they are not
mutually orthogonal. Thus, {|w̃〉r | r ∈ �} is a set of Wannier-
type functions spanning the band. One may similarly obtain
Wannier-type functions that span multiple bands.

Interest in Wannier-type functions in recent years is pri-
marily due to the fact that Wannier-type functions that are
compactly supported always arise in Hamiltonians with flat
bands. Specifically, when a SL Hamiltonian has a flat band,
the latter is necessarily spanned by such compactly supported
Wannier-type functions or CWTs in short [14]. Furthermore,
whenever CWTs span a band or a set of bands (regardless of
band flatness), the band(s) have been shown to be topological
trivial [14]. In the context of flat bands, CWTs are also known
as compact localized states or CLSs in short and have been
used extensively to construct model Hamiltonians that have
flat bands [15].

While one may always construct Wannier and Wannier-
type functions for a band or a set of bands, it is not always
possible to construct such wavefunctions that are compactly
supported. Furthermore, in general, the existence of CWTs
does not guarantee the existence of compact Wannier func-
tions (CWFs). (However, the existence of CWFs implies the
existence of CWTs, since CWFs are orthogonal CWTs.) For
instance, while a flat band is always spanned by CWTs,
in many cases, it is impossible to construct compact Wan-
nier functions that span the band (see Ref. [35] for some

examples). As we will show below, the condition that is nec-
essary and sufficient for the existence of CWFs is that the
corresponding projector is SL.

CWTs and CWFs cannot directly be defined for systems
without LTI. However, a natural generalization of Wannier
functions to Hamiltonians without LTI is an orthonormal ba-
sis of localized wavefunctions that spans a subspace of the
single-particle Hilbert space. In one dimension, analogous to
MLWFs, “generalized Wannier functions” have been defined
to be the eigenstates of Px̂P [37]. A generalization of CWTs
for Hamiltonians without LTI is a possibly nonorthogonal,
or even an over-complete basis consisting of compactly sup-
ported wavefunctions that spans the occupied subspace of the
single-particle Hilbert space.

III. COMPACT WANNIER FUNCTIONS

In this section, we consider systems with lattice trans-
lational invariance (LTI) and present various properties of
CWFs in one dimension. We prove that CWFs can be con-
structed if and only if the band(s) they span are associated
with a SL projector. Next, we discuss the uniqueness of such
bases, followed by a discussion of their relation to CWTs and
MLWFs.

Except for the discussion pertaining to MLWFs, all our
conclusions and methods are applicable to infinite lattices
as well as finite lattices with periodic boundary conditions.
We consider flat as well as dispersive bands. Our method for
constructing CWFs works for single isolated bands as well
as a set of composite bands, i.e., a set of bands that may be
mutually intersecting, but which are isolated from the rest of
the spectrum via gaps. In the latter case, the projector in k
space, i.e., P(k) corresponding to the composite bands, has
a rank greater than one. We then obtain the corresponding
composite compact Wannier functions. On the other hand, in
the case of entangled bands, i.e., a band or a set of bands
that intersect with some other band(s) from the spectrum, it
is a priori unclear how to assign a subspace to the band(s) of
interest. However, when a projector P(k) can be assigned to an
entangled band using a disentangling procedure such as from
Ref. [40], we can still obtain CWFs using our procedure if P
is a strictly local projector.

Let us also mention related prior study on CWFs. It has
been noted that CWFs can be constructed in various mod-
els, for example in the dice model [41], the sawtooth lattice
[42], the diamond lattice [43], the Creutz ladder [44], and the
Su-Schrieffer-Heeger model [45] at certain parameter values.
In general, one-dimensional Hamiltonians that only have flat
bands always feature CWFs [31]. In specific models where
CWFs can be constructed, they have been utilized to under-
stand various phenomena such as existence of bound pairs of
electrons [33], Hilbert space fragmentation [46] and flat-band
quantum scars [34]. However, in all these studies, CWFs have
been discussed on a case-by-case basis, because, as pointed
out in Ref. [33], “It is not known in general under which
conditions...compact Wannier functions exist for a band.” To
our knowledge, the only other prior work that studied compact
Wannier functions in generality is Ref. [35] by the current
authors.
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In Ref. [35], it was shown by construction that strict lo-
cality of 1d projectors is equivalent to the existence of an
orthogonal basis of compactly supported wavefunctions. For
projectors with LTI, however, the method of construction of
such wavefunctions did not result in true compact Wannier
functions. The set of wavefunctions obtained from this proce-
dure has the property that it is invariant only under translations
by integer multiples of 2R (instead of 1 required for Wannier
functions), where R denotes the maximum hopping range of
the projector. In contrast, the construction we present below
always results in compact Wannier functions with the full
lattice translational symmetry of the original lattice. Unlike
in Ref. [35], where a Gram-Schmidt orthogonalization proce-
dure was used, here, we exploit the special structure of SL
projectors revealed using singular value decompositions of
their constituent blocks.

A. Equivalence to strictly local projectors

We will now show that in LTI systems, strict locality of a
projector is equivalent to the existence of CWFs correspond-
ing to the band(s). First, we note that if a set of CWFs spans
a set of s � 1 bands, then the corresponding projector P is
SL. This follows from the fact that P(k) = ∑s

i |ψi(k)〉〈ψi(k)|,
where |ψ1(k)〉, . . . , |ψs(k)〉 are the Fourier representations of
distinct CWF flavors. Clearly, P(k) has matrix elements that
are all Laurent polynomials (i.e., Laurent series with finite
number of terms) in eik . The proof of the converse is more
subtle as we will now see.

To that end, we consider an SL projector with maximum
hopping range R � 1. (The case R = 0 is trivial, since P
can be diagonalized with an intracell rotation thus giving us
CWFs.) As noted above, in k space, it can be represented by a
projection matrix P(k) with elements that are Laurent polyno-
mials in eik with degrees � R. Our procedure is iterative, with
each step involving a SL unitary rotation Ur (k) that reduces
the maximum hopping range of the projector by 1.

Let us briefly discuss our strategy before presenting the it-
erative step. The main idea is that since P(k) is Hermitian, we
can construct a (suitable) unitary operator U (k) that diagonal-
izes P(k) so that U (k)†P(k)U (k) = diag(1, . . . , 1, 0, . . . , 0).
The inverse Fourier transforms of the columns of U (k) that
correspond to the eigenvalue 1 are then Wannier functions
that span the band(s) corresponding to P(k). Different valid
choices of U (k) correspond to different, equally valid con-
structions of Wannier functions. We aim to construct a U (k)
with the special property of only having matrix elements that
are Laurent polynomials in eik .

While P(k) itself has matrix elements that are Laurent
polynomials in eik since P is SL, it is not obvious that there
exists a U (k) that only has Laurent polynomial matrix ele-
ments. To our knowledge, this property has not been proved
in the literature. Indeed, a generic valid U (k) will not have
Laurent polynomial matrix elements, unless carefully con-
structed. To illustrate this point, consider the following SL
projector:

P(k) = 1

6

(
2
√

2 cos(k) + 3 −2
√

2 sin(k) + i

−2
√

2 sin(k) − i 3 − 2
√

2 cos(k)

)
. (8)

Applying a standard procedure for diagonalizing a Hermitian
matrix, we obtain a unitary matrix

U (k) = 1√
6

⎛⎜⎝ −2
√

2 sin(k)+i√
3−2

√
2 cos(k)

2
√

2 sin(k)−i√
2
√

2 cos(k)+3√
3 − 2

√
2 cos(k)

√
2
√

2 cos(k) + 3

⎞⎟⎠ (9)

that diagonalizes P(k), i.e., U (k)†P(k)U (k) = diag(1, 0).
None of the matrix elements of U (k) are Laurent polynomials
in eik , and consequently, the Wannier functions obtained from
U (k) are exponentially localized instead of being compactly
supported as desired. Instead, our procedure guarantees the
construction of a Laurent polynomial U (k), which thus yields
compact Wannier functions. For the example above, our pro-
cedure results in the unitary matrix

U (k) = 1√
6

( √
2 + eik −i(

√
2 − e−ik )

i(−√
2 + eik )

√
2 + e−ik

)
, (10)

which diagonalizes P(k) and only has Laurent polynomial
entries.

We will now discuss the iterative step. Consider an inter-
mediate step, at the start of which we have a projector P(r)

that has a maximum hopping range r with R � r � 1. Note
that P(r) can be expressed as

P(r)(k) = P0 +
r∑

m=1

(Pmeikm + P†
me−ikm). (11)

First, we obtain a singular value decomposition (SVD) of Pr ,
which we conveniently write as

Pr =
∑
σ �=0

nσ∑
j=1

σ |ψσ, j〉〈φσ, j |. (12)

Here, σ denotes the nonzero singular values, and nσ denotes
the degeneracy of σ . By construction, all the ψ’s are mutually
orthogonal, and so are the φ’s.

We note that P2
r = 0, which follows from (P(r) )2 = P(r),

and (11). Squaring (12) and using P2
r = 0, we conclude that

〈ψσ,i|φσ ′, j〉 = 0. Therefore, the set S of all φ’s and ψ’s to-
gether is a set of orthonormal wavefunctions. If |S| < n (the
number of orbitals per cell), then one can obtain enough
wavefunction {|μ〉} such that together with S, they form an
orthogonal basis for the orbital space H.

We now implement a unit cell redefinition, so that all the
φ wavefunctions at cell x − 1, and all the ψ and μ wavefunc-
tions at cell x together are grouped into a new cell at x. This
corresponds to a unitary transformation Ur , given by

Ur (k) =
∑

φ

e−ik|φ〉〈φ| +
∑
ψ

|ψ〉〈ψ | +
∑

μ

|μ〉〈μ|. (13)

In this new basis, P(r) transforms to P(r−1) = U †
r P(r)Ur (which

is also a projection matrix), and has a maximum hopping
range of r − 1 (for a proof, see Appendix A).

Thus, after at most R iterative steps, the projector is an on-
site hopping projector, so that one final k-independent rotation
U0 finally diagonalizes it. The total unitary transformation is

P(k) → U †(k)P(k)U (k) = diag(1, . . . , 1, 0, . . . , 0)

with U (k) = UR(k) . . . U1(k)U0. (14)
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All matrix elements of U (k) are Laurent polynomials in eik

by construction. Hence, the inverse Fourier transforms of
the columns of U (k) corresponding to the 1 eigenvalues are
CWFs spanning the bands corresponding to P(k).

We demonstrate this procedure by applying it step-by-step
to an example SL projector in Appendix B.

It is straightforward to show that the size of the CWFs
can be at most R + 1 cells, if the projector has a maximum
hopping range R. To that end, we note that each CWF obtained
via the procedure described above is actually a bare orbital in
the rotated basis determined by U (k). A CWF in the original
orbital basis can be obtained by implementing the rotations
in reverse on a bare orbital. Since the application of each Ui

increases the size of a wavefunction in position space by 1
cell, the CWFs cannot be larger than R + 1 cells. Additionally,
at least one of the obtained CWF flavors must have a size of
R + 1 cells. (Otherwise, the maximum hopping range of the
projector can be inferred to be less than R, which contradicts
the assumption.)

Therefore, the procedure for obtaining CWFs from an SL
projector, implemented in reverse, is a recipe for an exhaus-
tive construction of CWFs as well as of SL projectors with
LTI. For example, if one wants to construct an SL projector
spanning a single band in a three-band model, and which
has a maximum hopping range of 2, then one can start with
diag(1, 0, 0), and repeatedly transform it using intracell uni-
taries and unit-cell redefinitions.

For an example of a nontrivial projector generated using
this procedure, see Appendix B. In the absence of LTI, the

crystal momentum k is no longer a good quantum number,
and as a result, this procedure is not directly applicable.
Nonetheless, an orthogonal basis of compact wavefunctions
can be constructed for an SL projector without LTI, as shown
in Sec. IV C.

B. Relation to MLWFs

Maximally localized Wannier functions (MLWFs) are de-
fined as Wannier functions that have the least quadratic spread
in space [2,3]. In this subsection, we consider infinite-sized
1d systems, in which case, MLWFs are eigenstates of the
projected position operator, i.e., of Px̂P [3].

In 1d, it has been shown that MLWFs have tails that die
off exponentially (or faster) [3]. Since CWFs are compactly
supported, it might seem reasonable to assume that they are
also maximally localized. We will now show that this is not
the case. Specifically, even when a set of bands is spanned by
CWFs (or equivalently, the projector is SL), the corresponding
MLWFs need not be compactly supported.

To that end, we provide a simple representative example.
Consider a two-band model with one band that is spanned by
a flavor of CWFs, with the CWF at location x being

|ψx〉 = 1√
6

(
√

2|x, 1〉 − |x + 1, 1〉

+ |x + 1, 2〉 +
√

2|x + 2, 2〉). (15)

Is it straightforward to express the Px̂P operator in terms of
these wavefunctions. We find that

Px̂P =
∑

x

(
(x + 1)|ψx〉〈ψx| + 1

3
√

2
(|ψx+1〉〈ψx| + |ψx〉〈ψx+1|)

)
. (16)

The MLWFs are then a set, consisting of a wavefunction |wx〉,
which is a simultaneous eigenstate of Px̂P and P, and all its
lattice translates. It is easy to see that no eigenstate of Px̂P
(corresponding to a nonzero eigenvalue) can be compactly
supported. (If that were the case, then |wx〉 = ∑l+m

j=l c j |ψ j〉
for some c j and finite l and m > 0. We then find that
Px̂P|wx〉 has a larger spatial spread that |wx〉, leading to a
contradiction.

Thus for this example, MLWFs are not compactly sup-
ported, even though a CWF basis spans the band. However,
the MLWFs are exponentially localized, which follows from
Ref. [3]. We expect that the behavior seen in this example
applies more generally; in other words, that the numerical
construction of MLWFs will result not in CWFs, but in expo-
nentially decaying Wannier functions. We note that for finite
systems with periodic boundary conditions, since the position
operator is not well-defined, the MLWFs are not eigenstates of
Px̂P and are instead obtained by maximizing an appropriate
functional [47]. Nevertheless, even for these systems with
periodic boundary conditions, one expects that the MLWFs
will converge to the MLWFs of the corresponding infinite
system as the system size is increased. Since the MLWFs of
the infinite system do not match the CWFs considered here,
the MLWFs for large enough finite systems are also not, in
general, compactly supported.

Even though CWFs are not always MLWFs, when a pro-
jector is nearest-neighbor hopping, the MLWFs are actually
compactly supported. Furthermore, if such a projector does
not have LTI, it is still possible to obtain “generalized Wannier
functions” [37], which are analogs of MLWFs. (See Sec. IV
for proofs of both statements.)

C. Uniqueness of compact Wannier functions

We will now show that if a single band is spanned by CWFs
{|ψx〉|x ∈ Z}, then these CWFs form a unique set of Wannier
functions (up to a phase) that are compactly supported for that
band.

We prove this by contradiction. Suppose there exists an-
other flavor of CWFs, {|φx〉|x ∈ Z}, which spans the band.
Then every |φx〉 can be expressed as a superposition of a finite
number of |ψy〉’s, so that

|φx〉 =
∑

k� j�l

c j |ψx+ j〉, (17)

with integers k and l such that both ck and cl �= 0. Since
the φ’s are Wannier functions, they are orthogonal to their
translates. With T denoting translation by one unit cell, we
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thus have

0 = 〈φx|T l−k|φx〉
=

∑
k� j,m�l

c∗
j cmδ j+k,m+l

= c∗
l ck, (18)

which is impossible since both cl and ck are nonzero. Thus,
every other WF of the band is a superposition of an infinite
number of translates of |ψ〉’s, implying that CWFs for a single
band are unique up to inconsequential phases.

In contrast, the CWFs for multiple bands are not unique,
so that when a set of multiple bands are together spanned
by a set of composite CWFs, one can generate many such
sets. For example, if two band are together spanned by CWFs
{|ψx〉|x ∈ Z} ∪ {|φx〉|x ∈ Z}, then {(|ψx〉 + |φx〉)/

√
2 | x ∈

Z} ∪ {(|ψx〉 − |φx〉)/
√

2 | x ∈ Z} forms a distinct set of CWFs
spanning the same set of bands.

D. Uniqueness of compact Wannier-type functions

As discussed in Sec. II B, Wannier-type functions are
a generalization of Wannier functions. A flat band is
always spanned by compactly supported Wannier-type func-
tions (CWTs), which are called compact localized states or
CLSs in that context [27] since they are also Hamiltonian
eigenstates.

SL projectors can be associated with flat, i.e., disper-
sionless bands (for example, see Refs. [30–32]) as well as
dispersive bands. However, not all flat-band projectors are
strictly local, and in general one cannot construct CWFs for
flat bands. Consequently, CLSs or CWTs are not, in general,
expected to form an orthogonal basis.

We will now show that if a single flavor of CWTs spans
a band described by an SL projector P, then the CWTs
are actually the unique CWFs spanning the band. To that
end, we will show that if a single flavor of CWTs spans a
band, the CWTs form an orthogonal set of wavefunctions.
In Fourier space, the CWTs, say {|ψx〉|x ∈ Z} each of size
p, correspond to a possibly unnormalized, but nonvanish-
ing Bloch-like wavefunction |ψ (k)〉 = ∑p−1

j=0 |φ j〉eik j (with
|φ0〉 �= 0 and |φp−1〉 �= 0). Thus, the band projector P(k) can
be expressed as P(k) = P (k)

Q(k) , with P (k) = |ψ (k)〉〈ψ (k)| and
Q = 〈ψ (k)|ψ (k)〉. Each element of P and Q are then Laurent
polynomials in eik with degrees at most p − 1. Since each
matrix element Pi j = QPi j , the degree of Q is < p − 1 [or
else, it equals p − 1 and P(k) has degree 0, in which case the
problem is trivial and hence we will not discuss it further].
Thus 〈φp−1|φ0〉 = 0, with both vectors being nonzero. One
can thus iteratively implement unit-cell redefinitions similar to
(13) with the identification φ0 → φ and φp−1 → ψ , and con-
clude that U (k)|ψ (k)〉 = (1 0 . . . 0)T , and therefore |ψ (k)〉 is
normalized for all k after all. In other words, the CWTs are
actually CWFs, and it then follows from the uniqueness of
CWFs that the CWTs are the unique CWFs. We note that
a similar procedure was used in Ref. [31] for constructing
compact localized states for Hamiltonians that only have flat
bands.

IV. NEAREST-NEIGHBOR PROJECTORS

Having discussed CWFs for SL projectors that have LTI,
we will now provide some key results for projectors that are
nearest-neighbor (NN) hopping in one dimension, with or
without LTI. Specifically, we will show that MLWFs in in-
finite systems are always compactly supported if the projector
is NN. We will provide a procedure for such a construction.
In addition, we will show that even in the absence of LTI, one
can construct analogs of MLWFs called generalized Wannier
functions [37] for any NN projector. We highlight that the
MLWFs and generalized Wannier functions have a size of 1
or 2 cell only. CWFs that have been obtained in the literature
have primarily been of this type, but have been obtained
in specific models instead of encompassing all possibilities.
(See, for example, the CWFs for Creutz ladder and the dia-
mond chain, constructed in Ref. [33].)

We consider infinite systems or finite systems with open
boundary conditions in this section. In either case and regard-
less of LTI, the wavefunctions we obtain are eigenstates of
Px̂P. The procedure for constructing Px̂P eigenstates for NN
projectors without LTI is also applicable to NN projectors
with LTI. However, for the latter, we would like to obtain a
set of Wannier functions, which have the property that the
set they form is invariant under any lattice translation oper-
ation. Hence, the procedure developed for non-LTI systems
requires modifications in order to obtain MLWFs for LTI
NN projectors. So, we first present the procedure for NN
projectors without LTI, followed by that for NN projectors
with LTI. Finally, we discuss how to extend these results to
SL projectors with larger hopping ranges.

A. Nearest-neighbor projectors without lattice
translational invariance

First we describe some notation and conventions. We will
say that P “connects” two orbitals if P has a nonzero matrix
element between them. We find it convenient to define “hop-
ping matrices” as follows. For any cell x, hopping matrices Px

i
are defined as

Px
i := 〈x + i|P|x〉, (19)

thus being matrices of size n × n, where n is the number of
orbitals per cell. Since P is NN hopping, for each x only Px

0
and Px

±1 can be nonzero. Furthermore, Px+1
−1 = (Px

1 )†, since
P is Hermitian. We will also find it convenient to use the
decomposition (2) for the total Hilbert space.

The primary tool in our procedure is again the singular
value decomposition (SVD). Given an NN projector P, our
objective is to obtain eigenvectors of P that are also eigen-
states of the Px̂P operator. To that end, we leverage the
properties of various blocks in the matrix representation of P.

Our procedure is iterative, with each step resulting in an
intra-cell unitary rotations. Each unitary rotation corresponds
to a change of basis, and is accompanied by a reduction in the
connectivity of the projector in the new basis. At the end of the
procedure, we obtain states that are simultaneous eigenstates
of P as well as Px̂P. We summarize the main steps involved
in a pseudocode form in Procedure 1. We will now present the
procedure in detail.
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Procedure 1: Generalized Wannier functions for nearest-neighbor projectors.

Input: A nearest-neighbor-hopping projection operator P operating on a 1d lattice � ⊆ Z.
Procedure:

1. Obtain all hopping matrices Px
i for i ∈ {0, 1} as defined in Eq. (19).

2. Diagonalize Px
0 for all x ∈ �. Update all hopping matrices by expressing them in the diagonal bases of Px

0 s.
3. Implement SVDs of all Px

1 matrices sequentially as follows. Choose any nonrepeating sequence of integers x1, x2, . . . that includes all
elements of �. For k = 1, 2, . . . , do:
(a) Set x ← xk

(b) Obtain an SVD of Px
1 by separately (and independently) implementing SVDs of all constituent blocks Px

λ→1−λ [see Eq. (23)]. For
each block Px

λ→1−λ, if any row or column is zero, choose an SVD that leaves the corresponding tight-binding orbital unrotated.
(c) The unitary operators in the SVD of Px

1 define new, rotated tight-binding orbitals at Hx and Hx+1. Express hopping matrices Px−1
1 ,

Px
1 and Px+1

1 in this new rotated basis. (The rest of the hopping matrices are unaffected by this basis transformation).
(d) Increment k by 1 and go back to step (a).

4. The sequential rotations resulting from the diagonalizations and SVDs from the steps above result in new, rotated tight-binding
orbitals at each cell. They can be denoted by {|x, λ, i〉|x ∈ �,λ ∈ σ [Px

0 ], i = 1, . . . , d[λ, Px
0 ]}, where σ [◦] and d[λ, ◦] denote the set

of eigenvalues of matrix ◦ and the degeneracy of its eigenvalue λ respectively. Define the set of “monomers” M as the set of
tight-binding orbitals that correspond to λ = 1. For λ ∈ (0, 1), as described above Eq. (24), every tight-binding orbital has exactly
one “partner orbital” at a neighboring cell. For every such pair of partner orbitals |x, λ〉 and |x + 1, 1 − λ〉, define a “dimer”

|w〉 =
√

λ|x, λ〉 + √
1 − λ|x + 1, 1 − λ〉. (20)

Obtain the set D that comprises dimers corresponding to every such pair.
Output: The set M ∪ D so obtained is a generalized Wannier basis of P. Each element of this set has a spatial extent of one or two cells,

and is an eigenstate of both P and Px̂P.

The first step is to diagonalize Px
0 for each x. Thus, at

each cell x, we obtain an orthogonal basis {|x, λ, i〉} com-
prising eigenvectors of Px

0 , that spans the local Hilbert space
Hx. Here, the index i distinguishes degenerate states (if λ is
degenerate). For the steps that follow, we refer to orbitals as
being the eigenvectors of the Px

0 matrices. When clear from the
context, we will drop the position index and the degeneracy
index if inessential.

We note that all eigenvalues of Px
0 matrices lie in [0, 1]. To

see this, consider an eigenvector |λ〉 of Px
0 with eigenvalue λ.

Then,

Px
0 = (

Px
0

)2 + (
Px

1

)†
Px

1 + Px−1
1

(
Px−1

1

)†

⇒ λ − λ2 = ∥∥Px
1 |λ〉∥∥2 + ∥∥Px−1

1 |λ〉∥∥2

⇒ λ − λ2 � 0

∴ 0 � λ � 1. (21)

Next, we note that P connects orbitals at adjacent cells only if
their eigenvalues add to 1. In other words, 〈x + 1, λ′|P|x, λ〉 =
0, unless λ + λ′ = 1. This follows from

Px
1 = Px

1 Px
0 + Px+1

0 Px
1

⇒ 〈λ′|Px
1 |λ〉 = 〈λ′|Px

1 Px
0 |λ〉 + 〈λ′|Px+1

0 Px
1 |λ〉

∴ 0 = (λ + λ′ − 1)〈λ′|Px
1 |λ〉. (22)

A corollary is that if they exist, λ = 0 states are annihilated by
P, while λ = 1 states are eigenvectors of P with eigenvalue
1. Additionally, it follows that if Px

0 has an eigenvalue λ,
then at least one of Px±1

0 must have an eigenvalue of 1 − λ.
(Otherwise, we reach the contradiction that P has eigenvalues
other than 0 and 1.)

With these properties at our disposal, we proceed to the
next step, which is to obtain an SVD of all the Px

1 matri-
ces simultaneously. Specifically, we will show that judicious

unitary rotations at each cell can bring all the Px
1 matrices

into diagonal forms simultaneously, while keeping all the Px
0

matrices diagonal as well. We will show that such rotations
can be obtained by implementing SVDs (with particular prop-
erties) of the Px

1 matrices sequentially. [At face value, it is not
obvious that this can be done, because (for example) an SVD
of Px

1 can interfere with an SVD of Px−1
1 , since the domain

space and the target space respectively of the two are the same
(i.e., Hx).] To explain how this can be done, we first discuss
properties of the SVD of a single Px

1 matrix.
First, we note that orbitals corresponding to λ = 0 and λ =

1 at x (when they exist) can be ignored, since Px
1 annihilates

them. For eigenvalues λ �= 0 or 1 of Px
0 , as noted before, P

connects an orbital |x, λ, i〉 only to the 1 − λ orbitals at cells
x ± 1. Thus, Px

1 has a particular block structure, with nonzero
blocks Px

λ→1−λ that connect the λ subspace at x to the (1 − λ)
subspace at x + 1. If Hy

β denotes the eigenvalue β subspace at
cell y, then the block structure of Px

1 can be inferred to be

Px
1 =

Hx
λ . . . Hx

μ Hx
0Hx

1⎛⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎠
Px

λ→1−λ 0 0 0 0 Hx+1
1−λ

0 . . . 0 0 0
...

0 0 Px
μ→1−μ 0 0 Hx+1

1−μ

0 0 0 0 0 Hx+1
1

0 0 0 0 0 Hx+1
0

(23)

where λ, . . . , μ denote the nonzero eigenvalues of Px
0 . [Note

that it is possible for some eigenvalues to not be “paired” in
the matrix representation above. For example Px

0 may have an
eigenvalue γ ∈ (0, 1), but it is possible for Px+1

0 to not have
an eigenvalue of 1 − γ . Similarly, it is possible that there may
not be a 0 or 1 eigenspace at x or x + 1. In all such cases, the
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corresponding rows/columns should be understood as being
absent in the block structure above].

We exploit this block structure, and obtain an SVD of
Px

1 by combining the SVDs of each of the blocks obtained
independently. Thus, we can obtain unitary rotations within
each λ subspace at x and each 1 − λ subspace at x + 1, so
that (in the new basis) Px

1 connects every λ orbital at x with
either zero, or exactly one “partner” orbital corresponding to
eigenvalue 1 − λ at cell x + 1. Henceforth, these post-rotation
orbitals will be referred to as orbitals at x and x + 1.

Having implemented these rotations, let us now discuss
how an SVD of Px−1

1 can be obtained without disturbing the
partner structure between cells x and x + 1. To that end, we
first note that whenever orbital |x, λ〉 has a partner orbital
|x + 1, 1 − λ〉, P does not connect |x, λ〉 with any orbital at
cell x − 1. (This follows from the fact that P2 = P is NN hop-
ping, so that Px

1 Px−1
1 = 0). On the other hand, it also follows

that if an orbital |x, λ〉 with λ �= 0, 1 does not have a partner
orbital at cell x + 1, then |x, λ〉 must be connected to at least
one orbital (which must have eigenvalue 1 − λ) at cell x − 1,
and thus Px−1

1 must have a block Px−1
1−λ,λ that connects these

subspaces.
Thus, Px−1

1 maps the 1 − λ orbitals at cell x − 1 only onto
those λ orbitals at x that do not have partner orbitals at x + 1.
Thus, an SVD of Px−1

1−λ→λ that leaves untouched the λ orbitals
at cell x that have partners at x + 1, can be obtained. Such
an SVD also ensures that all the λ ( �= 0, 1) orbitals at x now
get exactly one partner state, either at x + 1 or at x − 1. [This
along with (21) implies that the nonzero singular values of
Px

λ,1−λ are all equal to
√

λ(1 − λ).] Implementing such SVDs
of all its blocks, we thus obtain an SVD for Px−1

1 , which
respects the SVD of Px

1 . In a similar fashion, one can obtain an
SVD for Px+1

1 without disturbing the partner structure between
cells x − 1 and x.

The procedure ends when SVDs of all the P1s are obtained
sequentially following the prescription above. At the end of
the procedure, the connectivity of the projector is greatly
reduced in the rotated orbitals, and has the property that every
λ �= 0, 1 orbital at a cell x is connected via P only to itself
and exactly one partner orbital (with eigenvalue 1 − λ) either
at cell x − 1 or at x + 1. On the other hand, any orbital that
corresponds to λ = 0 is annihilated by P, while λ = 1 orbitals
are eigenvectors of P with eigenvalue 1. In this orbital basis,
we straightforwardly obtain a generalized Wannier basis, i.e.,
an orthogonal basis of the image of P, with the property that
each basis vector is also an eigenvector of Px̂P.

Specifically, the basis consists of “monomers”, i.e., all
the λ = 1 orbitals that exist, along with “dimers”, each of
which is a linear combination of a λ orbital (for λ �= 0, 1),

and its (1 − λ) partner orbital at a neighboring cell. For ex-
ample, if orbital |x, λ〉 corresponding to eigenvalue λ �= 0, 1
of Px

0 has a partner orbital |x + 1, 1 − λ〉 at cell x + 1, then
Px

1 |x, λ〉 = √
λ(1 − λ)|x + 1, 1 − λ〉. Thus, we can define a

state |w〉, which is a simultaneous eigenstate of P and Px̂P.
Specifically,

|w〉 :=
√

λ|x, λ〉 + √
1 − λ|x + 1, 1 − λ〉,

is s.t. P|w〉 = |w〉,
and Px̂P|w〉 = (x + 1 − λ)|w〉. (24)

The set of all such monomer and dimer states forms the set
of generalized Wannier functions for P, since it spans the
image of P, and consists of simultaneous eigenstates of P
and Px̂P.

B. Nearest-neighbor projectors with lattice
translational invariance

We now return to the case of NN projectors with LTI.
While the procedure for obtaining generalized Wannier func-
tions also generates simultaneous eigenstates of P and Px̂P
operators for LTI NN projectors, the obtained basis may not
be Wannier functions, since they may lack the property of
forming a set that is invariant under any lattice translation
operation. We will now provide a modification that generates
compact Wannier functions, which are also the maximally
localized Wannier functions. (We present the main steps in
a pseudocode form in Procedure 2.)

First, we note that because of LTI, we have only two hop-
ping matrices P1 and P0 [see (19)] that determine the projector,
since P(k) = P0 + P1eik + P†

1 e−ik . Additionally, many of the
statements from the non-LTI case carry over. Since P†

0 = P0

and P0 = P2
0 + P1P†

1 + P†
1 P1, eigenvalues of P0 are real and lie

in [0,1]. As before, we diagonalize P0 and obtain an orthonor-
mal eigenbasis {|λi〉| λ is an eigenvalue of P0} for the orbital
space H, with λs denoting P0 eigenvalues and i distinguishing
degenerate states. Until specified otherwise, from this point
onwards, by orbitals, we will mean vectors from this basis.

Since P1 = P1P0 + P0P1, we note that 〈μ|P1|λ〉 �= 0 for
λ �= 0, 1 only if μ + λ = 1. Thus, P connects orbitals λ and μ

at neighboring cells only if the sum of the P0 eigenvalues they
correspond to add to 1. We also note that if P0 has an eigen-
value λ �= 0, 1, then it also must have an eigenvalue 1 − λ.
So, if nλ denotes the multiplicity of eigenvalue λ, then for
λ ∈ (0, 1), nλ �= 0 ⇐⇒ n1−λ �= 0. Therefore, P1 has a block
structure similar to (23). Dropping all the position indices
from (23), we can write it as

P1 =

Hλ H1−λ . . . Hμ H1−μ H0H1⎛⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎠

0 P(1−λ)→λ 0 0 0 0 0 Hλ

Pλ→(1−λ) 0 0 0 0 0 0 H1−λ

0 0 . . . 0 0 0 0
...

0 0 0 0 P(1−μ)→μ 0 0 Hμ

0 0 0 Pμ→(1−μ) 0 0 0 H(1−μ)

0 0 0 0 0 0 0 H0

0 0 0 0 0 0 0 H1

, (25)
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with λ, . . . , μ denoting eigenvalues of P0 that lie in (0,0.5],
and Hλ denoting the λ eigenspace. λ = 1 − λ when λ = 0.5,
so the two corresponding rows/columns collapse to one in
this case. Rows (and columns) corresponding to eigenvalues
that do not exist for a particular example should be under-
stood as being absent in the representation above. Similarly
to the procedure for the non-LTI projectors, we will obtain
an SVD of the P1 matrix by obtaining the SVDs of its var-
ious blocks. Let us first consider the blocks corresponding
to λ and 1 − λ for λ ∈ (0, 0.5). We start with an SVD of
Pλ→(1−λ). If |λ〉 and |1 − λ〉 are two vectors corresponding
to a nonzero singular value σ so that P1|λ〉 = σ |1 − λ〉 and
P†

1 |1 − λ〉 = σ |λ〉, then P1|1 − λ〉 = 0 and P†
1 |λ〉 = 0. [This

follows from P2 = P being an NN operator, so that P2
1 =

(P†
1 )2 = 0.] In position space, this means that P maps the

span of {|x, λ〉, |x + 1, 1 − λ〉} onto itself. Thus, such vectors
are “paired” with each other. As a consequence, P(1−λ)→λ

has possibly nonzero matrix elements only between vectors
corresponding to zero singular values of Pλ→(1−λ). An SVD of
P(1−λ)→λ can thus be implemented via rotations affecting only
these subspaces, leaving the subspaces of the paired vectors
untouched. At the end of all these rotations, every λ orbital
at a cell is connected to one and only one 1 − λ (“partner”)
orbital at a neighboring cell, and similarly for 1 − λ. We note
again that all the nonzero singular values of both P(1−λ)→λ

and Pλ→(1−λ) are equal to
√

λ(1 − λ). This follows from the
equation P0 = P2

0 + P†
1 P1 + P1P†

1 .

Procedure 2: Maximally localized Wannier functions for nearest neighbor projectors.

Input: A translationally invariant nearest-neighbor-hopping projection operator P operating on a 1d lattice � (with periodic boundary
conditions, if the lattice is finite in size).

Procedure:
1. Obtain hopping matrices P0 and P1 as defined in Eq. (19). (There is no dependance on x due to translational invariance.)
2. Diagonalize P0 and express P0 and P1 in the corresponding diagonal basis. Let σ [P0] denote the set of eigenvalues of P0. (Note that

σ [P0] ⊂ [0, 1]).
3. Obtain an SVD of the various blocks of P1 as follows. {The blocks are denoted by Pλ→1−λ [see Eq. (25)]}.

(a) For every eigenvalue λ ∈ (0, 0.5) of P0, obtain an SVD of Pλ→1−λ. The corresponding unitary rotations affect only the Pλ→1−λ and
P1−λ→λ blocks of P1. Express P1−λ→λ in the basis obtained from the SVD rotations. Next, implement an SVD of P1−λ→λ such that
the orbitals corresponding to the zero rows and columns (just before implementing this SVD) are not rotated by the unitary
operators involved in the SVD.

(b) If 0.5 ∈ σ [P0], obtain an SVD of P0.5. Let d[0.5] denote the degeneracy of eigenvalue 0.5 of P0. As discussed in Sec. IV B, any
SVD of P0.5 has the following structure: P0.5 = 0.5

∑d[0.5]/2
i=1 |ψi〉〈φi|. Choose any valid SVD. The set of |ψi〉 and |φi〉s

corresponding to it form an orthogonal basis that spans the 0.5 eigenspace of P0.
4. The sequential rotations resulting from the diagonalization on P0 and SVD of P1 result in new, rotated tight-binding orbitals. We may

denote these orbitals, at any location x, by {|λ, i〉|λ ∈ σ [P0]; i = 1, . . . , d[λ]}, where σ [P0] and d[λ] denote the set of eigenvalues of
P0 and the degeneracy of its eigenvalue λ respectively. Define the set of “monomers” M as the set of tight-binding orbitals that
correspond to λ = 1. For every λ ∈ (0, 1), every tight-binding orbital in this rotated basis has exactly one “partner orbital”. For every
such pair of partner orbitals |x, λ〉 and |x + 1, 1 − λ〉, define a “dimer”

|w〉 =
√

λ|x, λ〉 + √
1 − λ|x + 1, 1 − λ〉. (26)

Obtain a set D that comprises dimers corresponding to each such pair.
Output: The set M ∪ D, which is a maximally localized Wannier basis of P. The set maps to itself upon translating by any number of cells.

Each element of this set has a spatial extent of one or two cells, and is an eigenstates of both P and Px̂P.

Let us now consider the case of P0.5→0.5. Suppose an SVD
of this matrix is given by P0.5→0.5 = ∑

σ �=0 σ |ψσ 〉〈φσ |. Since
P2

1 = 0, all the ψ and φ vectors are orthogonal to each other.
Thus, the set of all |ψ〉s and |φ〉s form an orthonormal basis
of H0.5. (This is because if there were to exist any |μ〉 ∈ H0.5

orthogonal to both |φ〉s and |ψ〉s, then we would find that
P1|μ〉 = P†

1 |μ〉 = 0, implying that P|x, μ〉 = 0.5|x, μ〉, which
is impossible.) In addition, P0 = P2

0 + P†
1 P1 + P1P†

1 implies
that every singular value σ = √

0.5(1 − 0.5) = 0.5. Thus,
in this basis for H0.5, each orbital has a partner orbital, so
that for every partner pair ψ and φ, P maps the span of
{|x, φ〉, |x + 1, ψ〉} onto itself.

It is now straightforward to construct Wannier functions
using these orbitals. For each eigenvalue λ ∈ (0, 0.5] of P0,
every orbital |λ〉 is paired with exactly one orbital |1 − λ〉. For
every such pair, {√λ|x, λ〉 + √

1 − λ|x + 1, 1 − λ〉|x} forms
one flavor of Wannier functions. Similarly, if an eigenvalue

of 1 exists, every corresponding eigenvector and all its lattice
translates form a flavor of Wannier functions. It is straight-
forward to see that all these wavefunctions are eigenstates of
Px̂P as well, and are thus the maximally localized Wannier
functions (MLWFs) for the span of the projector.

C. Larger hopping range projectors without lattice
translational invariance

For lattice translationally invariant (LTI) strictly local (SL)
projectors with maximum hopping range R > 1, as shown
in Sec. III A, we can always construct CWFs spanning its
image, with each wavefunction having a maximum size of
no more than R + 1. However, the technique is not appli-
cable to projectors that are not LTI. In order to obtain an
orthogonal basis of compact wavefunction for such projec-
tors with a maximum hopping range R, we first consider a
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supercell representation, so that R cells in the original lattice
are clubbed together to form one supercell. In the supercell
representation, the SL projector is now an NN projector.
We can now apply procedure 1 from Sec. IV A, and ob-
tain a basis that spans the image of P. Reverting back to
the original (i.e., primitive cell) lattice representation, this
basis is then an orthogonal basis of compactly supported
wavefunctions that spans the image of P. These wave-
functions then have a maximum spatial extent of no more than
2R cells.

V. CONCLUSIONS

Flat, or dispersionless electronic bands in tight-binding
models are spanned by compactly supported Wannier-type
functions, which in general can form a nonorthogonal set.
In line with the localization-topology correspondence, their
existence is known to be incompatible with topological non-
triviality of the band(s) they span. Wannier-type functions are
nevertheless not true Wannier functions. In one-dimensional
models, we answered the question of when one can form
compact Wannier functions from compact Wannier-type func-
tions. We showed that the existence of compact Wannier
functions is equivalent to the strict locality of the band
projector (or the single-particle Green’s function). We pro-
vided a method for constructing compact Wannier functions
corresponding to a strictly local projector. We also showed
that they are unique if they span a single band, and fur-
thermore, compactly supported Wannier-type functions are
equivalent to compact Wannier functions when the latter
exist.

For bands spanned by compact Wannier functions, we
showed that maximally localized Wannier functions are in
general exponentially localized and not compactly supported,
except when the band projector is nearest-neighbor hopping.
In the latter case, we presented a procedure for obtaining
maximally localized Wannier functions (generalized Wannier
functions) for projectors with (without) lattice translational
invariance. In the special case of nearest-neighbor-hopping
projectors, we showed how to obtain generalized Wannier
functions even in the absence of lattice translational invari-
ance. We also presented a method for constructing all possible
1d models that have compact Wannier functions, which we
expect will find applications in the construction of flat-band
models with a rich variety of applications in single-particle
and many-particle physics.

A simple corollary of our study is that in higher dimen-
sions, hybrid Wannier functions that are compactly supported
along one direction can exist if and only if the band projector
is strictly local along that direction. Our methods do not di-
rectly apply to higher dimensions and it would be interesting
to identify and prove conditions equivalent to the existence
of compact Wannier functions in higher dimensions. A lot of
our results and discussion can also be rephrased in terms of
the single-particle Green’s function, which suggest general-
izations to interacting systems. It would also be interesting to
study compact Wannier functions and strictly local projectors
in real continuum space instead of in tight-binding represen-
tations.
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APPENDIX A: ITERATIVE STEP REDUCES
THE RANGE OF THE PROJECTOR

Here, we present details of the iterative procedure for
obtaining compact Wannier functions for a given strictly
local projector. We also present a procedure for obtain-
ing maximally localized Wannier functions (generalized
Wannier functions) for nearest-neighbor-hopping projectors
with (without) lattice translational invariance.

In Sec. III A, a procedure was presented for construct-
ing compactly supported Wannier functions (CWFs) for
strictly local projectors. The procedure involves iteratively
implementing unitary rotations, each of which reduces the
maximum hopping range of the projector by 1. In this section,
we will prove that the unitary rotations indeed reduce the
range of the projector.

At the start of an intermediate step, let the projector have
a maximum hopping range r � 1, and be denoted by P(r).
Hence, in k space, we can write P(r) = P0 + ∑r

m=1 Pmeikm +
P†

me−ikm. We first compute an SVD of Pr ,

Pr =
∑
σ �=0

nσ∑
i=1

σ |ψσ,i〉〈φσ,i|. (A1)

It follows from P2
r = 0 that all φ’s and ψ’s are mutually

orthogonal. If the total number of these wavefunctions is less
than n, the number of orbitals per cell, then one can straight-
forwardly obtain a set of wavefunction {|μ〉}, which completes
the basis for H (i.e., the orbital space).

Now consider the unitary rotation

Ur (k) =
∑
σ �=0

nσ∑
i=1

e−ik|φσ,i〉〈φσ,i| +
∑
σ �=0

nσ∑
i=1

|ψσ,i〉〈ψσ,i|

+
∑

μ

|μ〉〈μ|. (A2)

This is equivalent to first implementing an intra-cell rotation
followed by a unit-cell redefinition.

In the new basis, the projector is represented by the ma-
trix Ur (k)†P(k)Ur (k). Clearly, all the matrix elements of
Ur (k)†P(k)Ur (k) are Laurent polynomials in eik . We will now
show that the degree of each polynomial in Ur (k)†P(k)Ur (k)
is less than r.

The calculation below is straightforward to carry out in
the general case with multiple, possibly degenerate σ ’s. For
notational simplicity, we will go through the calculation only
for the case with a single nonzero σ , with no degener-
acy. This allows us to safely drop the subscripts σ, i for
ψ and φ and proceed with a much simpler notation. We

155150-10



COMPACT WANNIER FUNCTIONS IN ONE DIMENSION PHYSICAL REVIEW B 109, 155150 (2024)

then have

Pr = σ |φ〉〈ψ |, (A3)

and Ur (k) = e−ik|φ〉〈φ| + |ψ〉〈ψ | +
∑

μ

|μ〉〈μ|. (A4)

It is straightforward to show that the coefficients of all powers greater than r of eik in U †
r (k)P(k)Ur (k) are 0. We will now show

that the coefficient of eikr is also zero. We have

Coefficient of eikr in U †
r (k)P(k)Ur (k) = Coefficient of eikr in⎛⎝eik|φ〉〈φ| + |ψ〉〈ψ | +

∑
μ

|μ〉〈μ|
⎞⎠(

P0 +
r∑

m=1

Pmeikm +
r∑

m=1

P†
me−ikm

)

×
⎛⎝e−ik|φ〉〈φ| + |ψ〉〈ψ | +

∑
μ

|μ〉〈μ|
⎞⎠

= |φ〉〈φ|Pr |φ〉〈φ|︸ ︷︷ ︸
t1

+
⎛⎝|ψ〉〈ψ | +

∑
μ

|μ〉〈μ|
⎞⎠Pr

⎛⎝|ψ〉〈ψ | +
∑

μ

|μ〉〈μ|
⎞⎠

︸ ︷︷ ︸
t2

+ |φ〉〈φ|Pr−1

⎛⎝|ψ〉〈ψ | +
∑

μ

|μ〉〈μ|
⎞⎠

︸ ︷︷ ︸
t3

= 0. (A5)

This is because, t1, t2, and t3 above are all zero. That t1 and t2 vanish follows from (A3) and the mutual orthogonality of |ψ〉, |φ〉
and |μ〉’s. t3 can be seen to vanish because 〈φ|Pr−1|μ〉 = 〈φ|Pr−1|ψ〉 = 0. To see this, note that for the case r > 1, equating the
coefficients of ei(2r−1)k on both sides of P(k) = P(k)2 gives us

PrPr−1 + PrPr−1 = 0,

and thus |ψ〉〈φ|Pr−1 + Pr−1|ψ〉〈φ| = 0. (A6)

Let 〈α|(. . . )|β〉 denote left-multiplying by 〈α| and right-multiplying by |β〉 both sides of equation (. . . ). Then, we have

〈φ|(A6)|φ〉 ⇒ 〈φ|Pr−1|ψ〉 = 0,

and 〈ψ |(A6)|μ〉 ⇒ 〈φ|Pr−1|μ〉 = 0.
(A7)

On the other hand, for r = 1, we have

P0P1 + P1P0 = P1,

∴ P0|ψ〉〈φ| + |ψ〉〈φ|P0 = |ψ〉〈φ|, (A8)

so that

〈φ|(A8)|φ〉 ⇒ 〈φ|P0|ψ〉 = 0,

and 〈ψ |(A8)|μ〉 ⇒ 〈φ|P0|μ〉 = 0.
(A9)

Thus, in either case, t3 = 0 and hence the largest positive power of eik with a nonzero coefficient in P1(k) is less than r. It follows
similarly that all powers of eik that are � (−r) are also zero, since P(k) is a Hermitian matrix.

We have thus shown that the iterative step transforms an SL projector with a maximum hopping range r to a projector with a
maximum hopping range of at most r − 1.
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APPENDIX B: APPLICATION OF THE PROCEDURE TO AN EXAMPLE PROJECTOR

We now obtain compact Wannier functions for an example projector. Consider a strictly local projector with a maximum
hopping range of 2, that in k space is represented by

P(k) =

⎛⎜⎜⎜⎝
1
3 + e−ik

6 + eik

6 − e−ik

6
√

2
+ e−2ik

6
√

2
− 1

3
√

2
e−ik

2
√

6
+ e−2ik

2
√

6

− eik

6
√

2
+ e2ik

6
√

2
− 1

3
√

2
5

12 − e−ik

6 − eik

6
1

4
√

3
− e−ik

2
√

3

eik

2
√

6
+ e2ik

2
√

6
1

4
√

3
− eik

2
√

3
1
4

⎞⎟⎟⎟⎠. (B1)

The coefficient of e2ik , i.e., P2 is

P2 = 1

6
√

2

⎛⎜⎜⎝
0 0 0

1 0 0
√

3 0 0

⎞⎟⎟⎠. (B2)

An SVD of P2 can be conveniently written as

P2 = 1

3
√

2
|ψ〉〈φ|

with |ψ〉 = 1

2

(
0 1

√
3
)T

,

|φ〉 = (
1 0 0

)T
.

(B3)

To complete the basis for H, we obtain |μ〉 = 1
2 (0 −√

3 1)
T

. The first rotation according to the procedure is then U2(k) =
eik|φ〉〈φ| + |ψ〉〈ψ | + |μ〉〈μ|, which in this case turns out to be U2(k) = diag(e−ik, 1, 1). The projector after the rotation is
represented by

P(1) = U †
2 PU2

= 1

6

⎛⎜⎜⎜⎜⎝
e−ik + eik + 2 −√

2eik + e−ik√
2

− 1√
2

√
3
2 +

√
3
2 e−ik

−√
2e−ik + eik√

2
− 1√

2
−e−ik − eik + 5

2

√
3

2 − √
3e−ik√

3
2 +

√
3
2 eik

√
3

2 − √
3eik 3

2

⎞⎟⎟⎟⎟⎠.
(B4)

As expected, all entries are Laurent polynomials with degrees less than or equal to 1. In the next step, we obtain an SVD of the
P1 corresponding to P(1),

P1 = 1

6

⎛⎜⎜⎜⎝
1 −√

2 0
1√
2

−1 0√
3
2 −√

3 0

⎞⎟⎟⎟⎠,

which has an SVD given by P1 = 1

2
|ψ〉〈φ|

with |ψ〉 = −1√
6

(√
2 1

√
3
)T

,

|φ〉 = 1√
3

(−1
√

2 0
)T

. (B5)

The basis for H can be completed by adding the vector |μ〉 = (−√
2 −1

√
3)

T
to the set {|φ〉, |ψ〉}. The second rotation,

U1 = e−ik|φ〉〈φ| + |ψ〉〈ψ | + |μ〉〈μ| is then found to be

U1 = 1

3

⎛⎜⎜⎝
2 + e−ik

√
2(1 − e−ik ) 0

√
2(1 − e−ik ) 1 + 2e−ik 0

0 0 3

⎞⎟⎟⎠. (B6)
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Implementing this rotation, we get

P(1) → P(0) = U †
1 P(1)U1

= 1

12

⎛⎜⎜⎝
8 −2

√
2 2

√
6

−2
√

2 1 −√
3

2
√

6 −√
3 3

⎞⎟⎟⎠.
(B7)

The final step is diagonalizing P(0) with a unitary U0,

P(0) → U †
0 P(0)U0 = diag(1, 0, 0)

with U0 =

⎛⎜⎜⎜⎜⎝
√

2
3 −

√
3

11
1
3

− 1
2
√

3
0 2

√
2

3

1
2 2

√
2
11 0

⎞⎟⎟⎟⎟⎠.
(B8)

Thus, we have implemented a net unitary transformation P → U †PU = diag(1, 0, 0), with U = U2U1U0, given by

U =

⎛⎜⎜⎜⎜⎝
e−2ik (1+eik )√

6
− e−2ik (1+2eik )√

33
1
3 e−2ik (−1 + 2eik )

e−ik (−2+eik )
2
√

3
−

√
2
33 e−ik (−1 + eik ) 1

3

√
2e−ik (1 + eik )

1
2 2

√
2
11 0

⎞⎟⎟⎟⎟⎠. (B9)

The family of Wannier function {|w〉x|x ∈ Z} corresponding to P is obtained by simply taking the inverse Fourier transform of
the first column of U . Clearly, |w〉x (up to lattice translation and phase redefinitions) is

|w〉x = |x〉 ⊗

⎛⎜⎜⎝
1√
6

0

0

⎞⎟⎟⎠ + |x + 1〉 ⊗

⎛⎜⎜⎝
1√
6

−1√
3

0

⎞⎟⎟⎠ + |x + 2〉 ⊗

⎛⎜⎜⎝
0
1

2
√

3

1
2

⎞⎟⎟⎠. (B10)

As a corollary, we also obtain Wannier functions for (I − P), which in this case are the inverse Fourier transforms of the second
and third columns of (B9).
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