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We study a periodically driven one-dimensional Kitaev model in the presence of disorder. In the clean limit
our model exhibits four topological phases corresponding to the existence or nonexistence of edge modes at zero
and 7 quasienergy. When potential disorder is added, the system parameters get renormalized and the system
may exhibit a topological phase transition. When starting from the Majorana # mode (MPM) phase, which hosts
only edge Majoranas with quasienergy m, disorder induces a transition into a neighboring phase with both &
and zero modes on the edges. We characterize the disordered system using (i) exact diagonalization, (ii) Arnoldi
mapping onto an effective tight-binding chain, and (iii) topological entanglement entropy.
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I. INTRODUCTION

The ability to drive a system in and out of various topologi-
cal phases has attracted a lot of attention in recent years. While
topological properties may be altered by chemical doping and
structural manipulation, the idea of controlling topology using
an external knob is extremely appealing. Using a time periodic
perturbation such as light is therefore highly desirable and has
been studied theoretically by many authors [1-7]. Moreover,
several experiments point to the feasibility of this kind of
Floquet band engineering, demonstrating the creation of side
bands, band renormalization [8,9], and even light-induced
Berry curvatures [10]. Analogues of Floquet topological sys-
tems can also be found in photonic crystals [11-13].

Among a variety of topological systems, of special inter-
est is the one-dimensional topological superconductor. It can
host unpaired Majorana fermions at its edges and is therefore
sought after as a potential building block of qubits, taking
advantage of the non-Abelian nature of edge Majorana modes
[14,15]. The existence of unpaired Majoranas was predicted
in the Kitaev model of spinless fermions [16] and possible
realizations consisting of wires with spin orbit coupling were
proposed subsequently [17,18]. The Kitaev chain is simple
and versatile as it can be written in the language of supercon-
ductivity, in terms of Majorana operators or as a spin chain.
While these descriptions are analogous they may inspire dif-
ferent realizations

The topology of the Kitaev chain is not only apparent from
the existence of edge modes, but it can also be characterized
by a topological Z, invariant [19]. Similarly, one can use the
entanglement entropy (EE) as an indicator of topology. This
has been shown in intrinsic topological systems, which are
characterized by a universal constant, added to the usual area
law [20,21], and in symmetry protected states, where topolog-
ical contributions to the EE appear in the area law itself or in
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subleading terms [22-24]. Specifically, in the Kitaev chain,
a topological entanglement entropy can be found through
differences of the entanglement entropy of different partitions
[25-27].

Given the interest in topological superconductors and the
demand for adjustable knobs, the study of periodically driven
Majorana or spin chains is a natural choice. Most strikingly,
the phase diagram of the driven Kitaev chain is richer than
that of the equilibrium model [28,29]. At equilibrium the
Kitaev chain contains two parameters: the pairing and the
chemical potential, whose strengths are measured with respect
to the hopping amplitude. The Kitaev chain has two phases:
it is either trivial, without any unpaired Majoranas, or topo-
logical with exponentially decoupled and localized Majorana
fermions at its edges. When driving the system, the frequency
of the drive adds another parameter that can control the topol-
ogy of the system. Consequently, the driven system may host
not only zero Majorana modes (MZMs) at its edges but also
7 Majorana modes (MPMs).

In a Floquet driven system, the reduction of symme-
try to discrete time translation forces the energy to be
conserved only modulo the drive frequency, €2. The result-
ing quasienergy € resides within a Floquet zone, such that
—Q/2 < € < Q2/2 where h = 1 throughout. In terms of the
period T = 27 /<2 the zone is defined by €T € (—m, ]
MPMs are at the edges of the Floquet zone and, just
like MZMs, reside in a particle hole symmetric quasienergy.
MPMs are hence Majorana modes which acquire a phase
shift & at every drive cycle. Like MZMs, edge MPMs are
also unpaired and can be used for braiding purposes. They
can coexist with MZMs as the different quasienergies ensure
orthogonality, as long as the time-periodicity is (at least ap-
proximately) preserved. Therefore the system has now four
phases corresponding to the existence of MZMs and MPMs.
Moreover, the MZMs are orthogonal to the MPMs as long as

©2024 American Physical Society
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the system is periodic, at least approximately. This leads to
further advantages like the ability to exchange Majoranas on
a single wire [30]. It is also interesting to note that allowing
for longer range couplings can lead to a richer phase diagram
with multiple zero modes and/or & modes [31-34].

Disorder, inevitable in any physical system, is another issue
that needs to be addressed. Majorana modes are topologically
protected against weak disorder, since they are exponentially
localized as a function of the system size. However, disorder is
known to make MZMs less localized at the system’s bound-
ary, and can drive a topological phase transition at a critical
disorder strength [35—44]. In addition, disorder may lead to
localization of bulk modes which otherwise could couple to
edge modes. This may decrease the coupling between edge
modes and cause the system to be more robust. In fact, some
authors claim that many body localization can protect Ma-
jorana fermions from hybridizing, increasing the fidelity of
Majorana based qubits [45,46]. It should be noted, however,
that this claim is challenging to verify numerically [47].

In driven systems, many recent works showed the ro-
bustness of Floquet topological phases and transport against
disorder [5,48-51]. A less investigated scenario is the stability
of the MPM when the system has strong disorder. In this work,
we further study the effect of disorder on Floquet topological
phases, specifically the MPM phase, by studying the periodi-
cally driven Kitaev chain. Surprisingly, we find that increasing
the disorder strength drives a topological phase transition:
The disorder does not significantly affect the MPMs while
enabling the emergence of MZMs.

The model is presented in Sec. II. We first analyze the
model with the Arnoldi method [52] in Sec. III, compli-
menting it by exactly diagonalizing the Floquet unitary, and
showing the localization of eigenstates throughout the spec-
trum. Besides the existence of Majorana edge modes at zero
and/or  quasienergy, we also characterize the topology of the
system calculating the topological part of the entanglement
entropy in Sec. I'V. Exact solutions for the edge modes in the
presence of disorder are presented in Sec. V, and are used to
identify the topological phase transition, and complementing
the analysis from the entanglement entropy. We conclude in
Sec. VI.

II. MODEL OF THE DISORDERED
AND DRIVEN KITAEV CHAIN

We choose a stroboscopic drive such that the period T is
divided between two Hamiltonians. We write our Hamiltonian
in the fermionic language and remind the reader that it is
equivalent to a spin chain (up to boundary terms that do not
matter for open boundary conditions and/or for a given parity
sector). The Floquet time evolution operator of a single cycle
can be written as

T T
U(T)=-exp (—17—[25) exp (—z?—ll E)’ ))

where T is the drive period and we use units where /i = 1.
Note that this choice of driving is convenient for numerical
simulations as H; and H, are time independent Hamiltoni-
ans, and contain different terms of the Kitaev Hamiltonian of
spinless fermions with p-wave pairing. On a real space lattice

this gives
L1
H = Z(—wc;c_,ur] + Acjcjp1 +He),
j=1
N
Hy = — ZM;C;CJ', 2
j=1

where j is the site index, L is the total number of sites on the
chain, w is the hopping amplitude, A is the uniform pairing
amplitude, and the disorder is only added to the chemical
potential as p; = ji + ;.

The disorder can be expressed in the form Su; = ou;,
where u; is the disorder profile and o is the disorder strength.
We produce disorder profiles, {u;}, by choosing a series of
L random numbers, under the constraints of a zero mean
and unit variance: Y, ;/L = 1, >_;(u; — t)*/L = 0. In the
large chain limit, the chemical potential therefore follows a
Gaussian distribution with i mean and o2 variance.

Note that this model is equivalent, through the Jordan
Wigner transformation, to a driven spin chain with

Hi=) (eofof +hojol,),
J

Hy = Zgjaf, 3
J

where o/ are Pauli matrices, J, = (A +w)/2, J, = (A —
w)/2 and g = /2.

The above model was studied in the clean limit by various
authors, with and without integrability breaking perturbations
[28,30,53-58], while the undriven case has also been studied
in the presence of disorder [35,36,38—41,43,59-61]. In this
work we study the driven and disordered system.

III. KRYLOV SPACE MAPPING USING THE ARNOLDI
METHOD AND EXACT DIAGONALIZATION

We characterize the edge mode of our system by studying
the time evolution of a Majorana operator, initially localized
to the left edge of the chain. This “seed operator” is defined
as yy =c1 + clT where 1 is the left most site of our chain.
We apply the Floquet unitary U(T) defined in Eq. (1) n
times and calculate the resulting operator’s overlap with the
initial operator y;. This results in the definition of the “infinite
temperature” autocorrelation function A:

1
Ao (nT) = el (T O], )
where y;(0) = y; and
y(nT) = U (nT)yyU(nT) = (U Y'nUN(T). S

A being the autocorrelation function of the edge operator
y1, captures how fast this operator spreads into the bulk,
or equivalently, how information propagates into the bulk.
In addition, being a trace over the entire Hilbert space, this
quantity also averages out small fluctuations. In the absence of
localized edge modes, A, will decay to zero rapidly in time.
Conversely, in the presence of zero or 7 modes, and in the
thermodynamic limit L — oo, after the initial transient, this
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quantity will reach a plateau value for infinite time because
of the exact commutation/anticommutation relation of the
strong edge mode. For a finite size system however, A, after
reaching the plateau will eventually decay to zero on a time
scale that is exponential in the system size.

One may analyze the zero and = modes by studying the
Heisenberg time-evolution of the operator which has an over-
lap with these modes, in the Krylov subspace. The advantage
of the latter is that it maps the system onto a chain of noninter-
acting particles without pairing [52,62]. For a noninteracting
unitary, the Krylov mapping just maps one noninteracting
problem to another noninteracting problem. Nevertheless, it
is a conceptually alternative way to study edge modes, and
paves the way for clarifying the effects of disorder and/or
interactions on these modes.

Following Yates et al. [56] we would like to map our prob-
lem to a tight-binding chain in Krylov subspace. We define a
space of states |O) in the Krylov subspace, which correspond
to operators in the Kitaev chain. The scalar product in this
subspace is defined by the trace

1
(A|B) = 2—LTr[ATB]. (6)

The seed operator y; is the first Krylov state |1) = y;. Sub-
sequent states are obtained by successive applications of the
Floquet time evolution operator, with the tight-binding Krylov
model encoded in the matrix W defined as

w|0)=U"0U, (7
w"l0) = [U]"O[UT". ®)

Above, we have dropped the argument T from the Floquet
time evolution operator. The unitarity of W follows from the
unitarity of U:

wiw|o)=UWwou)yu' = 0. 9)

We now outline the Arnoldi method [52]. Let |1) = y;. We
find subsequent states by time evolving the state using W. The
resulting operator is a state in the Krylov subspace. The part
of this state which is orthogonal to all previous states is a new
basis vector up to normalization. In other words, assuming we
have found the orthonormal basis vectors |n), [n — 1), ..., the
next state |n + 1) is found by

In+1)=Win) = Y IDUW|n)

=1

=Wln) =Y wi,ll)

=1

(10)

- [1 -y |l)(l|:|W|n) =PWin). (1)
I=1
Above w; , = (I|W|n) and P, = 1 — > _j_, |[)(I| projects out
overlaps with the previously calculated basis vectors. Follow-
ing this we normalize |n + 1'),

In+1")

S T )

12)

We note that
n+1VUn+1Y=m+1UIPWIn)=n+1|Wn), (13)

since Pn2 = P, is a projector. Using Eq. (12), the above
becomes

n+1Un+1)=yVm+1Vn+1)n+1|Wn), (14)
implying that
Vin+lUin+1)=m+1Wn) = wyr1n. (15)
Rearranging Eq. (10), we arrive at
Win) = wayraln+ 1)+ Y wi,ll). (16)

=1

Thus as we iterate through this Arnoldi algorithm, we find
that W has the upper Hessenberg form, i.e., a square matrix
whose elements w; ; = 0 fori > j + 1 [63]. In addition, when
the seed operator is Hermitian, all the elements of W are
real because under time-evolution a Hermitian operator stays
Hermitian, with the matrix elements of W simply denoting the
weight of different Hermitian operators at a particular step in
the iterative procedure.

The autocorrelation function in terms of W therefore has
the form

Aso(nT) = (1{W"|1). a7

We note that in the case of a large space we might decide
to truncate the derivation of W before we exhaust the Krylov
space (for the noninteracting Kitaev chain this would happen
at 2L iterations). Therefore W will not be exactly unitary.
However, if the truncation size N is sufficiently large, the
truncated W reproduces the dynamics very well. The success
of the approximation is a good indication that if the edge
modes are sufficiently localized at the edge of the Krylov
chain, the truncation scheme does not affect the physics. After
obtaining the effective Arnoldi unitary, W, we can analyze the
system by studying the spectrum and eigenmodes of W, which
can be used towards computing the autocorrelation A.

We begin our study with a system which falls in the 7-
mode phase in the clean limit. This means that without any
disorder we expect the system to exhibit a single mode with
quasienergy at each end of the chain. In particular we set A =
w = 1, it = 0.6 and the time period is taken to be T = 8.25.
These parameters are chosen to match those of Ref. [53] but
the results can easily be generalized. Figure 1(a) shows A
for our system for a single realization of disorder and a range
of disorder strengths. The figure shows that as the disorder
increases the autocorrelation becomes scattered. Figures 1(b)
and 1(c) portray the tight-binding Krylov/Arnoldi model. The
panel c represents the matrix elements of i In(W), which is the
effective Arnoldi Hamiltonian, by color, where darker color
corresponds to larger magnitude. It shows that the hopping
along the chain is dominated by nearest neighbor bonds cor-
responding to the two diagonals adjacent to the main one. All
other matrix elements are strongly suppressed. We denote the
nearest neighbor hopping between sites m and m + 1 by B,
and present them in Fig. 1(b). We find that 3, oscillates along
the chain. This resembles the Su—Schrieffer—-Heeger model
[64] and is in agreement with a single edge mode. Indeed,
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FIG. 1. (a) A typical autocorrelation function A, (nT) as a func-
tion of log,,(n). The autocorrelation is calculated using both the
matrix W (red) as well as through exact diagonalization (blue). The
two methods agree and therefore the blue symbols are not visible.
The results are presented for a single disorder realization scaled such
that the standard deviation is 0, 0.3, and 0.6 (from top to bottom).
(b) The nearest neighbor hopping 8,, as a function of the Krylov
site index m, in the effective Krylov-space chain, given by the first
diagonal next to the main one of the matrix i In(W). (c) The first few
elements of i In(W) represented by color. Darker colors corresponds
to larger elements. In the above calculation we have used the model
in Eq. (1) with parameters w = A = 1 and it = 0.6. o is the standard
deviation of the disorder, measured relative to the average chemical
potential fi.

for this particular set of parameters and in the clean limit,
the system is in the  phase and therefore one would expect
it to map to a tight-binding model with a single Majorana
mode on each edge. In the clean case, Ay, is indicative of a
strong mode which means A, plateaus at a nonzero value for
a long time but eventually decays to zero (not shown in the
plot) at a time which is exponential in the system size. When
the disorder is turned on, both A, and the nearest neighbor
hopping change their character, and when the disorder is high
the autocorrelation becomes very noisy.

Taking a closer look at Ay, of the disordered chain one
can identify signatures of a phase transition. In the clean
limit, when a w-Floquet Majorana mode is present, the au-
tocorrelation oscillates with strobosocopic time as (—1)", and
eventually decays to zero due to finite system size [53]. The
behavior of Ay, for a particular disorder realization is shown
in Fig. 2. In Fig. 2(b), an average over several disorder pro-
files is shown. One can see a hint of a phase transition as
the average autocorrelation goes from oscillating symmetri-
cally about zero to oscillating symmetrically about a nonzero
value, as the disorder strength is increased. Despite the noisy
Ao, and the disordered nearest neighbor hopping amplitude,
the Krylov space is still indicative of strong edge modes.
First, the agreement between exact diagonalization calculation
of Ay and the Krylov calculation remains good even in the
presence of disorder. While the mapping onto the Krylov
space preserves the topology, our method requires the trun-
cation of the space and therefore the agreement with exact
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FIG. 2. (a) A typical autocorrelation function A, (n7) as a func-
tion of log,,(n), calculated using exact diagonalization of a chain
of L = 200 sites, shown for varying disorder strength. (b) The same
data as on the left, but averaged over 10 disorder realizations. The
model parameters used are the same as in Fig. 1.

diagonalization is reassuring. Further insight can be gained by
diagonalizing the Krylov tight-binding model. To this end we
diagonalize the matrix W whose logarithm gives the energies
of the Krylov model. Figure 3 shows the logarithm of the
spectrum of W for various disorder strengths. At low disorder
strengths there are two 7 energy states in the physical system.
In the Krylov space, we are only concerned with the left
edge of the system (due to the choice of seed operator), and
we therefore see one w-mode eigenstate of W. Remarkably,
when the disorder is increased, an additional Majorana mode
appears, associated with zero quasienergy. The zero and 7
eigenstates of W are plotted in Figs. 3(b) and 3(c) where
approximate zero and w modes are shown, when they exist.
We now compare the above results with those of exact
diagonalization. Figure 4 shows the spectrum of the physical
system, obtained from exact diagonalization, for one realiza-
tion of disorder, while the corresponding states are plotted in
Fig. 5. Figure 4 shows that as the disorder is increased, the
gaps in the spectrum around €7 = m, 0 close. While the gaps
do not reopen, the Majorana modes that initially exist at 7z still
persist, as can be seen in Fig. 5(c). Moreover, as the gap closes
at zero quasienergy, new Majorana modes appear at zero
quasienergy, with their wavefunctions depicted in Fig. 5(b).
The effect where despite gap closings, the edge modes in the
gaps stay localized, can be attributed to the localization of
the bulk modes. Thus there is no bulk channel available for
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FIG. 3. Arnoldi spectrum, i.e., spectrum of iIn(W), and wave
functions, for a single disorder realization. (a) The spectrum of the
Arnoldi chain plotted in order of increasing quasienergy magnitude
(b) Probability distribution for the state at zero energy. The first 20
Arnoldi sites are shown. (c) Probability distribution for the state at
energy 7. Besides the range of disorder strengths, the parameters are
the same as in Fig. 1. In some cases, there is a state near zero energy
in the Arnoldi spectrum which is not localized at the edge of the
sample. In that case it is not plotted in the middle panel.
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FIG. 4. Evolution of the spectrum as the disorder strength is
increased. As the disorder is increased the quasienergy gap around
€ = 1 closes but the edge MPMs remain localized. Moreover, the
gap around € = 0 also closes and a MZM emerges. The Majorana
edge modes can be seen in Fig. 5.
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FIG. 5. Exact diagonalization spectrum and wavefunctions for a
single disorder realization with increasing disorder strength (top to
bottom). (a) Spectrum, (b) zero modes, and (c) # modes. In both
the middle and right columns, the black curves are states at energies
indistinguishable from €7 =0 or €T = 7. The purple curves are
states with energies in the vicinity of zero or 7.

the edge modes on the two ends of the chain to hybridize.
In Figs. 5(b) and 5(c), edge MZMs and MPMs are plotted in
black while other states around the same energy (if they exist)
are plotted in purple. These additional states are also localized
but are usually pinned to the disorder away from the edge.

Note that in the disordered case, the spectrum is not a
useful tool for identifying strong modes as the gaps are closed.
We therefore extend our insight by looking in Krylov space,
and also by calculating the topological entanglement entropy
(TEE). The latter is presented in the next section.

IV. TOPOLOGICAL ENTANGLEMENT ENTROPY

The exact diagonalization and Arnoldi analysis point to
a disorder induced phase transition in the driven Majorana
chain. Surprisingly, the transition out of the w phase is not
to a trivial phase but to a richer topological phase where
both MZMs and MPMs exist. We see an indication for the
transition in Arnoldi space as new zero modes appear in the
spectrum of the Arnoldi chain. These modes also appear in
the spectrum of the original Kitaev chain for a single dis-
order realization. Before turning on the disorder, the clean
system is in the Floquet Majorana m phase and exhibits &
Majorana modes. Once the disorder is turned on, and in-
creased in strength, all of the states in the spectrum become
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progressively localized and the energy gaps around zero and 7
quasienergies close. For large enough disorder, additional Ma-
jorana modes appear around zero quasienergy which suggests
that the system has transitioned into the -0 phase. However,
in the disordered case, quasienergy states at zero/m may ap-
pear accidentally and do not necessarily imply topological
protection.

To address this question, we recall that the entanglement
entropy contains a subleading term which characterizes global
features of a quantum state [20,21]. In order to separate it
from other subleading terms which may be sensitive to the
disorder, we calculate the TEE [25-27] which is a difference
of entanglement entropies of different partitions, such that one
of them is a disconnected partition [65]. Figure 6(a) shows an
example of possible partitions. In this example, partition A is
connected while partition B is disconnected and the TEE is
given by

S =S4 + Sp — Saus — Sans- (18)

In equilibrium, it was found that the TEE gives In(2) in the
topological phase and zero in the trivial phase of the Kitaev
chain. This value is robust to disorder [66] and interactions
[27]. In the driven case we have four phases [28] and two
corresponding Z, invariants. We therefore expect that in the
7 phase the TEE will be In(2), and 21n(2) in the -0 phase.
The observation of a jump from In(2) to 21n(2) is therefore
consistent with a disorder induced transition between the
phase and the -0 phase. While different disorder realizations
transition at different disorder strengths, the average over
many realizations shows a clear phase transition. Figure 6(b)
shows the TEE as a function of disorder strength for one
representative disorder profile and a disorder averaged TEE
is shown in Fig. 6(c).

The calculation of the TEE follows Ref. [27] where we
use the eigenstates of In(U(T)) to build the density matrix.
We note that the calculation works best on systems without
boundaries since edge Majoranas lead to degeneracies, caus-
ing a confusion as to which state to include in the density
matrix. We therefore add a small hopping and pairing am-
plitude between the last site of the chain and its first, which
slightly lifts this degeneracy.

V. EXACT SOLUTION FOR ZERO AND = MODES
FOR A DISORDERED SEMI-INFINITE CHAIN

Another approach that may shed light on the effect of disor-
der on our system is to study the semi-infinite chain where the
edge MZMs and MPMs can be found exactly. When the chain
is semi-infinite any edge modes are completely decoupled
from their couterparts (which are an infinite distance away)
and are therefore exactly at quasienergy zero or m. For a
given disorder profile, we can therefore use the transfer matrix
method to find the state and see whether it is indeed localized.

For this purpose, we express the zero/m Majorana modes
as a linear combination of Majorana operators on all sites:

Wosr = Y (@;Yaj +bi¥sj), (19)
J

where y,; and y,; are the Majoranas corresponding to the real
and imaginary parts of the fermion operator on site j, and
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FIG. 6. The topological entanglement entropy and inverse lo-
calization length. (a) Partitions used to calculate the topological
entanglement entropy. [(b) and (c)] The topological entanglement
entropy as a function of the disorder strength for a single disorder
realization (b), and averaged over 100 disorder profiles (c). In both
cases, a chain of 200 sites was used. (d) The spatial decay rates
I'y and I'; (inverse localization length), in units of inverse lattice
constant, corresponding to the 0 and 7 modes respectively. The light
(orange) purple lines are (I';) [y, calculated using Eq. (28) [(29)]
averaged over 100 disorder realizations with error bars correspond-
ing to the standard deviation. The average of these 100 realizations
exactly coincide with Eqgs. (31) and (30), ploted in darker shades,
where the average is done by integrating a Gaussian distribution for
8. Note that the condition for an edge mode is I' < 0 as the opposite
regime represents a non-normalizable function. In both (c) and (d), a
phase transition is observed around o /i1 = 0.6, as indicated by the
vertical dashed line.

aj, b; are scalar coefficients. The W/, operators satisfy the
following time evolution over a single cycle:

U(T)WoU(T) = Wy,
UMV, UN(T) = —,,. (20)
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This allows us to obtain a recursive relation for the coefficients
a; and b; for both modes. We first write the Hamiltonians in
Eq. (2) in terms of the Majorana operators:

Hi(w = A) =—iA Z Yaj+1Vbjs

j
Ho = =i ) L @1)
J

It follows that
Uy, U?

= CACjyYaj + CaSjvpj + SACj—1Vpj—1 — SASj~1Vaj-1,
UyyU"

= CaCjypj — CaSjYaj — SaCit1Vajr1 — SaSjt1Vpjr1, (22)

where Cp =cos AT, Sy =sinAT and C; =cosu;T/2,
S; =sinu;T /2. Using these relation we can find the recur-
sion relation for the coefficients a; and b; for j > 2:

e “Tb; = CACjbj + CaSjaj + SaCjajr1 — SaSibj_1,
eTa; = CpCja; — CaS;bj — SACibj_1 — SaSjajr1, (23)

where €T = 0 or €T = . The boundary conditions are de-
rived from the operation of U(T') at the end of the chain. The
resulting equations read

e “Th, = CAC by + S1a; + SAC a2,
efieTal = Cla; — CAS1b; — SAS 4.

We can write the recursion relation for j > 2 as a matrix
recursion relation:

SACJ' CACj — il aji]
SAS; CaS; b;

_ —CAS]' SASJ' a;
B (_eieT + CACj —SACj) <bj1 25

and invert it to obtain the transfer matrix z;(¢) for j > 2:
(1j+1 o aj
< bJ ) - Tj(€)<bj—l>’
with

Ca e kel i Ci i

(e _ 1 25C) — 55— — T eéTCA—cj 07

i(€) T " (27)
Sj e CA — Cj —e'€ SA

(24)

(26)

In order to find the wave function of the zero/w Majorana
modes, localized on the edge of a semi-infinite wire, we take
the first coefficients to be (a;, by)T = (1, 0)7, then apply the
boundary recursion relation (24), followed by repeated ap-
plication of 7;(e). We calculate the resulting state entries at
some large distance (ay41, by)". We find that (ay41, by)T ~
eNTo(1, tan(AT /2))T, with the inverse localizations length
[o/x given by

1 AT\ 1~ T
[y = v In | cot? (T) gtan (%)
AT 1 & T
—In |:cot (7)} +5 ;m [tan (%)] (28)

AT

[STE

Ot
0

oI

e

FIG. 7. The phase diagram for a clean system based on the crite-
ria (28) and (29). Here blue is the trivial phase, light blue is the phase
with a MZM, yellow has a MPM and red is a MZM+MPM phase.
The grid lines indicate the parameters chosen for much of this paper,
w=0.6and AT mod 27 with A = 1and T = 8.25.

K

For this to be normalizable, we require Re(I'y < 0). The cri-
teria for the ¥ mode can be determined similarly. We find
(ans1, by)T ~ e (1, —tan(AT /2))T with

AT 1 & w,T
'y =1In |:cot (T)] + N ;ln |:cot (fT>] 29)

For a clean system where u; = ji these two criteria produce
the phase diagram in Fig. 7, and are in agreement with the
localization lengths calculated in [53].

In the disordered case we may perform a disorder average
over many realizations of disorder of a known distribution:

()] (2]
ol ()] o e (BT

where (-) represents an average over the random variable
du;. Fixing the average chemical potential to i = 0.6 and
assuming du; is taken from a Gaussian distribution with zero
mean and o2 variance, these two criteria produce the disor-
dered phase diagram (see Fig. 8). If instead du; is chosen
with a uniform distribution from the range [-X /2, ¥ /2], one
obtains the disordered phase diagram shown in Fig. 9. For
comparison, we have also calculated the TEE for the same
parameters. We used exact diagonalization and averaged the
TEE over 1000 realizations of disorder at each point. The TEE
cannot distinguish between the 7 and zero mode phases, as
they both correspond to $'P° = In(2). However, the TEE does
identify the phases where two topological edge modes exist
simultaneously by giving S'P° = 2 In(2). The phase transition
from MPM to the MPM-MZM phase, as obtained from the
TEE, is in agreement with that obtained using I'y and I',;, see
Fig. 6(d).
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FIG. 8. The phase diagram for a disordered system with i = 0.6
and 7 = 8.25 based on the criteria (30) and (31) where du; is taken
from a Gaussian distribution with variance o2. Here blue is the trivial
phase, yellow is the phase with a MPM and red is a MZM+MPM
phase. The grid line indicates A7 mod 2w with A =1 and
T = 8.25, as chosen for much of this paper.

At low disorder, we can expand the above expressions for
I'p and T';; to see in which direction the disorder is changing
them:

_ AT pT T? cot (T
I'p~1In|cot| — | tan B - —C.O(—lf)02,
2 4 8 sin(aT)

_ AT aT T? cot (T
I'y ~In [cot <T) cot <MT>] + CL(AT)

s
8 sin(aT)

Above o2 = (§u?) is the variance of the disorder. It can be

seen from above that while I';; is increased by weak disorder

(32)

(a) (b)

MZM+MPM

©

Trivial

AT S

FIG. 9. (a) The phase diagram for a disordered system with i =
0.6 and T = 8.25 based on the criteria (30) and (31) for a uniform
distribution in the range [—X /2, ¥ /2]. Here blue is the trivial phase,
light blue is the phase with a MZM, yellow has a MPM, and red is the
MZM+MPM phase. (b) The topological entanglement entropy, S'P°,
calculated for the same parameters as on the left panel. The chain
length is L = 100 and the results are averaged over 1000 disorder
realizations. The grid line in both figures indicates AT mod 27
with A = 1 and T = 8.25, as chosen for much of this paper.

(i.e., the m Majorana modes become less localized), Iy is
decreased by disorder, and therefore the zero modes become
more localized. Figure 6(d) shows the decay length of the edge
modes. The solid purple and orange lines represent the decay
length calculated using Eqgs. (28) and (29) averaged over a
100 realizations of disorder. These lines exactly coincide with
[g/» obtained by assuming a Gaussian distribution of §u and
performing the average by integration of Eqs. (30) and (31).

VI. CONCLUSIONS

We have studied the effect of disorder on a driven Kitaev
chain. We approach the study of the disordered system by
mapping it on to a Krylov space using the Arnoldi method.
This mapping results in an effective tight-binding chain whose
edge states can be linked to the topology of the system. We
complement this analysis with exact diagonalization and find
good agreement between the two methods.

We find that the disorder may induce a topological phase
transition. For example, when starting from a clean system in
the 7w phase (with only MPMs on the boundary), increasing
the disorder causes a transition to the 7-0 phase. In this new
phase, each edge of the sample hosts a w-Majorana mode as
well as a Majorana mode at zero quasienergy. This transition
occurs at a relatively high disorder where a mapping to an
equivalent clean system is not possible. The phenomenon of
emergent or strengthened edge modes as a result of disorder
can be understood in the context of localization. Disorder
may cause localization of bulk modes around impurities (or
disorder pinning sites), generally far from the edges. The
localized modes therefore have very little overlap with the
edge Majoranas and do not cause hybridization. Moreover,
the localized states signify the opening of a mobility gap
which can enable new edge mode formation. This is sim-
ilar to the phenomenon of Anderson topological insulator
[67] and Anderson topological superconductor [23] reported
earlier.

Since characterizing the system through its spectrum is
complicated because of the closing of the energy gap, we
turn to calculating the TEE. The TEE shows a clear transition
between two values: In(2) corresponding to a single pair of
Majorana = modes at low disorder, and 21In(2) correspond-
ing to two pairs of Majorana modes at high disorder, one at
quasienergy €7 = 0 and the other at quasienergy €T = .
The topological phase transition is further confirmed by an ex-
act computation of the localization lengths of the edge modes
by a transfer matrix method. The exact solutions allow us to
find the topological phase transition for every disorder profile
as well as the disorder averaged transition. Moreover, the
extracted localization lengths of the Majorana modes provide
an insight into the robustness of the modes with respect to
disorder.
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