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Current-induced spin polarization in chiral tellurium: A first-principles quantum transport study
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Te is a naturally p-doped semiconductor with a chiral structure, where an electrical current causes the
conduction electrons to become spin-polarized parallel to the transport direction. In this paper, we present a
comprehensive theoretical study of this effect, named current-induced spin polarization (CISP), by employing
density functional theory (DFT) combined with the nonequilibrium Green’s function (NEGF) technique for
quantum transport. CISP can be quantitatively described in terms of the nonequilibrium spin density, which we
show to be localized around the atoms. We then compute the atomic magnetic moments as a function of doping
and electronic temperature, obtaining results overall consistent with those of previous theoretical studies. Beyond
that, our DFT + NEGF calculations show that CISP also leads to a spin current, which is found to be quite a
large fraction of the charge current, indicating that Te can be an efficient material for spin transport. We further
predict that the resistance along a ballistic Te wire changes when an external magnetic field is applied parallel
or antiparallel to the direction of the charge current. The computed magnetoresistance ratio is, however, quite
small (∼0.025%). Finally, we conclude by arguing that CISP, as treated within the DFT + NEGF framework,
coincides with the phenomenon called chiral-induced spin selectivity, recently reported in several nanojunctions.
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I. INTRODUCTION

Charge-spin conversion phenomena [1–3], which are medi-
ated by spin-orbit coupling (SOC), are central for present-day
spintronics as they enable all-electrical generation, ma-
nipulation, and detection of spins in solid-state devices.
A prominent example is current-induced spin polarization
(CISP) [4] and its reciprocal effect [5]. A dc electrical cur-
rent flowing through a nonmagnetic material can lead to the
spin polarization of conduction electrons, and, conversely,
a nonequilibrium spin polarization can induce an electrical
current. At the microscopic level, the effect emerges be-
cause the out-of-equilibrium electrons’ distribution of a driven
system presents a momentum asymmetry, which, in the pres-
ence of spin-momentum locking, leads to an unbalanced spin
population [6].

To date, CISP has been mostly studied in low-dimensional
systems, where it is commonly called the Rashba-Edelstein
or inverse spin galvanic effect [7], and it has been theo-
retically described by means of effective two-dimensional
(2D) electron gas models [6,8–10]. Experimentally, CISP has
been reported in semiconducting [11–17] and van der Waals
heterostructures [18,19], on the surfaces of topological in-
sulators [20,21], and at the interfaces of heavy metal thin
films [22–24]. Yet, the effect does not occur only in low-
dimensional systems, but can also emerge in bulk materials
whenever the crystalline structure is chiral, or more generally,
gyrotropic (i.e., the symmetry is such that the components of
polar and axial vectors are transformed in accordance with
equivalent representations). In fact, CISP was first predicted
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over 40 years ago for elemental tellurium [25], a naturally
hole-doped semiconductor that possesses strong SOC and a
chiral structure. Signatures of the effect in Te were then found
in early studies about the material’s optical activity [26], while
the spin polarization was definitely probed via NMR mea-
surements a few years ago [27,28]. Recently, the interest for
CISP in Te has been refueled by some transport experiments
[29,30]. In particular, Calavalle et al. detected a resistance that
was dependent on the relative orientation of the current and
of an external magnetic field in single-crystal nanowires [30].
The effect, called unilateral magnetoresistance or electrical
magnetochiral anisotropy [31], could be tuned up to a factor
6 by electrostatic gating. The results have opened the way
towards the exploitation of CISP for magnet-free spintronic
devices.

CISP has sometimes been discussed alongside with another
intriguing effect, named chiral-induced spin selectivity (CISS)
[32–40], which is observed in molecular junctions with chiral
structures. In CISS, a collinear spin current is generated by
driving a charge current through a nonmagnetic molecule
and is detected by means of a ferromagnetic electrode. Al-
though the underlying physics remains debated and poorly
understood [41], the number of reports about the effect has
rapidly grown over the past few years, and the results qualita-
tively resemble those from the magnetotransport experiment
by Calavalle et al. for Te.

On the theoretical side, accurate predictions of CISP can be
obtained by means of first-principles electronic structure cal-
culations. Different approaches based on Kohn-Sham density
functional theory (DFT) have been proposed and applied to
both bulk materials [42] and surfaces [43,44]. In particular, Te
was studied by Tsirkin et al. and Roy et al. in Refs. [45] and
[46], respectively. They employed DFT combined with the
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Kubo and the Boltzmann transport formalisms to estimate the
CISP magnitude in terms of nonequilibrium atomic magnetic
moments. Furthermore, a recent paper also derived a theory
for the unilateral magnetoresistance in the Ohmic transport
regime [47] relevant for the experiments by Calavalle et al.
Yet, despite these advances, there are still many open ques-
tions about CISP, its actual magnitude, and how it depends on
different material parameters. Furthermore, the connection of
CISP with CISS remains somewhat ambiguous as theoretical
studies of the two effects typically rely on very different
frameworks and assumptions.

In this paper, we employ DFT combined with the nonequi-
librium Green’s function (NEGF) technique [48–50] to study
the emergence of CISP in Te at an accurate quantitative level.
Our approach, called DFT + NEGF, is commonly used in the
study of coherent transport in molecular junctions and point
contact [51], but, to our knowledge, it has never been applied
to CISP. Here, we demonstrate its potential for achieving a
description of the effect complementary, and somewhat more
complete, with respect to that presented in previous works
[46,47]. Furthermore, we aim at predicting whether CISP can
affect the magnetotransport properties down to the ballistic
transport regime, which can eventually be reached in future
experiments. The calculations in this regard are also relevant
in order to address the issue of comparing CISP and CISS
within a common theoretical framework.

Our calculations give an accurate estimate of the CISP
magnitude in terms of the nonequilibrium spin density, which
we find to be localized around the atoms and warping around
the Te chiral structure. We then compute the atomic magnetic
moments as a function of doping and temperature, obtaining
results consistent with those of the previous DFT studies in
Refs. [45,46]. Moreover, we find that the CISP “figure of
merit,” i.e., the ratio of the spin density over the charge current
density, is large and comparable to that of heavy metal thin
films, indicating that Te is an efficient material for charge-to-
spin conversion.

Going beyond the magnetic properties, our DFT + NEGF
calculations also show that there are spin currents emerg-
ing together with CISP. We can therefore establish a clear
connection between the phenomenon and the material’s
magnetotransport properties. We predict that a unilateral mag-
netoresistance can appear not just in the Ohmic transport
regime, considered in previous works, but also in the ballistic
one analyzed here. However, the computed magnetoresistance
ratio is very small in this latter case.

Finally, our DFT + NEGF calculations for Te can be di-
rectly compared to those for the CISS effect in a molecular
junction [52–55]. We find that all differences can be traced
back to materials’ properties and symmetry rather than to
fundamental aspects. Hence, we conclude that CISP and CISS
are the same effect when analyzed from the perspective of
DFT + NEGF calculations.

The paper is organized as follows. We start in Sec. II by
describing the Te crystal structure and explaining how its
symmetry allows for CISP. We then continue in Sec. III by
briefly reviewing the theoretical framework, and we provide
the computational details of the DFT and DFT + NEGF
calculations. The results are presented in Sec. IV, where we
describe the band structure (Sec. IV A), the nonequilibrium

spin density (Sec. IV B), the CISP figure of merit (Sec. IV C),
the spin current (Sec. IV D), and the magnetoresistance calcu-
lations (Sec. IV E). Finally, we compare our work with recent
computational studies for chiral molecular junctions in Sec. V,
and we conclude in Sec. VI.

II. Te STRUCTURE AND CISP

At ambient conditions, Te has a trigonal crystal structure
(Te-I) consisting of helical chains, which can be either right-
or left-handed defining two enantiomers with a specific chi-
rality. The atoms within each chain are covalently bonded
together, whereas adjacent chains are held together by van der
Waals forces. The right-handed and left-handed structures are
described, respectively, by the enantiomorphic space groups
P3121 and P3221, sharing the point group D3. The threefold
screw symmetry C3, responsible for the chirality, lies along
the c axis, while a twofold C2 axis lies in the perpendicular
direction. The primitive unit cell is hexagonal (see Fig. S1-a
in the Supplemental Material [56]), and we consider here the
experimental lattice parameters a = 4.51 Å and c = 5.96 Å,
respectively, in-plane and along the c axis. Although Te is
a narrow band-gap semiconductor [46,57,58], experimental
samples are naturally p-doped and conductive because of Te
vacancies [59], and therefore they show CISP.

At the phenomenological level, CISP is described by the
equation [4] Sa = γ a

b jb, which linearly couples the nonequi-
librium spin density S = (Sx, Sy, Sz ) to the charge current
density j = ( jx, jy, jz ) via the components γ a

b of a second-
rank pseudotensor γ , which is analogous to the gyration
tensor [60] determining the natural optical activity (note Ein-
stein’s convention of repeated indices). In the case of Te, the
D3 point symmetry dictates that γ must be diagonal [45].
Thus, the induced spin density is expected to be parallel to
the current density direction. If the current flows along the c
axis, assumed to coincide with z Cartesian direction, we will
get Sz = γ z

z jz, with the sign of γ z
z being positive (negative)

for left- (right-) handed Te. This behavior is different from
that observed in other well-studied systems, such as surfaces
and heterostructures, where the flow of a charge current gen-
erally results in a perpendicularly oriented homogeneous spin
density [23,44]. For this reason, CISP in Te has been labeled
as “unconventional” [30]. In the following, we will provide
a microscopic and fully quantitative description of the phe-
nomenon from first-principles.

III. SYSTEM SETUP, METHOD,
AND COMPUTATIONAL DETAILS

A. DFT calculations

The electronic structure of Te is obtained by using Kohn-
Sham DFT as implemented in a locally modified version
of the SIESTA computational package [61]. We perform the
calculations for the hexagonal primitive unit cell of Te using
the experimental lattice parameters listed in the previous sec-
tion. We assume the Perdew-Burke-Ernzerhof (PBE) [62,63]
generalized gradient approximation (GGA) for the exchange
correlation functional. We include the SOC via the on-site
approximation of Ref. [64]. We treat core electrons with
norm-conserving Troullier-Martins pseudopotentials [65,66]
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Le� lead Right leadCentral region

FIG. 1. Typical systems studied in the DFT + NEGF calculations. It is subdivided into a central region (C) and left (L) and right (R) leads.
The gray spheres are the Te atoms. The arrows represent the current-induced magnetic moments. The orange “bubbles” mark the spin-z density
isosurface.

and expand the valence states through a numerical atomic
orbital basis set including multiple-ζ and polarization func-
tions. The cutoff radii of the basis orbitals are taken from Ref.
[67]. We use a 51 × 51 × 51× Monkhorst-Pack k-point grid
to sample the Brillouin zone.

B. DFT + NEGF transport calculations

We study transport and CISP along the Te chains by using
DFT + NEGF calculations as implemented in the SMEAGOL

code [50,68], which is interfaced with the same SIESTA pack-
age used for the band-structure calculations. The capability
of SMEAGOL to describe materials with complex spin textures
was already demonstrated in Refs. [69,70]. The key features
and equations used to study spin-charge conversion phenom-
ena are presented in Ref. [71]. As such, in the following we
only give some computational details specific to the system
and problems studied in this work, while we refer to that paper
for a thorough discussion of the theoretical and technical
aspects of the calculations.

We construct an infinite system along the c axis, set parallel
to the z Cartesian direction, and we subdivide it into three
parts: a central region, and left (L) and right (R) semi-infinite
leads, from which electrons can flow in and out. Periodic
boundary conditions are applied in the transverse x and y
Cartesian directions. We assume that there is no disorder of
any kind so that transport is ballistic.

Mathematically, the leads are represented through self-
energies [72] added to the DFT Kohn-Sham Hamiltonian of
the central region. The Green’s functions are then defined and
evaluated following a standard procedure (see, for example,
Refs. [50,68,73]). We consider a rectangular supercell for the
central region (see Fig. 1 and also Fig. S1-b [56]). Although
we could equivalently consider a hexagonal supercell obtained
by repeating the Te primitive unit cell, in practice the use
of a rectangular supercell allows for an easier calculation
of quantities, such as the spin currents (see Refs. [74] and
[71]). In any case, the results in the following sections are
presented in terms of real-space quantities or converted in
values per primitive unit cell, and therefore the specific shape
of the supercell used in the actual calculations is ultimately
irrelevant.

Each lead is effectively an electronic bath, characterized
by the chemical potential, μL (μR), and the temperature, TL

(TR). The central region is in thermodynamic equilibrium
within the grand-canonical ensemble when μR = μL ≡ EF

and TL = TR ≡ T . In this case, the electrons are distributed
according to the Fermi-Dirac distribution with Fermi energy,
EF , and temperature, T , and as such there is no flow of
charge current between the leads. The equilibrium charge
density is calculated self-consistently. In our case, since the
central region is treated within the grand-canonical ensemble,
we simulate the p-doping in Te by shifting EF to give any
desired hole concentrations, and there is no need to add point
defects. The Hartree potential, given by the Poisson equation,
is matched between the various parts of the system (central
regions and leads) to return the correct electrostatic profile and
avoid divergences.

The system can be driven out-of-equilibrium, thus inducing
a charge current, by applying a bias voltage V across the
leads. This is practically done by displacing the leads’ chem-
ical potentials such that μL − μR = eV �= 0 (e is the electron
charge). Here, we use the rigid shift approximation [75,76].
The L (R) lead’s chemical potentials and band structure are
shifted by +(−)eV/2, and a linear ramp electrostatic poten-
tial V (z) = −eV z/d + eV/2 is added in the central region
[d is the length of the central region, and z = 0 (z = d ) is
the position of the interface between the L (R) lead and the
central region]. The finite bias calculations are then performed
non-self-consistently, taking the zero-bias density matrix as
input, and updating it only once. It is this update that leads
to a slight modification of the density matrix compared to
the equilibrium case and eventually gives rise to the spin
polarization in the driven system.

The charge and spin current values are obtained through
the “bond currents” method [77–79], whose implementation
is described in Refs. [74] and [71]. We consider very small
bias voltages and, by plotting the I-V curve, we check that the
system is in the linear-response limit. Our approach is then
physically well justified, and, since we focus on the ballistic
transport regime, the conductance G = I/V is the Landauer
conductance [80].

The CISP magnitude is estimated by calculating the
real-space spin density s(r) = [sx(r), sy(r), sz(r)] whose def-
inition is given in Eq. (6) of Ref. [71]. Alternatively, we
compute the atomic magnetic moments mi = (mx

i , my
i , mz

i )
from the Mulliken population analysis [81,82] for each atom i.
As discussed in Sec. IV B, we find that the two approaches
give comparable results in the case of Te.

We employ the same exchange-correlation functional, ba-
sis set, and pseudopotential used for the DFT band-structure
calculations (see Sec. III A). We consider 31 × 31 k points
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FIG. 2. (a) Band structure of Te calculated by using Kohn-Sham
DFT. (b) Zoom around the H high-symmetry point in the Brillouin
zone, showing the two topmost valence bands and the two lowest
conduction bands. (c) Characteristic “camel-back” shape of the upper
valence band with a local maximum along the H -K line.

in the transverse Brillouin zone. The density matrix is calcu-
lated by integrating the lesser Green’s function on a complex
contour [50,83] using 16 energy points along the complex
semicircle, 16 points along the line parallel to the real axis,
and 36 poles. In the calculations at finite-bias, we specified
36 additional points along the real energy axis for the integra-
tion of the nonequilibrium contribution to the density matrix.
We thoroughly check that the spin density is converged with
respect to these calculation parameters. In particular, the con-
vergence of the results with respect to the number of k points
is discussed in Sec. S2 of Ref. [56]. Finally, we note that, since
the calculated numerical values are small, our results are first
obtained for a quite large current density (∼106 A/cm2) to
achieve a reliable precision, and afterwards they are linearly
extrapolated for the much lower current densities typically
considered in experiments (∼102 or 103 A/cm2).

IV. RESULTS

A. Band structure

We start by analyzing the electronic properties of Te ob-
tained by using Kohn-Sham DFT, as detailed in Sec. III A.
Figure 2 shows the band structure. The band gap is located at
the H high-symmetry point in the Brillouin zone. In our calcu-
lations, its value, ∼80 meV, is underestimated compared to the
experimental value, 323 meV [84]. This is a consequence of
the well-known “band-gap problem” [85,86] of Kohn-Sham
DFT and of the use of the PBE GGA functional. Recently,
more accurate calculations were performed by means of the
GW method [87,88] and DFT with the hybrid functional
HSE06 [45], obtaining quite accurate band-gap predictions.
However, the application of these approaches is not yet prac-
tically feasible in quantum transport, and therefore we need
to rely on the GGA. In any case, the size of the band gap is
practically irrelevant for the results that follow since we are
only interested in p-doped systems.

When comparing our band structure with those obtained
by using HSE06 or GW , we find that all the key features of
the Te valence band are well reproduced. In particular, we
recognize the characteristic “camel-back” shape of the upper
valence band with a local maximum along the H-K line [see
Fig. 2(c)]. Furthermore, we observe the two upper branches of
the valence band, which are separated by 160 meV [Fig. 2(b)],
in fair agreement with the HSE06 calculations of Ref. [45].
A few tenths of meV below the band edge around H , the
spin texture (not shown) is radial in the kx-kz plane with spins
pointing inward (outward) in right (left) -handed Te thus re-
sembling a magnetic monopole in reciprocal space, like in the
reports of Refs. [89,90]. This is a signature of a prototypical
Weyl SOC and leads to the unconventional nature of CISP in
this material, as recently discussed in Refs. [30,46].

B. Nonequilibrium spin density

We now study CISP in the p-doped Te chains by perform-
ing DFT + NEGF calculations, as detailed in Sec. III B. The
results presented in the following are for the right-handed
enantiomer, while those for the left-handed enantiomer are
not shown as they can be trivially inferred from symmetry
considerations.

In equilibrium, and therefore in the absence of a flowing
charge current, the atomic magnetic moments are zero for
all atoms inside our system. In contrast, when we apply a
tiny bias voltage across the leads, small nonzero magnetic
moments, shown as arrows in Fig. 1, appear in the central
region, eventually revealing the emergence of CISP. They are
oriented in the direction parallel (antiparallel) to the current
flow for left- (right-) handed Te, while their size increases
linearly as a function of the current, in agreement with the
model in Sec. II.

CISP can be analyzed in a more detailed way in terms
of the spin density in real space. s(r) is found to be zero
everywhere inside the central region in equilibrium, whereas
a nonzero component sz(r) appears for the driven system,
meaning that the valence electrons get polarized along the z
transport direction. To visualize the effect, we plot an iso-
surface of sz(r) in Fig. 1 (orange “bubbles”). Most of the
spin-z density appears localized around the atoms, thus con-
firming that the previous description in terms of magnetic
moments is valid. However, the isosurface is not spherical.
It is rather asymmetrical, presenting a lobe only on one side
of each atom, and is perpendicular to the charge transport and
spin-polarization direction z. Moreover, we note that it warps
around a chain following the threefold screw symmetry, C3.
This means that the spin-z density at each atom is related
to the one at the next atom along the chain through a 120◦
rotation around the c-axis. This can be further recognized by
observing the same isosurface as in Fig. 1 from a different
perspective (see Fig. S5 in Ref. [56]). Overall, the plot of the
spin-z density isosurface portrays the relation between spin
and chirality in a very neat way. Our calculations provide a
“real space” picture of CISP, complementary to the common
description that accounts for the effect in terms of the spin
texture in reciprocal space [30,46].

For a quantitative analysis and for a comparison with the
other studies from the literature [45,46], we now calculate

155141-4



CURRENT-INDUCED SPIN POLARIZATION IN CHIRAL … PHYSICAL REVIEW B 109, 155141 (2024)

FIG. 3. Spin density per unit cell, Sz, as a function of the hole
concentration, nh. The results are for a charge current density, jz =
100 A/cm2, and an electronic temperature, T = 200 K. The inset
shows the same data, but with nh plotted in logarithmic scale for a
better display of the lowest doping region.

the spin density per primitive unit cell (u.c.), defined as Sz =∫
Vuc

dr sz(r), where Vuc is the u.c. volume. Alternatively, due
to the localization of the spin-z density near the atoms, the
same quantity can also be obtained by summing the mag-
netic moments of the atoms inside the u.c., Sz = ∑

i∈Nuc
mz

i .
We verified that the results from these two approaches are
identical within two significant digits. They would instead be
very different in systems where the spin-z density was mostly
distributed in the interstitial region between the atoms [44,71].

Since CISP is an electron effect due to the out-of-
equilibrium modification of the electron distribution, we
consider only electronic temperature effects in our calcula-
tions, while the thermal displacement of the ions is neglected.
The temperature ranges from T = 100 to 300 K, while cal-
culations for lower temperatures cannot be converged. We
also examine the effect of the doping by moving the Fermi
energy position, as mentioned in Sec. III B. We vary the hole
density, nh, from 1017 to 1020 cm−3, which are, respectively,
the doping reported in Refs. [30,46] for Te and the largest
doping achievable in semiconductors like Si.

Figure 3 displays Sz as a function of the hole concentration
for a charge current density jz = 100 A/cm2. We observe a
definite dependence of the results on nh. The absolute value
|Sz| is the largest ∼4.2 × 10−9μB/u.c. at the lowest consid-
ered doping, nh = 5 × 1017 cm−3. |Sz| is then sharply reduced
with increasing doping until its value eventually starts satu-
rating for concentrations larger than ∼2 × 1019 cm−3. We can
then conclude that a low hole concentration tends to maximize
CISP. As already pointed out in Ref. [46], the reduction of
|Sz| with doping is due to the holes that start filling not just
the topmost valence band, but also the second valence band,
which has an opposite spin-texture. In this regard, we note
that the Fermi energy reaches the edge of this second valence
band for a concentration of about ∼2.5 × 1019 cm−3, which
is indeed near where we observe a change in the slope of the
Sz versus nh curve.

FIG. 4. Spin density per unit cell, Sz, as a function of the elec-
tronic temperature, T . The results are for a charge current density,
jz = 100 A/cm2, and two different hole concentrations, nh = 5 ×
1017 cm−3 (black dots) and 5 × 1018 cm−3 (red dots).

The temperature dependence of Sz is presented in Fig. 4,
again for a charge current density jz = 100 A/cm2. In the
case of a doping concentration nh = 5 × 1017 cm−3 (black
dots), we observe that the absolute value of Sz decreases
with increasing T . Nonetheless, its order of magnitude does
not change, i.e., it remains 10−9μB/u.c. At higher doping,
the temperature dependence is completely washed out. For
instance, in the case of nh = 5 × 1018 cm−3 (red dots), |Sz|
is essentially constant and equal to 1.8 × 10−9μB/u.c.

Notably, our results are consistent with those from previous
DFT calculations, even though they rely on different trans-
port formalisms and exchange-correlation functionals. In Ref.
[45], |Sz| is predicted to be equal to about ∼2 × 10−9μB for
a hole concentration nh = 1018 cm−3 and a charge current
density jz = 100 A/cm2. This is in good agreement with
our estimate, which can be extracted from Fig. 3. A similar
comparison can also be carried out with the results in Ref.
[46]. Specifically, there, one can find a plot of Sz as a function
nh. The results in that plot look very similar to ours in Fig. 3,
also displaying a comparable drop in the |Sz| value when the
doping is such that the Fermi energy reaches the edge of the
second valence band. Overall, such good agreement between
several DFT results is remarkable and provides a consistent
quantitative picture of CISP in p-doped Te.

On the experimental side, we can refer to the transport
study by Calavalle et al. [30] and the NMR measurements
by Furukawa et al. [27]. The first did not provide any direct
measure of Sz, which was nonetheless estimated via model
calculations. The reported value is about 3 × 10−8μB/u.c. for
a doping concentration in the range from 7 to 8 × 1017 cm−3

and a charge current density equal to 1000 A/cm2. This result
compares quite well with ours as we get |Sz| ∼ 3.5 × 10−8μB

for a similar doping and the same charge current density. In
contrast, the NMR study provides a value that is an order
of magnitude larger. Specifically, the reported spin density is
equal to about 1.3 × 10−8μB/u.c. for a charge current density
of 82 A/cm2. However, we must remark that this estimate
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was indirect, rough, and tentative, as stated by the authors
themselves. In particular, there are several problematic points.
First, the value of hyperfine coupling in the model used to
fit the NMR data was not representative of the hyperfine
coupling of the uppermost valence band, but rather it was
the average value of those of the uppermost valence band and
the conduction bands, which might be different. Secondly, the
contribution from the orbital polarization to the NMR shift
was not subtracted in the fit of the data, thus possibly leading
to an overestimation of the spin magnetic moment. Finally,
we note that the NMR measurements were later repeated by
the same group in a second paper [28] obtaining a somewhat
smaller current-induced shift. This would lead to a reduction
in the magnetic moment value compared to the first paper,
but unfortunately the authors do not provide any updated
estimates. Overall, further studies, beyond the scope of paper,
may be required to resolve the discrepancies between DFT
and NMR estimates.

C. CISP figure of merit

CISP is often characterized by using a single parameter
or “figure of merit” expressed by the ratio of the spin den-
sity over the charge current density [43,44]. In the case of
Te, this parameter coincides with the γ z

z component of the
pseudotensor introduced in the phenomenological model of
Sec. II. Here, to calculate it in the same units as the ones
considered in previous works, we first compute the so-called
“spin density profile” [44], that is, the spin-z density aver-
aged over the xy plane perpendicular to the current, 〈sz〉(z) =
(lxly)−1

∫ lx
0

∫ ly
0 dxdy sz(x, y, z), with lx and ly the lengths of

the supercell sides along the x and y directions (see Sec. S3
[56]). Then, we define the spin density per atomic layer by
integrating 〈sz〉(z) over z and dividing the result by the num-
ber of atomic layers, NL, in the central region, i.e., 〈Sz〉 =∫

dz〈sz〉(z)/NL. We then obtain that γ ≡ γ z
z = 〈Sz〉/ jz is 6 ×

103μB/A for the doping concentration nh = 5 × 1017 cm−3

that maximizes CISP.
The results for Te can now be compared to the values

for other materials studied in the literature. In particular, we
consider the surfaces of heavy metals, often regarded as very
efficient systems for spin-charge conversion [91]. The γ pa-
rameter of these surfaces was computed in Ref. [44], where
it was reported to be much larger for the early than it was for
the late 5d materials. In the case of Te, our calculated γ is
comparable to that of the W surface (∼6 × 103μB/A), which
was predicted to be the best system overall. As such, Te turns
out to be a similarly efficient CISP material. The advantage of
Te compared to the 5d metals is, however, clear. CISP occurs
in the bulk and is not just a surface effect.

D. Spin current

The DFT + NEGF calculations show that the emergence
of nonequilibrium magnetic moments in p-doped Te is also
accompanied by a spin current density jz

z carrying spins po-
larized parallel to the transport direction, z. jz

z is defined, for
example, in Ref. [74] and is easily calculated by using the
bond currents approach in the same way as was done for the
charge current. Nevertheless, we note that, in practice, some

FIG. 5. Spin current density, jz
z , as a function of the hole con-

centration, nh. The results are for a charge current density jz =
100 A/cm2 and an electronic temperature equal to 200 K. The inbox
displays the ratio α = jz

z/Sz as a function of the hole concentration.

care is needed in the calculations. Because of the gyrotropic
symmetry, Te has a large equilibrium (i.e., diamagnetic-like)
spin current [74], which cannot be detected in experiments,
but is returned by the calculations. This equilibrium spin cur-
rent needs to be subtracted from the total spin current to obtain
only the nonequilibrium component, which accounts for the
transport of spins from one lead to the other and is therefore
the spin current relevant for spintronics, as stressed by Rashba
in Ref. [92]. In the following, we will only provide values of
the spin current density obtained after carefully subtracting
the equilibrium part.

The computed spin current density jz
z is plotted in Fig. 5

as a function of hole concentration for the right-handed enan-
tiomer. At the lowest doping considered, that is, nh ∼ 1017, jz

z
is negative and its absolute value is maximum. It then drops
sharply with increasing nh. Eventually at nh ∼ 2 × 1019 cm−3,
we observe a crossover with jz

z changing sign, i.e., switching
from negative to positive, and saturating to a more or less
constant value. Such a crossover is due to the fact that, at
nh ∼ 2 × 1019 cm−3, the Fermi energy moves from the top-
most valence band to the second valence band, which has an
opposite spin-texture, as already pointed out when discussing
the Sz versus nh curve in Fig. 3. The results for the left-handed
enantiomer would just have the opposite sign compared to
those shown here, i.e., jz

z would be positive for hole concentra-
tions below nh ∼ 2 × 1019 cm−3 and would become negative
for a larger doping.

To analyze the relation between the spin density and the
spin current density, we plot the ratio α = jz

z/Sz as a function
of doping concentration and for a fixed charge current density
(see the inset in Fig. 5). When nh is in the range from 5 × 1017

to 2 × 1019 cm−3 (i.e., before the crossover), α has a more
or less linear behavior. The emergence of the nonequilibrium
spin density and of the spin current are two correlated effects
that emerge together as a result of the Te spin texture. They
can be seen as two complementary manifestations of CISP.
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FIG. 6. Resistance variation �R = R(B) − R(0) as a function of
the magnetic field parallel, B ‖ z, antiparallel, B ‖ −z, and perpen-
dicular, B ⊥ z, to the charge transport direction and for a positive
bias. The results are for nh = 5 × 1017 cm−3.

Finally, we can also compute the ratio of the spin current
density to the charge current density, Pz = jz

z/ jz. In practice
for this work, Pz can be interpreted as the spin polarization of
the charge current. Remarkably, for nh ∼ 1017, that is, when
the CISP magnitude is maximum, we estimate that Pz is about
0.24. This is a significant spin polarization for a material
that is nonmagnetic in equilibrium. Our calculations therefore
fully support the expectation that Te can be used as an efficient
material for all electrical spin generation and transport.

E. Magnetoresistance

We now turn to the question of whether the unilateral
magnetoresistance, or magnetochiral anisotropy, can appear
in the ballistic transport regime as a result of CISP. To predict
the effect at the quantitative level by using DFT + NEGF,
we apply a Zeeman magnetic field B in the central region
of our system, and we compute the resistance R(B) when
B is parallel, B ‖ z, antiparallel, B ‖ −z, and perpendicular,
B ⊥ z, to the charge transport direction. The resulting resis-
tance variation with respect to the zero-field resistance value,
�R = R(B) − R(0), is shown in Fig. 6 for the right-handed
enantiomer with a hole concentration nh = 5 × 1017 cm−3.
In the perpendicular case (green dots), we observe that the
resistance remains constant with increasing the modulus of
the magnetic field, B. In contrast, when the magnetic field is
parallel (antiparallel) to the direction of the current, the resis-
tance monotonically decreases (increases) as a function of B,
thus resulting in a negative (positive) magnetoresistance (see
the red and black dots). The difference R(B ‖ z) − R(B ‖ −z),
shown in the inset of Fig. 6, is negative and varies linearly
with B. The resistance is larger when the magnetic field is
antiparallel to the current’s direction. This is the unilateral
magnetoresistance. Thus our calculations predict that indeed
the effect can appear even in the ballistic transport setup. The
unilateral magnetoresistance would be the opposite, i.e., larger
for the parallel case, if we were considering the left- instead
of the right-handed enantiomer.

FIG. 7. Resistance variation �R as a function of the magnetic
field angle θ in the xz plane. The black and red curves are obtained
for positive and negative bias voltages, respectively. The results are
for nh = 5 × 1017 cm−3.

To further analyze the magnetoresistance, we now fix the
modulus of the magnetic field at B = 9 T (a typical value
used in experiments [30]) and rotate its direction in the xz
plane, B = (B sin θ, 0, B cos θ ), with θ = 0◦, 180◦, and 90◦,
which correspond, respectively, to the parallel, antiparallel,
and perpendicular orientations considered above. The change
in the resistance as a function of θ is shown in Fig. 7 (the
same plot for the magnetic field rotated in the yz plane is in
Sec. S4 of Ref. [56]). The curve �R(θ ) has a ∼ cos θ -like
behavior, characteristic of the electrical magnetochiral effect
[31,93]. The resistance depends linearly on the relative orien-
tation of the magnetic field and of the charge current density,
�R ∼ B · j, with j = (0, 0, jz ) in our setup. The effect must be
distinguished from the anisotropic magnetoresistance (AMR)
in ferromagnetic materials, which displays a ∼ cos2 θ -like de-
pendence and, therefore, an equal resistance for the magnetic
field parallel and antiparallel to the charge current direction.
We note that, in our calculation, we can only address the
“longitudinal” magnetochiral effect where the current is along
the Te wires. Rikken et al. in Ref. [29] observed that the effect
was maximized when the current was perpendicular to both
the wires and the magnetic field. However, this result does not
comply with the symmetry of the material [47] and cannot
be related to its intrinsic properties, regardless of the implied
microscopic mechanisms.

The magnetotransport characteristics of our system can
be related to the microscopic quantities introduced in the
previous sections. For instance, in Fig. 8, we display the
effective current spin polarization, Pz = jz

z/ jz, as a function
of the magnetic field angle θ for a hole concentration, nh =
5 × 1017 cm−3 and B = 9 T. Pz(θ ) follows a ∼ cos θ -like
curve similar to that of the resistance, R(θ ). The absolute value
of Pz is enhanced (reduced) when the magnetic field is parallel
(antiparallel) to the current, θ = 0◦ (θ = 180◦). This indicates
that the magnetoresistance serves to sense the current spin
polarization.

The emergence of the unilateral magnetoresistance in our
calculations is a consequence of two combined factors, the
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FIG. 8. Effective current’s spin polarization Pz as a function of
the magnetic field angle θ in the xz plane. The results are for 5 ×
1017 cm−3 and for the magnetic field modulus B = 9 T.

Te chirality and the out-of-equilibrium driving bias, which are
both essential. If the system were not chiral, i.e., if it presented
a longitudinal plane of symmetry, the resistance would be the
same with the magnetic field parallel or antiparallel to the
transport direction, as discussed, for instance, in Ref. [94].
On the other hand, even for chiral systems, linear-response
calculations without computing the out-of-equilibrium den-
sity would give no magnetoresistance because of Onsager’s
reciprocity, as demonstrated in Refs. [54,95]. Onsager’s reci-
procity no longer holds in our finite bias calculations, and
therefore the magnetoresistance is allowed. The relation of the
magnetoresistance with the system’s chirality can be further
verified by reversing the voltage V → −V . When doing so,
we find that R(θ ) → R(θ + 180◦) (compare the black and red
curves in Fig. 7). Similarly, if we selected left-handed instead
of right-handed Te, we would find the reversal of the effect.

To estimate the unilateral magnetoresistance, we can use
two different quantities, namely the magnetoresistance ra-
tio and the magnetochiral anisotropy parameter [29,47]. The
magnetoresistance ratio is defined as MR = [R(θ = 0◦) −
R(θ = 180◦)]/R(θ = 0◦). It is plotted in Fig. 9 as a function of
the hole concentration, nh, and for the magnetic field modulus,
B = 9 T. The absolute value of the MR ratio is maximum,
albeit small (0.025%), for the lowest considered doping, nh =
5 × 1017 cm−3. The MR then sharply drops for larger hole
concentrations, and finally vanishes when the Fermi energy
moves away from the top valence band and crosses the second
valence band, i.e., for nh > 2 × 1019 cm−3. The trend closely
resembles that of Sz and jz

z in Figs. 3 and 5, further demon-
strating the existing correlation between CISP and transport
properties.

The magnetochiral anisotropy parameter, α, is defined
through the ratio [29,47]

R(B, jz ) − R(B,− jz )

R(B, jz ) + R(B,− jz )
= 2αB jz, (1)

where R(B, j) and R(B,− j) are the resistance for the same
magnetic field, parallel to z, and for opposite charge current

FIG. 9. MR ratio for B = 9 T as a function of the hole concen-
tration nh.

densities of equal modulus j. In our case, a fit of the numerical
data gives α of the order of 10−13–10−14 m2/AT.

Our calculated parameter α is three orders of magnitude
smaller than that obtained in Ref. [29]. Furthermore, the small
magnetoresistance ratio reported in our ballistic transport cal-
culations contrasts with the results reported by Calavalle et al.
in the Ohmic transport regime, where the unilateral magne-
toresistance can reach almost 10%. These findings suggest
that, although the electrical magnetochiral effect is intrinsic
to the material, scattering with defects becomes essential to
observe it. In support of this argument, we note that, in exper-
iments, the effect is enhanced with increasing the resistivity
of the samples. As such, further theoretical studies, including
disorder and bridging from the ballistic to the Ohmic limit will
be essential to fully clarify this behavior, but unfortunately
they remain challenging practically because of the large com-
putational overhead.

In summary, we have shown that CISP in ballistic Te wires
leads to the formation of magnetic moments around the atoms
as well as spin currents, which can be sensed by measuring a
unilateral, albeit very small, magnetoresistance. Overall, our
results provide a rather complete view of the phenomenon at
an accurate quantitative level. Next, we will show how the
reported physics is evocative of that emerging in quantum
transport calculations for chiral molecular junctions [54,55].

V. DISCUSSION: CISP AND CISS WITHIN THE
DFT + NEGF FRAMEWORK

Several recent works relied on DFT + NEGF calculations
to study chiral molecular junctions in the attempt to shed some
light on the CISS effect. The method implementations, the
systems’ setup (comprising a central region attached to leads),
and the numerical analysis were quite similar to ours here
(see, for example, the computational method section in Ref.
[54] and compare it with our paper, Ref. [71]). It is therefore
interesting to look at the results to understand whether the
predicted behaviors of chiral molecular junctions and chiral
Te are related. We identify a few key features common to both
systems.
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(i) There are magnetic moments appearing around the
atoms in finite bias calculations. They stem from the out-
of-equilibrium component of the spin density. This effect is
graphically represented in Fig. 1 here for Te and in Fig. 1
in Ref. [54] or in Fig. 4 in Ref. [55] for several molecular
junctions. In Te, the magnetic moments are collinear, parallel
to the transport direction, whereas in molecular junctions they
are not. Yet, this difference can be simply attributed to the
different systems’ symmetry.

(ii) A spin current emerges alongside the magnetic mo-
ments. We showed it in the case of Te via a direct calculation
in Sec. IV D. In contrast, studies about molecular junctions did
not explicitly evaluate such spin current. Yet, they present the
spin-polarization of the energy-dependent transmission coef-
ficient (see Fig. 2 in Ref. [55]). Within the Landauer-Büttiker
formalism [80,96,97], implied in those calculations, the spin
current is roughly given by the integral of such a transmission
coefficient over an energy range equal to the difference of the
leads’ chemical potentials (see, for example, Ref. [98]). If the
spin-polarization of the transmission is nonzero, even the spin
current will evidently be nonzero.

(iii) The spin current leads to a unilateral magnetoresis-
tance effect. On the one hand, to probe it, we applied an
external magnetic field, B, in the Te central region. On the
other hand, calculations for molecular junctions relied on a
ferromagnetic electrode, whose magnetization, M, was ro-
tated along different directions. Yet, the qualitative results are
finally the same. In Te, the current spin-polarization in Fig. 9
changes when the direction of the magnetic field is flipped by
180◦, i.e., we get �P(B) = Pz(B) − Pz(−B) �= 0. Similarly,
in chiral molecular junctions, one finds that there is a nonva-
nishing change in the current spin polarization, �P(M) �= 0,
when reversing M, as shown in Fig. 2 of Ref. [54] (purple
dotted lines).

The comparison of the results between chiral molecular
junctions and Te can also be extended from a qualitative to
a quantitative level. In particular, we note that Te has a larger
SOC than molecular junctions made of lighter atoms, mostly
C. Consistently, the maximum spin polarization estimated in
Ref. [54] for a molecule is <1%, whereas, in Te, we obtain
that Pz can reach about 24%. This difference of three orders
of magnitude appears to follow the ratio of the atomic SOC of
Te and of C, i.e., ∼(ZTe/ZC)4.

Summarizing, from our analysis, we cannot observe any
qualitative differences in the results of DFT + NEGF calcula-
tions for chiral molecular junctions and Te. This leads us to an
important conclusion. The emergence of nonequilibrium mag-
netic moments, spin currents, and magnetoresistance, that, in
previous works, were considered fingerprints of CISS, can al-
ternatively and indifferently be attributed to CISP, as we have
done in this paper. There is no way to distinguish between
the two effects from the results of DFT + NEGF calculations.
In other words, we can say that the two effects are the same
within the framework of DFT + NEGF. However, we note that
a distinction between the two effects may still appear when
considering other situations, namely polaronic transport in
long organic molecules [99], and the Ohmic transport regime
in solid-state materials [30,100]. A careful analysis of this
problem is, however, beyond the scope and limitations of this
paper.

Finally, we note that the analogy between Te and molec-
ular junctions may also be interesting in order to find out
possible routes to enhance the unilateral magnetoresistance.
In molecules, the inclusion of inelastic effects is believed to
be critical for enhancing the CISS effect [101–104]. Similar
considerations may also apply to Te. In this regard, DFT +
NEGF calculations can, in principle, be extended to include
electron-electron [105] or electron-phonon [106] scattering
via self-energies. More work along this direction is currently
ongoing, and the results will further boost our understanding
of CISP and CISS across different systems.

VI. CONCLUSION

In this paper, we studied CISP in p-type Te via DFT
+ NEGF calculations, focusing on the ballistic transport
regime. We found that the effect could be quantitatively de-
scribed in terms of two complementary quantities, namely
the nonequilibrium atomic magnetic moments and the spin-
current polarized parallel to the transport direction.

The estimated values of the magnetic moments and their
dependence on the hole concentration are in good agreement
with those from previous DFT studies [45,46]. The obtained
CISP figure of merit, that is, the ratio of the spin density over
the charge current density, is comparable to that of the well-
studied 5d metal thin films, indicating that Te is a similarly
efficient charge-to-spin conversion material. The advantage of
Te compared to the 5d metals is, however, that CISP occurs in
the bulk and is not just a surface effect.

The spin current is estimated to be about 24% of the charge
current. This a substantial fraction for a material that is non-
magnetic in equilibrium. To our knowledge, the spin current
associated with CISP was not previously calculated for any
system.

The spin current can in principle be detected via magneto-
transport measurements. Specifically, we predict the existence
of a ballistic unilateral magnetoresistance, or electric mag-
netochiral anisotropy, seen as a change in the resistance of
a Te wire when an external magnetic field is switched from
parallel to antiparallel to the direction of the charge current.
The calculated MR, however, is small, about 0.025%.

Finally, we compared our work for Te with recent DFT
+ NEGF calculations for chiral molecules. We found that
the results were comparable with differences that could be
ascribed to specific material properties or symmetry. In other
words, we were not able to identify any characteristic features
that could be used to distinguish CISS from CISP. Hence, we
conclude that, within the framework of DFT + NEGF, the two
effects are the same.
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