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Ab initio investigation of laser-induced ultrafast demagnetization of L10 FePt:
Intensity dependence and importance of electron coherence
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We theoretically investigate the optically induced demagnetization of ferromagnetic FePt using the time-
dependent density functional theory (TDDFT). We compare the demagnetization mechanism in the perturbative
and nonperturbative limits of light-matter interaction and show how the underlying mechanism of the ultrafast
demagnetization depends on the driving laser intensity. Our calculations show that the femtosecond demag-
netization in TDDFT is a longitudinal magnetization reduction and results from a nonlinear optomagnetic
effect, akin to the inverse Faraday effect. The demagnetization scales quadratically with the electric field E
in the perturbative limit, i.e., �Mz ∝ E 2. Moreover, the magnetization dynamics happens dominantly at even
multiples nω0, (n = 0, 2, . . . ) of the pump-laser frequency ω0, whereas odd multiples of ω0 do not contribute. We
further investigate the demagnetization in conjunction to the optically induced change of electron occupations
and electron correlations. Dynamical correlations within the Kohn-Sham local-density framework are shown
to have an appreciable yet distinct effect on the amount of demagnetization depending on the laser intensity.
Comparing the ab initio computed demagnetizations with those calculated from spin occupations, we show that
electronic coherence plays a dominant role in the demagnetization process, whereas interpretations based on the
time-dependent occupation numbers poorly describe the ultrafast demagnetization.
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I. INTRODUCTION

A number of experiments in the late 1990s, pioneered by
Beaurepaire et al., unanimously unveiled the possibility of
ultrafast laser-induced demagnetization of metallic ferromag-
nets [1–3]. Ultrafast demagnetization received tremendous
attention due to the prospects of manipulating magnetic
moments orders of magnitude faster than then-known con-
ventional techniques. This remarkable discovery brought forth
the field of femtomagnetism [4,5], the development of which
could benefit ultrafast spintronics and faster magnetic data
storage devices [6]. The field of femtomagnetism is cur-
rently well established with recent additions of laser-induced
magnetic phase transition [7], coherent control of antifer-
romagnetic spin waves [8], and all-optical magnetization
switching [9], to name a few.

Apart from its vast technological applications, the physics
underlying fast demagnetization continues to fascinate re-
searchers. It is one process that gives access to a time-domain
understanding of scattering mechanisms among electrons,
spins, and phonons. However, there are several fundamental
issues yet unresolved in ultrafast demagnetization, such as the
transfer of angular momentum, interpretation of the magneto-
optical signals of nonthermal electrons, and the entangled
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mechanisms of ultrafast demagnetization on short and longer
timescales [4,10,11].

The demagnetization mechanism is initialized by an
electronic excitation induced by the external infrared laser
field, with typically an 800-nm wavelength in this regime.
This is followed by the thermalization of electrons, diffusion
of spins, and thermal equilibration through interactions
between electrons, spins, and phonons [1,4,12]. It is nearly
impossible to have a single theory incorporating all these
processes happening at different time and length scales.
However, the initial step can be assumed to be governed by
the electron-photon interaction, at least for a short laser pulse
of a few femtoseconds duration. Moreover, there has to be a
nonlinear optical process that demagnetizes the material, as
there is no linear coupling between spins and photons, except
as a relativistic interaction [13].

To understand how the nonequilibrium electron excitation
relates to the mechanism of ultrafast demagnetization requires
a fully quantum mechanical theory. Real-time time-dependent
density functional theory (TDDFT) [14] has recently been
successful in disclosing some of the key aspects of optically
induced demagnetization, including the role of spin-orbit cou-
pling [15], the role of electron correlations [16–18], the role
of noncollinear spins [17], and optical intersite spin-transfer
(OISTR) [19–23].

In the present work, we addresses how essentially nonlin-
ear optical excitations can induce ultrafast demagnetization,
employing TDDFT simulations. We use the L10-ordered
phase of the iron platinum alloy (L10 FePt) for this study. This
material is a strong candidate for magnetic recording due to
its high magnetocrystalline anisotropy [24,25] and it has been

2469-9950/2024/109(14)/144418(12) 144418-1 Published by the American Physical Society

https://orcid.org/0000-0001-7339-1004
https://orcid.org/0000-0002-9069-2631
https://crossmark.crossref.org/dialog/?doi=10.1103/PhysRevB.109.144418&domain=pdf&date_stamp=2024-04-23
https://doi.org/10.1103/PhysRevB.109.144418
https://creativecommons.org/licenses/by/4.0/
https://www.kb.se/samverkan-och-utveckling/oppen-tillgang-och-bibsamkonsortiet/bibsamkonsortiet.html


M. S. MRUDUL AND PETER M. OPPENEER PHYSICAL REVIEW B 109, 144418 (2024)

thoroughly investigated in recent theoretical and experimental
studies [26–29]. Moreover, FePt is a two-component ferro-
magnet which allows us to explore also the role of intersite
excitations.

II. METHODOLOGY

We performed real-time TDDFT calculations to understand
the microscopic mechanism of ultrafast demagnetization. We
used the local spin density approximation (LSDA) [30] for
the exchange-correlation functional. Our TDDFT calcula-
tions within adiabatic LSDA are performed on a real-space
grid, as implemented in the Octopus package [31]. Fully
relativistic, norm-conserving Hartwigsen-Goedecker-Hutter
pseudopotentials were employed, for which relativistic cor-
rections are implemented as a nonlocal operator.

We solved time-dependent Kohn-Sham equation (TDKS)
to obtain the laser-induced changes in the Kohn-Sham Bloch
state of the nth band at k in the Brillouin zone. The TDKS
equation in atomic units reads

i
∂

∂t
|ψnk(r, t )〉 =

{
1

2

[
−i∇ + 1

c
A(t )

]2

+ vext + vnl

+vH [n(r, t )] + vxc[n(r, t )]

}
|ψnk(r, t )〉. (1)

Here |ψnk(r, t )〉 is a Pauli spinor with the inclusion of rela-
tivistic corrections. The laser field is incorporated through the
vector potential A(t ), vext is the external potential representing
the electron-ion interaction, and vnl is the nonlocal part of the
potential accounting for relativistic corrections. vH and vxc are
the Hartree and exchange-correlation potentials, respectively.
In the present work, wave functions are time propagated with
a time step of 4.8 as.

To comprehend the importance of time-dependent electron
correlations, we have also time evolved the Kohn-Sham wave
functions freezing vH and vxc to their ground-state values.
This is called an independent particle (IP) approach, as the
electrons are excited in the ground-state band structure, irre-
spective of how other electrons are time evolved [17,32]. Note
that with “correlations” we mean here those within the Kohn-
Sham DFT framework, i.e., the influence of a dynamically
changed Kohn-Sham potential acting back on the wave func-
tion and not an additionally added (static) electron Coulomb
interaction.

The lattice parameters of the primitive tetragonal unit cell
of L10 FePt are a, b = 2.72 Å and c = 3.76 Å [27]. We
sampled the Brillouin zone with a 9 × 9 × 9 grid and the unit
cell with a uniform spacing of 0.13 Å. The magnetic ground
state is in reasonable agreement with previous works, with
magnetic moments of 2.87 µB (Fe) and 0.29 µB (Pt) along the
c axis [27,33].

The vector potential of the laser field is modeled with a sin2

envelope. In this case, the fluence of a laser pulse with peak
intensity I0 and duration T is obtained as 3I0T /8. Throughout
the paper, we use a laser pulse linearly polarized along the x
axis with a carrier wavelength of 800 nm (h̄ω0 = 1.55 eV)
and a pulse duration of 15 fs. The magnetization mentioned
in this paper is spin magnetization unless stated otherwise.
Also, as the change in magnetization is observed only along

FIG. 1. Laser-induced change in the magnetization (scaled) of
L10 FePt for incident laser intensities (fluences) of (a) 1010 W/cm2

(56.25 µJ/cm2) and (b) 2×1012 W/cm2 (11.25 mJ/cm2) calculated
within TDDFT (violet) and IP (orange) approaches. The vector po-
tential of the laser field (gray) has a central wavelength of 800 nm.

the z axis (see Ref. [15]), other components are not further
considered here.

III. RESULTS

In Fig. 1, we present the change in magnetization calcu-
lated for L10 FePt with laser pulses of peak intensities 1010

W/cm2 [Fig. 1(a)] and 2×1012 W/cm2 [Fig. 1(b)]. Their re-
spective fluences are 56.25 µJ/cm2 and 11.25 mJ/cm2. These
two laser pulses are respectively referred to as “weak” and
“strong” throughout the paper.

We observe that the change in magnetization starts after a
few femtoseconds of the laser interaction. Moreover, the order
of magnitude of demagnetization scales with peak intensity.
A noticeable demagnetization close to 25% is achieved for
the strong pulse [Fig. 1(b)], while for the weak pulse it is
about 0.23%. Interestingly, the magnetization changes even
after the laser pulse. This change for the weak pulse is like
a long wavelength oscillation, whereas the material continues
to demagnetize for a few more femtoseconds for the strong
pulse.

At this point it is instructive to remark that, effects due to
propagation of the light within the material are not included
in the present calculations. This can be done by coupling
TDDFT to Maxwell equations [34]. Thus, the laser fluence
is completely absorbed in the unit cell and it is not the same
as the pump fluence at the source, as is usually denoted in
experiments. Specifically, the relevant quantity for demagne-
tization is the laser energy that is absorbed in the unit cell. In
the here-studied system, the energy transferred per unit cell of
the material for the weak and strong laser pulses are 23 meV
and 3 eV, respectively. The latter value is significantly higher
than typical experimental values. The computed time evolu-
tion of the electronic energy on laser excitation is given in
Appendix A.
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FIG. 2. (a) Laser-induced change in magnetization as a function
of the peak intensity of the laser field. Magnetization dynamics in
the frequency domain (G, see text for definition) for incident laser
intensities of (b) 1010 W/cm2 and (c) 2×1012 W/cm2.

Comparing results from the TDDFT and IP approaches
reveals that the electron correlation enhances demagneti-
zation (see Fig. 1). This indicates the strong influence
of time-dependent electron correlations in the microscopic
mechanism of ultrafast demagnetization. A similar analy-
sis was conducted for Ni in Refs. [16,17]. They observed
that the dynamical changes in the Kohn-Sham potential
within TDDFT improve demagnetization, which is consistent
with our result. Also, a study with time-dependent Liouville
and DFT in Ni showed significant improvement in ultrafast
demagnetization by including the time-dependent effective
potential [35]. In addition, the importance of choosing a better
exchange-correlation functional beyond LSDA [18], and the
significance of going beyond the adiabatic approximation in
TDDFT [16] were discussed recently.

In the following subsections, we perform a systematic in-
vestigation to show how the possible mechanism of ultrafast
demagnetization in TDDFT is related to an optomagnetic
effect, the inverse Faraday effect [36]. Furthermore, we
demonstrate how the role of electron correlations is different
in weak- and strong-intensity regimes. Finally, we discuss ad-
ditional contributions to the element-resolved magnetization
dynamics and highlight the role of electron-hole coherence
in the demagnetization process, in contrast to the optically
induced changes of electron occupations.

A. Nonlinear mechanism of the demagnetization

We presented in Fig. 1 how the order of magnitude of
demagnetization scales with the laser intensity. In Fig. 2(a),
we show how demagnetization depends on the peak intensity
of the laser field. The change in the magnetization is estimated
at the end of the laser pulse. In Fig. 2(a), we see a linear

FIG. 3. (a) A typical frequency distribution of an ultrashort laser
field with central frequency ω0. (b) Electronic Raman excitation
and (c) two-photon absorption, where |n, s〉, |l, s′〉, and |m, s′′〉 are
electronic spinor states at a particular k point.

dependence of �Mz on laser intensity up to an intensity order
of 1012 W/cm2. However, there is an apparent deviation from
this behavior in a stronger laser field.

To understand the magnetization dynamics in the fre-
quency domain, we define G = |FT (∂Mz/∂t )|2, where FT is
the Fourier transform. Figures 2(b) and 2(c) present calculated
G for the weak and the strong laser fields, respectively. The
figures reveal that the change in magnetization happens at
even orders of the pump laser frequency. For a material with
inversion symmetry, the dynamical symmetry of the time-
dependent Hamiltonian allows the magnetization to follow
this behavior (see Appendix B for the proof). The possibility
of the generation of even order spin harmonics from iron
monolayers was shown in Ref. [37].

For the weak laser, the prominent magnetization dynamics
happens close to zero and 2ω0 frequencies [Fig. 2(b)]. Let us
try to understand the possible mechanisms of magnetization
dynamics in the weak or perturbative limit of laser interac-
tion. The typical frequency distribution of an ultrashort laser
pulse with central frequency ω0 is shown in Fig. 3(a). The
figure shows that a range of frequencies centered around ω0

coexist in the laser field. From Figs. 2(a) and 2(b), we can
deduce that the change in magnetization close to zero and 2ω

frequencies, having quadratic scaling in the electric field, are
due to mechanisms described, respectively, as

�Mi(ω
′ − ω′′) = α

(0)
i jk E j (ω

′)E∗
k (ω′′) + c.c., (2a)

�Mi(ω
′ + ω′′) = α

(2)
i jk E j (ω

′)Ek (ω′′) + c.c., (2b)

where α
(0)
i jk and α

(2)
i jk are the optomagnetic susceptibilities, E(t )

is the electric field of the laser, and ω′ and ω′′ are frequencies
of the laser field. Here Eq. (2a) describes electronic Raman
process [Fig. 3(b)], and Eq. (2b) describes two-photon absorp-
tion [Fig. 3(c)].

It is well known that there is no linear coupling term
between spins and photons within the dipole approximation.
This implies that the mechanism of light-induced change
in magnetization is expectantly a nonlinear optical process
involving at least two photons. When the material has
spin-orbit coupling, the electronic states are described by a
linear superposition of pure spin states (spinors). Different
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electronic states can, however, carry different mixings of
spin-up and spin-down character. Let us consider different
electronic spinor states at a particular k point in the Brillouin
zone. Intuitively, one of the processes is when an electron
in state |n, s〉 jumps to another state |m, s′′〉, close in energy,
with an intermediate higher-energy state |l, s′〉 [see Fig. 3(b)].
This is the electronic Raman scattering when |m, s′′〉 �= |n, s〉,
otherwise called electronic Rayleigh scattering (see, e.g.,
[38]). These mechanisms contribute to magnetization
dynamics close to zero frequency. It is interesting to note
that the electronic Raman process was proposed to create a
laser-induced effective magnetic field resulting in the inverse
Faraday effect [10,39]. However, this theory was obtained
from thermodynamic energy considerations for circularly
polarized laser light interacting on nonabsorbing media.
Recently, an ab initio material-specific theory confirmed
the role of these electronic processes in the inverse Faraday
effect [40–42].

The difference between the causes of the inverse Faraday
effect and ultrafast demagnetization is an additional con-
tribution from the two-photon absorption [Fig. 3(c)]. The
two-photon absorption is responsible for the magnetization
dynamics close to 2ω0 in Fig. 2(b). Note that, for a cen-
trosymmetric material, electric-dipole transitions are observed
between electronic states of opposite parity. In contrast,
two-photon interactions such as the electronic Raman or two-
photon absorption happen between states of the same parity.
So the selection rules between initial and final states for these
processes are similar to electric quadrupole or magnetic dipole
transitions [43]. Moreover, these electronic processes depend
on having a range of frequencies in the laser field, pointing
out their relation to the ultrashort duration of the laser pulse.

One of the advantages of real-time TDDFT is that it does
not restrict us to the perturbative limit of light-matter inter-
action. Hence, higher-order processes such as four-photon
absorption are included by default in the calculation. More-
over, all these higher-order interactions have their Raman
and Rayleigh counterparts, all contributing near the zero fre-
quency. However, when the laser pulse is weak, we can see
that the higher-order interaction terms are much weaker, typ-
ical for the perturbative limit [note the logarithmic scale in
Fig. 2(b)]. In contrast, in Fig. 2(c), we can see that second-
and fourth-order dynamics are happening with comparable
intensity. This shows the highly nonperturbative nature of the
underlying high-intensity mechanism. These nonperturbative
contributions are responsible for the deviation from the linear
intensity dependence in Fig. 2(a). In short, we have demon-
strated the essential sub-femto-second processes of ultrafast
laser-induced demagnetization.

Previous calculations of the light-induced change of the
magnetization through the inverse Faraday effect—which can
happen even with linearly polarized light in a ferromagnet—
gave values 10−2–10−3 µB per atomic volume for (continuous
wave) laser intensities of 1010 W/cm2 [42], quite comparable
with the TDDFT result.

B. Insights from out-of-equilibrium spin-dependent occupations

In this section, we will explore the role of band structure,
spin-dependent occupation numbers, electron correlation, and

coherence in the mechanism of ultrafast demagnetization
through the formalism of density matrices.

It is important to mention that spin-orbit coupling is at
the heart of ultrafast demagnetization in TDDFT [15] and
also of these nonlinear optomagnetic processes [42]. Without
spin-orbit coupling, the spin can obviously not be changed.
We start therefore with considering the Kohn-Sham Bloch
state, ψnk(r), which is a linear superposition of pure spin
states given by ψnk(r) = [ank(r)|↑〉 + bnk(r)|↓〉]eik·r. For ma-
jority spin, the term bnk describes the spin mixing in the
Bloch state. Consider a dipole allowed transition between two
of such states separated by an energy of h̄ω0. The dipole
transition of an electron between these states could change the
spin polarization due to the different amounts of spin mixing
present in these states. This is analogous to the Elliott model
for spin loss due to electronic transitions [44], which has been
considered previously [45–48]. This mechanism is referred
to as demagnetization due to light absorption in Ref. [49].
However, this needs to be reconciled with the idea that electric
dipole transition should preserve magnetization. Below, we
will show that a change in spin mixing and the related spin
occupation numbers does not necessarily imply a change in
magnetization during the laser interaction.

Next, we introduce the density matrix. The set of ex-
cited Kohn-Sham wave functions, {|ψnk(t )〉} can be expanded
in terms of the ground-state Kohn-Sham wave functions,
{|ψ0

nk〉}, as |ψnk(t )〉 = ∑
m αnk

m (t )|ψ0
mk〉. The time-dependent

density matrix elements between states |ψ0
ik〉 and |ψ0

jk〉 can be
defined as

ρk
i j (t ) =

∑
n

fnkα
nk
i (t )αnk∗

j (t ), (3)

where fnk is the initial occupation of |ψ0
nk〉. Here the di-

agonal elements of the density matrix elements govern the
time-dependent occupations, and off-diagonal elements de-
scribe the electron coherence between the states. The role of
electron-hole coherence in ultrafast electronic processes has
drawn attention recently [50–53].

The nonequilibrium electron occupations can be estimated
as g(ε) = ∑

n,k ρk
nnδ(εnk − ε) [54], where εnk is the energy

eigenvalue of the state |ψ0
nk〉. In Figs. 4(a) and 4(c) we show

the electron occupations after the laser pulse for the weak
and the strong laser fields. The green shaded area in Fig. 4
depicts the density of states of the electrons.

The nonlinear mechanisms described in Sec. III A guar-
antee only a change in the magnetization. It is the peculiar
shape of the density of states in ferromagnets that guides
demagnetization. It is clear from the density of states that any
nonequilibrium spin occupation tends to demagnetize the ma-
terial. This is also true even if the laser field has a helicity [42]
unlike the inverse Faraday effect in nonmagnetic materials.

For getting a better picture, the spin-resolved change in
occupations after the laser pulse is plotted in Figs. 4(b) and
4(d). For the weak pulse, optical transitions happen for elec-
tronic states between ±h̄ω0. On the other hand, when the laser
pulse is strong, transitions happen even in the range ±2h̄ω0.
In both cases, an increase in the number of minority electrons
and depletion in the number of majority electrons can be
recognized.
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FIG. 4. Laser-induced modification of electron occupations (orange line) after the laser pulse for a laser of peak intensity (a) 1010 W/cm2

and (c) 2×1012 W/cm2. Majority and minority electrons are represented, respectively, by the positive and negative y axis. The ground-state
density of states is shown by the green shaded area. Panels (b) and (d) show the laser-induced change in the electron occupations corresponding
to panels (a) and (c), respectively.

The contrasting difference in the weak and strong laser
regimes observed here is in the role of electron correlations.
When the laser pulse is weak, the excited electron occupations
are identical for TDDFT and the IP approximation. This is
surprising since the same is not true for the demagnetization
shown in Fig. 1(a), where electron correlations enhance de-
magnetization. On the other hand, for a stronger laser pulse,
dynamical electron correlations increase the amount of spin-
flip excitations.

To better understand the time evolution of the electrons,
we analyze the equation of motion of the density-matrix
elements. The time-dependent Kohn-Sham Hamiltonian can
be effectively written as ĥ(t ) = ĥ0 + δhee(t ) + ĥlm(t ). Here
ĥ0 is the ground-state Hamiltonian. The time dependence in
the Hamiltonian is attributed to dynamical changes in the
electron-electron potentials, δhee(t ), and the laser-matter in-
teraction, ĥlm(t ). The difference between the IP and TDDFT
approaches is the presence of the δhee(t ) term in the
Hamiltonian. The equation of motion for the density-matrix
elements is given by

∂

∂t
ρnn′ = −i{ρnn′ (εn − εn′ ) − [ρ̂, δĥee + ĥlm]nn′ }. (4)

Note that these excitations happen between different states at
a particular k point and the k-index is implicitly included. The
magnetization dynamics follows as

∂

∂t
M = −i

∑
nn′

{Mn′nρnn′ (εn − εn′ ) + Mn′n[ρ̂, δĥee]nn′ }, (5)

where Mnn′ are the matrix elements of the magnetization
operator.

We could notice a few points from Eq. (5). The role of
spin-orbit coupling strength is evident with the presence of

Mnn′ , which would otherwise be zero between different states.
Moreover, as expected, there is no linear dependence on ĥlm

in the right-hand side.
In Fig. 5 we compare the change in magnetization M tot

within the TDDFT and IP approaches with the demagnetiza-
tion due to the changes in the occupation numbers. The total
magnetization can be defined in the density matrix formal-
ism as Mtot (t ) = 1/Nk

∑
n,m,k Mk

nmρk
mn(t ). Also, we define the

FIG. 5. Ultrafast laser-induced demagnetization computed with
TDDFT (�M tot) along with the magnetization change due to change
in the electronic occupations (�Mocc) for a laser of peak intensity
(a) 1010 W/cm2 and (b) 2×1012 W/cm2. For comparison, results
computed with the IP approximation are also given.
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magnetization due to a change of spin occupations Mocc as

Mocc(t ) = 1

Nk

∑
n,k

Mk
nnρ

k
nn(t ), (6)

where Nk is the number of k points. By definition, Mtot =
Mocc in the ground state. During the laser interaction, Mtot =
Mocc + Mcoh, where Mcoh is the contribution to the magne-
tization stemming from the electron-hole coherence [Mcoh =
1/Nk

∑
n �=m,k Mk

nmρk
mn(t )]. We can clearly see from Fig. 5 that

Mocc and M tot (same as in Fig. 1) have different temporal
behaviors.

We start by analyzing the magnetization due to spin-
occupation numbers. Figure 5(a) shows that Mocc is the same
within TDDFT and IP approaches when the laser pulse is
weak, consistent with Fig. 4(b). However, the behavior of
Mocc has considerable deviation close to the end of the laser
pulse for the strong pulse [Fig. 5(b)]. From Eq. (4), it is
evident that, after the laser pulse, modifications in electron
occupations are governed by the change in electron corre-
lations. Thus, Mocc is expected to be a constant after the
laser pulse when calculated within the IP approach, in agree-
ment with Fig. 5. The role of electron correlation for the
strong laser pulse is in increasing the number of excited
electrons, resulting in a higher demagnetization. In addition,
electron-correlation-driven modifications in Mocc continue to
demagnetize the material five more femtoseconds after the
laser pulse. It is essential to mention that the mechanism of
demagnetization for a strong laser pulse is beyond a static
band-structure picture.

When an electron is excited by light, an electronic co-
herence is formed between states in addition to the transfer
of occupations. As mentioned earlier, electronic coherence
is included in the off-diagonal density-matrix elements. So
the difference between Mocc and Mtot is this contribution.
It is evident that the first driving term in Eq. (5) is en-
tirely governed by electronic coherence. For example, when a
two-photon absorption modifies the magnetization, the mag-
netization dynamics will have a frequency component of 2ω0.
On the other hand, the long wavelength oscillations observed
in Fig. 1(a) are due to the electronic coherence contribution of
electronic Raman excitations. Clearly, in Fig. 5(a), the role of
electron-electron interaction is to enhance the electron coher-
ence between the states keeping the occupations of electrons
fixed. We explain below how this is related to the electronic
Raman mechanism.

Electronic Raman excitations do not have to change the
occupation of states. Suppose |m〉 and |n〉 are two partially
occupied states. Consider the case when the electronic Raman
process happens between these states simultaneously back
and forth. This means that there is no transfer of occupation
between these states, but coherence is induced. Such a process
requires two electrons at different electronic states to corre-
late. This is why the coherence contribution increases during
the laser interaction with the support of dynamic modification
of electron correlations.

Additionally, we note that the change in Mocc starts even
before the total magnetization M tot begins to demagnetize.
The demagnetization due to a change of the spin occupations
has already reached about 75% at the middle of the pump

pulse, whereas M tot just begins to reduce. The rapid change
of the spin occupations can be attributed to dipole excitations
between spinor states with different spin mixing, as discussed
in the beginning of this section. However, such excitations
conserve clearly the total magnetization. This quantity can
be written as Mtot = Mocc + Mcoh, where the magnetization
Mcoh due to the electron coherence compensates the first term.

Note that the relative contribution from the coherence is
weaker for a strong laser pulse. In addition, persistence of
these effects is characterized by the dephasing time, which is
usually shorter than the thermalization time of electrons. Also,
it is important to remark that the time-dependent occupation
number is a gauge-dependent quantity [55]. Thus, Mocc in dif-
ferent laser gauge choices can show different characteristics,
unlike Mtot which is gauge invariant. However, this should
not be a problem after the laser pulse, where we see smoother
dynamics of Mocc.

Our findings are furthermore supported by the spectral
distribution of excited Kohn-Sham wave functions presented
in Appendix C. These show that electronic transitions happen
at ±h̄ω0 for the weak laser intensity, while some transi-
tions occur also at ±2h̄ω0 for the strong laser intensity. The
magnetization-changing electronic Raman transitions near
h̄ω ≈ 0 increase notably with laser intensity as well as with
the dynamical modification in the electron correlations, giving
a stronger demagnetization.

In short, our results show how the role of electron
correlation in ultrafast demagenetization is distinct
depending on the laser intensity. In the strong laser field,
electron correlation modifies the electron occupation
substantially, even after the laser pulse, resulting in a
stronger demagnetization. On the other hand, in the weak
field, electron correlation enhances the electronic Raman
excitations and results in an enhanced demagnetization even
without changing the occupations. This illustrates how the
role of electron coherence is crucial in understanding these
processes and proves that a change in spin occupation does
not necessarily imply a change in magnetization.

C. Element-resolved contributions

So far, we have discussed how the net magnetization of the
material changes due to the laser interaction. In this section,
we explore the element-resolved changes in magnetization
when a weak or strong laser interacts with L10 FePt. For that,
the magnetization is integrated within atomic spheres, and, in
addition, the interstitial contribution is analyzed.

Figure 6 presents the element-resolved change in magne-
tization for weak (left panels) and strong (right panels) laser
pulses. Interestingly, the demagnetization in Pt is larger com-
pared to Fe in the weak laser field [Fig. 6(a)]. In contrast, Fe
demagnetizes comparatively more in the strong external field,
and an initial magnetization increase is observed on Pt during
the pump laser field [Fig. 6(b)]. The increase of magnetization
on Pt and a decrease on Fe has previously been referred to as
optically induced spin transfer (see also Refs. [19,20,22]). A
fluence dependence of OISTR has been computed for FePd3

alloy in Ref. [23].
To understand the underlying process, we compare the

element-resolved demagnetization with and without spin-orbit
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(a) (b)

(c) (d)

(e) (f)

FIG. 6. Element-resolved change in magnetization of L10 FePt for a laser with a peak intensity of 1010 W/cm2 (left panels) and 2×1012

W/cm2 (right panels). The demagnetization of Fe and Pt is normalized in panels (a) and (b). The absolute value of the demagnetization is
given in panels (c) and (d). The change in the magnetization in the interstitial region is presented in panels (e) and (f).

coupling in Figs. 6(c) and 6(d). Moreover, the time-resolved
magnetization in the interstitial region is shown in Figs. 6(e)
and 6(f).

We observe a change in magnetization on Fe and Pt even
without the spin-orbit coupling. This can be understood in a
similar way as the change of spin polarization due to opti-
cal excitation in the Elliott model [44]. But instead of spin
mixing, we have a Bloch wave function of hybridized Fe
and Pt states. Before excitation, the wave function consists of
mainly spin-majority electrons localized at the Fe atom. The
laser excites electrons to unoccupied states with a different
hybridization amount of Fe and Pt states. Such processes
conserve the total spin magnetic moment but delocalize it
within the unit cell. The redistribution of electrons to de-
localized states also changes the number of spin-polarized
electrons within the atomic spheres. This charge redistribution
is the background of OISTR. This optical charge transfer is
strongest near the peak of the laser pulse, and it also in-
duces magnetization in the interstitial part of the unit cell
as shown in Figs. 6(e) and 6(f). In contrast to OISTR, the
mechanism of demagnetization necessarily occurs within the
atomic spheres due to the requirement of spin-orbit coupling
to obtain a nonzero effect. This is also supported by the close
resemblance of the interstitial magnetization increase with or
without spin-orbit coupling.

The demagnetizations projected on the atomic spheres of
Fe and Pt and on the interstitial show conspicuous oscilla-
tions in Fig. 6. We emphasize that these oscillations are an
artifact of the arbitrary division of space in atomic spheres.
They arise from spin-polarized charges near the perimeter
of the atomic spheres that move in and out of the spheres
due to the time-varying laser field. These oscillations should

not be understood as light-wave coherent modification of
magnetization [56]. They are not present when one considers
the demagnetization in the whole unit cell. The size of the
oscillations depends on the choice of the atomic radii and on
the projection onto the atomic orbitals.

To understand the delocalization of spin among different
regions of the unit cell, we plot the change in the number
of spin-polarized electrons in Fig. 7. The spin-orbit coupling
is turned off to examine the effect of intersite excitations. In
the weak-field limit, we see there is no significant change in
the number of electrons around Pt [Figs. 7(a) and 7(c)]. The
charge transfer happens between Fe regions and the intersti-
tial region close to Fe (not shown here). This means there
is no charge transfer between Fe and Pt in the weak-field
case. However, in the strong laser field, we see a decrease
of majority-spin and increase of minority-spin electrons on
Fe and the opposite on Pt. Effectively, the redistribution in
the excited state implies that majority electrons are transferred
from Fe to Pt [Fig. 7(b)], whereas the minority electrons are
transferred from Pt to Fe [Fig. 7(d)]. Both these effects are
comparable in magnitude and give rise to a net optical intersite
transfer of spin polarization from Fe to Pt atomic spheres.
This process is, however, not responsible for the laser-induced
demagnetization which requires spin-orbit interaction as well
as coherence, as shown in Sec. III B.

In short, in addition to the underlying spin-flip mecha-
nism, OISTR is also strongly intensity dependent. This results
in dissimilar element-resolved demagnetization dynamics de-
pending on the laser intensity [23]. The element-resolved
demagnetization is governed by the spin-flip excitations of
electronic Raman-type for the weak field. Since these spin-flip
excitations depend on spin-orbit coupling, Pt demagnetizes
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(a) (b)
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FIG. 7. The change in the number of majority (top panels) and
minority electrons (bottom panels) around atoms when lasers of peak
intensity 1010 W/cm2 (left panels) and 2×1012 W/cm2 (right panels)
interact with FePt. The spin-orbit coupling is turned off in these
calculations.

more than Fe. When the laser pulse is considerably strong, the
spin polarization on Pt initially increases by OISTR and then
demagnetizes due to spin-flip Raman excitations, resulting in
a weaker concomitant demagnetization.

IV. DISCUSSION

Previously, several mechanisms have been proposed to ex-
plain ultrafast optically induced demagnetization [4]. Among
these are influence of spin-orbit coupling [57], transfer of
angular momentum to phonons [58,59], ultrafast magnon
generation [60–62], transfer of spin angular momentum to or-
bital angular momentum [63], effect of electronic correlations
[16,63], superdiffusive spin transport [12,64], and OISTR
[19–22,56].

Within the here-applied TDDFT framework, it is not possi-
ble to investigate phonon and magnon quasiparticle scattering
as demagnetization channels and neither superdiffusive trans-
port, which occurs on a length scale of several nanometers
and a timescale of femtoseconds to picoseconds. Our calcu-
lations are consistent with previous work [57] and TDDFT
calculations that emphasized the importance of spin-orbit
coupling [15,65]. The observed need to account for density-
functional dynamical electron correlations beyond the IP
approach is furthermore consistent with previous TDDFT
investigations [16,17].

To investigate the spin-to-orbital angular momentum trans-
fer [63] we present a comparison of laser-induced changes
in the spin and orbital contributions of the magnetization in
Appendix D. We find that there is practically no change of
the orbital magnetization, in contrast to the strong reduction
of the spin magnetic moment (see Fig. 10). This might seem
to rule out the proposed transfer to orbital angular momentum
[63], but we note that it was pointed out recently that real-time

ab initio methods violate angular momentum conservation
even at the electronic level [66].

OISTR [19] appears as a redistribution of spin-polarized
electrons due to light absorption, present even without spin-
orbit coupling. Our calculations show that there is not only a
light-induced change of occupations on the Fe and Pt atoms,
but also a comparable change in the interstitial region (see
Fig. 7), consistent with dipole transitions occurring to more
delocalized states. The change in magnetization purely from
OISTR can be quantified only when the spin-orbit coupling is
turned off. In this scenario, it is easy to see that the estimate is
related to the electronic occupations projected on the atomic
spheres. This estimate, similarly to Mocc, does not depend
on the electron coherence. This is further supported by the
fact that the change in magnetization due to Mocc and OISTR
start at an earlier time than the actual demagnetization (see
Fig. 5). Thus, unlike for the demagnetization, time-dependent
electron occupations can be used to interpret OISTR. As the
total demagnetization is zero during OISTR, the magnetiza-
tion decreases on Fe and increases in the interstitial region and
on Pt. Such signature of magnetization on the nonmagnetic
atom has been observed recently in compounds consisting
of ferromagnetic and nonmagnetic elements [21,22], using
magneto-optical detection in the extreme ultraviolet (XUV)
regime. It should be noted, however, that the measured op-
tical and magneto-optical signals are significantly modified
through the presence of nonequilibrium electron occupa-
tions [11]. These can lead to an artificial increase in the
magneto-optical signal as was predicted earlier [67,68] and
was shown for the demagnetization of elemental Ni [69,70],
where OISTR is absent. It is therefore not straightforward to
attribute an increase in the magneto-optical signal to OISTR.

Furthermore, we can elucidate the material-specific nature
of ultrafast demagnetization by comparing that of Fe in L10

FePt and of body-centered cubic (bcc) Fe. The computed de-
magnetizations are compared in Appendix E. The results show
that Fe in L10 FePt is demagnetized 10 times more than ele-
mental bcc Fe. This can be attributed to the strong spin-orbit
coupling of Pt which assists the electronic Raman-type spin-
flip excitations. Moreover, as the density of states of the two
materials is different, the qualitative demagnetization behav-
ior and demagnetization time are also considerably different.

Last, we mention that while we focus on the effect of a
near-infrared laser excitation, the element-specific magnetiza-
tion dynamics can be experimentally probed by x-ray or XUV
pulses resonant with the core states of the atom. In addition, it
was recently shown that femtosecond x-ray pulses themselves
can cause demagnetization in magnetic multilayers [71]. With
the advancements in light sources, the electronic processes
and magnetization dynamics induced by x-ray or XUV pulses
have become a topic of recent interest [71–74].

V. CONCLUSIONS

Employing the TDDFT approach, we have investigated
how optically induced demagnetization proceeds in ferromag-
netic FePt in the perturbative and nonperturbative limits of
light-matter interaction.

Our first key finding is that the demagnetization domi-
nantly occurs at zero-frequency excitations and, to a lesser
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extent, at even multiples of the pump-laser frequency h̄ω0,
whereas there is vanishing demagnetization occurring at exci-
tations at odd multiples of h̄ω0. The dominant demagnetizing
light-matter interaction is identified as an electronic Raman
process, akin to the inverse Faraday effect. This is vindicated
further by our findings that the demagnetization happening
during the laser pulse is a longitudinal, nonlinear effect that
scales as �Mz ∝ E2 in the perturbative limit. This finding
is in addition consistent with the fact that there is no non-
relativistic, linear coupling between the spin and photon field
[13]. Moreover, we find that in the nonperturbative regime the
magnetization dynamics due to electronic Raman excitations
and OISTR are distinct.

Our second key finding is the importance of electron co-
herence for the demagnetization process. The significance
of electron coherence, expressed by nonzero off-diagonal
density-matrix elements, becomes evident when one com-
pares demagnetization to the optically induced change in spin
occupations. The temporal evolution of spin occupations is
drastically different from that of the magnetization. Moreover,
a change in spin occupation caused by the optical excita-
tions between Bloch states of different spin mixing does not
result in a change in magnetization in the initial phase of
the light interaction. This observation is relevant for OISTR,
which is a redistribution of atomic spin occupations due to
the laser pulse, as these do not include electron coherence
and, hence, cannot adequately describe the time evolution of
demagnetization.

Our third finding is the importance of dynamical corre-
lations within the Kohn-Sham framework. These have an
appreciable influence on the demagnetization and cooper-
ate with the electronic Raman transitions to enhance the
demagnetization.

Summarizing, our TDDFT calculations provide insight in
how the process of ultrafast laser-induced demagnetization
takes place. We believe that our findings will be helpful for the
understanding and interpretation of optical demagnetization
measurements on an ultrashort timescale during and immedi-
ately after the laser excitation.
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APPENDIX A: TIME EVOLUTION
OF THE ELECTRONIC ENERGY

The electronic system absorbs the energy of the laser pulse,
bringing it to a higher total energy. To show the stability of
our calculations we present in Fig. 8 the time evolution of
the change of the total energy on laser excitation for two
laser fluences. The total energies remain constant after 15 fs,

FIG. 8. The calculated change in total energy of the electronic
system during the ultrafast demagnetization for a laser pulse of peak
intensity of 1010 W/cm2 (blue) and of 2×1012 W/cm2 (orange).

when the laser pulse is over. As there is no decay mechanism
included in the TDDFT calculations, the total energy does not
relax back from the excited state.

APPENDIX B: MAGNETIZATION BEHAVIOR
IN THE FREQUENCY DOMAIN

Consider the time-dependent Kohn-Sham Hamiltonian de-
scribed in Eq. (1). For simplicity, we assume that the above
Hamiltonian is time periodic, with the period of the laser
pulse, i.e., ĥ(r, t + τ ) = ĥ(r, t ). Moreover, the periodicity of
the laser field implies that A(t + τ/2) = −A(t ). This ap-
proximation neglects any nonperiodic modification in the
exchange-correlation terms and assumes a slowly varying en-
velope for the laser field. The approximation can be made
because the nonperiodic change in the exchange-correlation
interaction is usually a minor term in the Hamiltonian.

L10 FePt has inversion symmetry in its ground state.
However, this symmetry is broken when the light-matter in-
teraction term [∝ A(t ) · p̂] is present. We recognize that the
time-periodic Hamiltonian has the following dynamical sym-
metry in which one simultaneously applies a space inversion
(r → −r) and a time translation by half the time period
(t → t + τ/2).

We can define a unitary operator Û related to the above
dynamical symmetry as ĥ(r, t ) = Û ĥ(−r, t + τ/2)Û †. Sim-
ilarly, the transformation on the magnetization operator is
m̂(r, t ) = Û m̂(−r, t + τ/2)Û †. Moreover, using the above
transformation in the TDKS equation, we can show that the
wave functions transform as Û †ψ (r, t − τ/2) = ψ (−r, t ).

From the above relations, we obtain the space-time relation
of the magnetization as m(r, t ) = m(−r, t + τ/2). Finally, we
get the time dependence of the net magnetization by integrat-
ing m(r, t ) in the unit cell as M(t ) = M(t + τ/2). The Fourier
transform of M(t ) in orders of the laser frequency, ω0 = 2π/τ ,
can be written as

M(nω0) =
∫

M(t )einω0t dt

=
∫

M(t + τ/2)einω0(t+τ/2)dt

= einπ M(nω0). (B1)
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FIG. 9. The spectral distribution of excited Kohn-Sham wave
function in FePt using the TDDFT and IP approaches for a laser
with peak intensity of (a) 1010 W/cm2 and (c) 2×1012 W/cm2. The
difference �η (= ηTDDFT − ηIP) of the spectral distributions of the
two approaches is shown by the blue shaded lines in (b) and (d).

Thus, the magnetization dynamics driven by light is due to
electronic processes at even orders of the laser frequency,
whereas odd orders do not contribute, consistent with our
TDDFT calculations.

APPENDIX C: THE SPECTRAL DISTRIBUTION
OF EXCITED KOHN-SHAM WAVE FUNCTIONS

The spectral density of the excited-state wave function at
the end of the laser pulse is defined as

η(, t ) =
∑
m,n
m �=n

∑
k

fnk

∣∣αk
mn(t )

∣∣2
δ(εmk − εnk − ). (C1)

This quantity contains all electronic excitations between states
at different energies in the material. To distinguish the excited
electrons, we exclude the projection of wave functions on their
ground-state wave function in the summation.

The spectral density of the excited-state carries infor-
mation such as at what energies electrons are excited.
In Figs. 9(a) and 9(b) we present η() calculated for
the TDDFT and IP approaches, for the laser with weak
and strong intensities, respectively. The spectral distribu-
tion shown is computed at t = 20 fs. The difference �η

from these two approaches is shown by blue lines in

FIG. 10. Calculated change in the spin and orbital magneti-
zations during the ultrafast demagnetization of FePt. The laser
parameters used are the same as in Fig. 1(b).

Figs. 9(b) and 9(d). We observe that electronic excitations
happen dominantly at the frequencies of the laser field. The
imbalance between the peaks at +ω0 and −ω0 indicates
absorption.

Electronic excitations close to zero frequency are clearly
visible in Fig. 9(c), representing the electronic Raman transi-
tions that cause the demagnetization. The difference in η for
the TDDFT and IP approaches shows that electronic Raman
transitions are enhanced by dynamical modifications in the
electronic correlations.

APPENDIX D: COMPARISON OF SPIN AND ORBITAL
DEMAGNETIZATIONS

Figure 10 compares the calculated change in spin and
orbital angular momentum during ultrafast demagnetization.
The laser parameters are the same as in Fig. 1(b). It is evident
that the change in orbital angular momentum is comparatively
small. Specifically, in TDDFT the lost angular momentum in
the spin part is not transferred to the orbital angular momen-
tum of the electrons.

APPENDIX E: COMPARISON TO DEMAGNETIZATION
IN BCC FE

Figure 11 compares the ultrafast demagnetization of Fe
in L10 FePt with that of iron in the body centered cubic
(bcc) unit cell. The unit cell of iron is modeled with a lattice
parameter of 2.48 Å. The bcc Brillouin zone is sampled with
a grid of 12 × 12 × 12. The demagnetization of Fe in FePt

FIG. 11. Ultrafast (normalized) demagnetization of Fe in L10

FePt (pink curve) and of bcc Fe (black curve). The laser parameters
used are the same as in Fig. 1(b).
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is about 10 times larger than that in bcc Fe. The main rea-
son for the stronger demagnetization is the strong spin-orbit

coupling of Pt which is favorable for spin-flip Raman-type
excitations.
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