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Electron emission from deep traps in HfO, under thermal and optical excitation
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The ratio between the energies of optical and thermal ionization depends on the defect nature and the strength
of the interaction of trapped electrons with phonons. Knowing this ratio for a certain type of defect allows
one to predict, e.g., thermal emission energies from the optically measured values. We present the results of
direct empirical extraction of the ratio between optical and thermal electron emission energies for HfO, bulk
electron traps combined with theoretical analysis of the physical mechanism of electron transitions from the
trapped state to the mobility edge. We show that, by applying different excitation mechanisms, we affect the
same deep traps inside the HfO, band gap; i.e., these traps are both optically and thermally active and are
likely to have similar nature. The extracted empirical optical/thermal ionization energy ratio of 2.2 £ 0.3 is in
good agreement with the polaronic nature of the probed electron traps, as shown by the results of theoretical
calculations. Our results provide experimental and theoretical methodologies for consistently linking thermal

and optical ionization energies of electron traps and describing their distributions in the band gap of amorphous
oxides, and can help improve modeling frameworks for reliability issues related to oxide traps.
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I. INTRODUCTION

HfO,-based dielectric films are widely used in conven-
tional high-« metal gate (HKMG) field-effect transistors
(FETs) [1,2] and various memory elements, such as dynamic
random-access memory (DRAM) capacitors [3] and func-
tional layers in different emerging memory types [4]. The
latter include, among others, ferroelectric (FE) memories, fol-
lowing the breakthrough discovery of FE properties in thin
doped HfO, films by Boscke and co-authors [5]. After being
adopted by the semiconductor industry at the 45-nm technol-
ogy node (replacing conventional low-x gate oxides to enable
further equivalent oxide thickness scaling) [6], HfO, films
have been deeply integrated into the complementary metal-
oxide-semiconductor (CMOS) technology [7] and, nowadays,
exhibit excellent compatibility with production flows. How-
ever, with the introduction of HfO,-based high-« insulators
into the core parts of microelectronic devices, significant re-
liability issues caused by charge trapping in these materials
emerge. These include, in particular, positive and negative
bias temperature instability (PBTI and NBTI, respectively)
[8-12] in HKMG FETs as well as memory performance
degradation in HfO,-based FE FETs [13-16]. The urgent
need to solve these problems led to extensive experimental
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and theoretical studies of defects in these systems, especially
those responsible for electron trapping in HfO,-based sys-
tems, charging-discharging of which is primarily associated
with the root cause for HKMG FET BTI [17] and ferroelectric
degradation [13,14].

Among conventional defect spectroscopy methods, the
most commonly used are electron-spin resonance (ESR) and
charge injection and sensing (CIS) techniques, and their
variations. CIS usually relies on drain current readouts and
threshold voltage shift monitoring as a result of the carrier
exchange between the semiconducting channel and near-
interface traps under gate voltage stress and subsequent
relaxation (i.e., zero gate voltage) conditions applied to the
FET gate stack. The outcome of these measurements depends
on the energy alignment of the trap levels with the Fermi level
of semiconductor (usually, Si), effectively limiting the energy
and spatial sensing range of this method to the portion of the
semiconductor band gap and a narrow near-interface region
of the gate dielectric, respectively [18]. ESR proved to be an
extremely precise and efficient tool for studying various para-
magnetic defects (for example, Si dangling bonds at Si/SiO;
interface, so-called P, centers [19]). However, hole trapping
centers have been shown to be the only ESR-active centers in
hafnia [20,21]. By combining CIS and ESR techniques, it is in
principle possible to study stress-generated electron traps via
electrically detected magnetic resonance (EDMR) [22], but so
far no evidence of ESR-active electron trapping sites in the
pristine HfO, layers has been reported in the literature.

On the other hand, the thermally and optically stimulated
electron emission experiments [23-29] can access shallow
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FIG. 1. Schematics of electron transitions during (a) thermal detrapping, and (b) optical EPDS experiments performed on
n-Si/Si0,/HfO,/Au structures. Blue circles represent electrons; the ribbon near the HfO, CB indicates the existence of partially localized
electronic states and the position of ME. The vertical colored arrows show the corresponding electron emission processes, while the gray
horizontal arrows illustrate possible escape paths for electrons excited into HfO, CB or ME.

and deep traps in the wide energy range that covers the entire
band gap of a high-« insulator. To determine the trap energy
distribution, this technique uses thermal- and photo-ionization
(or photodepopulation) of filled electron traps into the con-
duction band (CB) where the excited electrons are pushed
to a metal electrode by applying a bias. Therefore, one can
describe this process as an electron emission. In HfO, films,
measurements of thermally stimulated emission have been
successfully used to reveal the presence of shallow traps lo-
cated within 1.0 eV below the bottom of the HfO, CB (BCB)
[26,27], while the optically stimulated emission probes deep
trap levels with energy depth in the range of 1.5-5.6 eV with
respect to the BCB [23-26,28,30].

However, direct comparison of the emission energies ex-
tracted from the shallow and deep traps poses a challenge
as mechanisms of thermal and optical excitation of the same
defect are different and the corresponding energies are not
equal [26,29,31]. The ratio between the energies of the optical
and thermal ionization processes, R, depends on the atomic
structure of the defect and the strength of the interaction
of trapped electrons with phonons. Knowing the value of R
for a certain type of defect would allow, for example, one
to estimate the thermal emission energies from the optically
measured values. For small polarons in crystals, R = 2.0 is
theoretically predicted [32,33] if polaron trapping is sponta-
neous and the effective mode frequency of the polaron (to be
discussed later) does not change upon electron trapping. The
R values calculated for hole polarons using density functional
theory (DFT) are close to 2.0 [34-37] but differ significantly
for point defects in solids where the optical and thermal ion-
ization energies are much closer and R is often in the range of
1.2-1.5 for oxygen vacancies in oxides [38—44]. Therefore,
R is indicative of the type of defects involved in electron
trapping.

To shed more light on the nature and properties of electron
traps in amorphous HfO, films, we measured their thermal
and optical ionization (or detrapping) energies, as schemati-
cally illustrated in Figs. 1(a) and 1(b). The ribbon at the oxide
BCB indicates the existence of partially localized electronic
states in amorphous oxide and the position of the mobility

edge (ME) [45]. Electrons excited thermally (a) or optically
(b) into the states close to the ME are swept by applying bias
to a metal electrode. The temperature range of the thermal
emission experiments [26,27] was expanded to probe the same
deep traps that are available for exhaustive photodepopulation
spectroscopy (EPDS) at room temperature [23,25,26,28]. This
allowed us to directly determine the ratio R between the
optical and thermal electron emission energies of the elec-
tron traps in a-HfO,. The theoretical analysis of the physical
mechanism of electron transitions from trapped states to ME
is consistent with the polaronic character of the dominant
electron traps in HfO,.

The presented experimental methodology and theoretical
explanation can be useful for improving the modeling frame-
work aimed at trap-related reliability assessment of MOS
devices with high-x insulators. The extracted trap energy dis-
tribution in the wide energy range can serve as direct empirical
reference which is important for validation of the existing
models.

The outline of this paper is as follows. In the next section,
we provide details of the experimental and theoretical meth-
ods used in this work. The experimental results for the thermal
and optical excitation spectra of the traps in the a-HfO, films
are presented in Sec. III. In Sec. IV we present a theoretical
analysis and the results of calculations of thermal and optical
emission energies for electron traps in a-HfO,. Discussion of
the results and conclusions are given in Sec. V.

II. MATERIALS AND METHODS

A. Experiment

Samples were fabricated by atomic layer deposition (ALD)
of 20-nm-thick HfO, layers from HfCl, and H,O precursors
for Hf and O, respectively, at 300 °C on top of low-doped
n-type (100) Si substrate with 5 nm of thermally grown
SiO;. Semitransparent (15-nm-thick) gold top electrodes of
0.5 mm? area were thermally evaporated through the mask
ensuring no additional heating of the underlying structure.
Similarly, a 1-um-thick Al layer was thermally evaporated on
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the back side of the sample to provide electrical contact to the
Si substrate.

These samples are known to have only a marginal den-
sity of occupied electron traps in the pristine state [25,28].
Therefore, to permit the characterization using trap emission
spectroscopy, the traps first had to be filled with electrons.
For this purpose, each sample was subjected to electron in-
jection followed by long relaxation in the dark. Each of the
steps is followed by 100 kHz capacitance-voltage (CV) curve
recording to monitor the change in flat-band voltage (Vig)
which reflects the variation of charge trapped in the gate stack.
This high-frequency limit of CV measurements was chosen to
mitigate the impact of interface traps on Vgg and allows us to
avoid significant errors due to series resistance [46]. Electron
injection is performed by applying a sufficiently long (~500
ms) positive voltage pulse (414 V) to the top Au electrode
to ensure maximal filling of traps similarly as used in the
previous study [26]. During the long postinjection relaxation
in the dark under zero bias conditions, the trapped charge
that is thermally unstable at room temperature is effectively
removed from the film. As will be shown in the next section,
relaxation for 48 hours already ensures good saturation of
thermal detrapping kinetics. In emission experiments, the re-
laxation time was extended (up to ~2 weeks) to further reduce
the VFB drift.

We note that injection pulses of negative polarity applied
to the metal gate may result in electron injection from the
metal gate and hole injection from the silicon substrate, if
sufficient substrate carrier density is provided (either by using
a p-type substrate or illuminating the sample to photogenerate
holes). However, the gate-side electron injection will be less
pronounced than electron injection from the Si substrate side
due to lack of electric field drop over high-x oxide compared
to low-k SiO;, and the hole injection from the substrate is hin-
dered by substantially higher potential barrier at the Si-SiO,
interface for hole tunneling (~4.5eV) compared to electron
tunneling (~3.1eV) [47]. Moreover, the above mentioned
injection processes due to negative gate voltage pulses are
interfering with each other and, hence, less relevant to the
trap spectroscopy experiments. Therefore, in the current study
the injection experiments were limited to positive gate voltage
pulses.

To enable accurate determination of R, the thermal de-
trapping experiments were repeated on a set of fully charged
and relaxed capacitors at each elevated temperature. As il-
lustrated in Fig. 1, panel (a), samples containing significant
density of trapped electron charge were heated to different
temperatures (ranging from 70 °C to 200 °C) for sufficiently
long time (1.5 hours) to ensure the transition to the mobility
edge of most trapped electrons accessible for thermal de-
population. Although most traps energetically available for
thermal depopulation could be efficiently emptied at elevated
temperature, it should be noted that not all of the thermally
emitted electrons necessarily escape the high-« film. Because
in the heating setup the samples are disconnected from the
measurement circuit, the top metal contact can be considered
as a “floating” electrode. In this case, electrons that escape to
the top electrode create a blocking field that may prevent other
electrons from escaping the HfO, layer. At the end of the heat-
ing sequence, such electrons can be retrapped in bulk HfO,

traps or, more likely, can populate traps near the SiO,/HfO,
interface, where a thin Hf,Si;_,O, layer may be present [48].
Nevertheless, a considerable fraction of charge escapes the
film during heating, as indicated by a shift in a CV curve
recorded before and after the heating step. To demonstrate the
effect of the “floating” electrode condition, several samples
were also subjected to heating while connected to the CV
measurement setup, with or without positive bias applied to
the top electrode.

To determine the optical energy value corresponding to
the thermal emission energy at the given temperature, the
heated samples were analyzed by EPDS at room temper-
ature and compared with the EPDS spectra obtained on
the unheated “reference” samples. The EPDS experiment,
which is illustrated in Fig. 1(b) and is described in detail in
Refs. [23-26,28], allows us to assess trap levels within narrow
(~0.25eV) optical energy intervals. In addition, we can avoid
extra sample-to-sample variations in Vgg as compared to the
case when different samples are used in thermal and optical
excitation experiments. In the present work, during EPDS
experiments, illumination time is set to 1.5 hours for each
photon energy, ensuring saturation of the optical depopulation
kinetics, while the top metal electrode was held either at 0 V
or biased at +2 V to collect detrapped electrons.

B. Simulations

The density functional theory (DFT) calculations were car-
ried out using the CP2K Quickstep code [49], which employs
a primary linear combination of atomic orbitals (LCAO) basis
set with an auxiliary plane-wave basis set. The Goedecker-
Teter-Hutter (GTH) pseudopotentials and basis sets are used
[50,51]. A double-¢ basis set is used for the valence electrons
in all cases, with higher / orbitals used for polarization basis
functions. An auxiliary plane-wave basis set with cutoff of
7875 eV is used. The hybrid density functional PBEO-TC-
LRC [52] used to calculate the exchange-correlation (XC)
energy has 0.25 Hartree-Fock exchange and an exchange cut-
off radius of 4.0 A [53]. The auxiliary density matrix method
(ADMM) [54] improves the efficiency of calculations. All
calculations are performed at the I" point using a periodic cell
of 324 atoms.

Amorphous structures were created using a technique de-
scribed in detail in Refs. [53,55]. Using the melt-and-quench
method, 360-atom periodic cells of crystalline HfO, were
melted at 5000 K and then rapidly cooled, whereupon the
system solidifies in a disordered arrangement. During the
melt-and-quench process, interactions between atoms are de-
scribed with the interatomic potentials developed in [56]. The
disordered models were relaxed (both cell parameters and
atomic coordinates) using the hybrid XC functional described
above.

All defect structures are relaxed until forces are all below
2.4x1073 eV A~!. In the calculation of the defect charge
transition levels, we used the charge correction method of
Ref. [57], which is based on the Lany-Zunger method [58].
The optical transition energies were calculated by taking the
Franck-Condon energy difference between the potential en-
ergy curves (PEC) as described in detail in Sec. IV and using
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FIG. 2. (a) CV curves before/after electron injection and variable relaxation time. The inset illustrates how Vg is extracted via the voltage
inflection point method on the example of the initial state before electron injection. (b) Linear-log plot of Vip relaxation in the dark at zero bias
from the as-charged state (black squares, left axis). The error bars indicate the standard deviation across ~60 samples. Dashed lines indicate
relaxation time of 48 hours (blue) and ~2 weeks (green). The red circles show the estimated thermal activation energy of trapped electrons on

the corresponding timescale (right axis).

the time-dependent DFT (TDDFT) method implemented in
CP2K [42].

III. EXPERIMENTAL RESULTS

A. Electron injection and trapped charge relaxation

As described in the previous section, before carrying out
the electron emission experiments, samples were subjected to
electron injection and subsequent relaxation in the dark under
zero bias conditions. The example of CV curve evolution
after charging and relaxation is illustrated in Fig. 2(a). After
application of initial charging gate voltage pulse (+14 V) we
observe significant increase of Vgg due to net electron trapping
in the gate stack. It should be noted that the slow initial
CV measurement already includes 30 s of relaxation time
(i.e., some electrons manage to escape during the first CV
measurement after injection). The negative shift of the CV
curves during further relaxation indicates a continuous slow
detrapping of electrons from the filled shallow traps. In this
work we determine the numerical value of Vg as the inflection
point of the capacitance-voltage characteristic, Vingr, which is
a valid approximation (within 0.1 V accuracy) for the constant
substrate doping and gate dielectric thickness [59]. The Vgp
relaxation kinetics after 414 V charging pulse is shown in
Fig. 2(b). It can be seen that extending the relaxation time
to 2 weeks provides an extra Vg shift of ~0.25V, meaning
that after 48 hours’ relaxation at room temperature samples
already reach 80%—90% saturation in thermal detrapping.

The nearly exponential decay of Vrg suggests that, at a
given time, the main contribution to detrapping comes from
a single trap level. Its thermal ionization energy can be
estimated as E;;, = kT In(vt), where kT ~ 26 meV at T =
300 K, t is the measurement time, and v is the frequency fac-
tor, estimated as 10'3 Hz for HfO, [26]. The calculated values
for E;;, shown on the right-hand axis of Fig. 2(b) demonstrate
that, at the 48-hour mark, the main trap level contributing

to the detrapping into the conduction band has the thermal
ionization energy ~1.1eV. This corresponds to ~ 2.2-2.4 eV
optical emission energy as predicted in previous theoretical
considerations [26,29,31].

B. Optical versus thermal depopulation

The validity of this estimate can be checked by compar-
ing the EPDS spectra for identically processed and charged
samples after relaxation for different times. The results
are illustrated in Fig. 3 for three n-Si/5-nm SiO,/20-nm
HfO,/15-nm Au samples subjected to +14V electron in-
jection pulse and variable relaxation time. The Vgg values,
extracted from the CV curves similarly to 2(a), are plotted
versus photon energy in panel (a) of Fig. 3. Corresponding
values of spectral charge density (SCD, in cm~2eV~!) are
directly extracted from the Vg shift after each illumination
step [23-26,28] and shown in Fig. 3(b), reflecting the trapped
charge spectra sensed by the EPDS technique. As can be seen
from this plot, the main energy level affected by extended
relaxation at room temperature corresponds to ~2.25 eV pho-
ton energy, which is in good agreement with the previous
arguments.

As the next step, deep traps in the charged and relaxed sam-
ples were thermally probed by applying constant heating at
100 °C and 200 °C and monitoring the changes in the trapped
charge density using the Vgg shift. These values, averaged over
a set of samples, were then compared to the reference trapped
charge density evolution observed in the EPDS experiments,
as illustrated in Fig. 4. The EPDS spectra measured at 0 V
bias during illumination can serve as a reliable reference for
heating experiments, as these data are usually very repro-
ducible (within 5%—-10% accuracy) in the 1.5-3.1 eV photon
energy range. On the other hand, the significant spread of the
data in the heating-induced shift Vgg, caused by variations
in the initial and relaxed Vgp positions, as suggested by the
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FIG. 3. Impact of variable relaxation time on the results of
EPDS experiments as measured on identically processed n-Si/5-nm
Si0,/20-nm HfO,/15-nm Au samples subjected to charge injection
at +14 V. Panel (a) shows Vgg variation on the charged samples
versus photon energy of incident illumination; panel (b) plots the
corresponding SCD values for each energy interval. The detrapping
peak at 2.25 eV photon energy is affected the most by the relax-
ation time variation, suggesting that the time constant of the thermal
emission of electrons from this energy level at room temperature is
comparable to the relaxation times used in the experiment.

relaxation kinetic data in Fig. 2(b), hinders the more accu-
rate extraction of R. This outcome is somewhat expected in
such experiments, as the defect density and the distribution
profile change can be caused by the lateral nonuniformity
of the pristine and charged samples, the presence of mobile
ions (e.g., protonic species), and other factors. Furthermore,
heating at 200 °C is likely at the limit of EPDS sensitivity.
However, from the mean value of heating-induced charge
loss, we can estimate the optical energy corresponding to
the thermal transitions for each temperature using the simple
expression E;, ~ kT In(vt) (as in [26]), where T is now equal
to 90 minutes. For 100 °C we estimate E;;, ~ 1.25 eV, and
for 200 °C this yields E,; =~ 1.57 eV. Taking the interception
points from Fig. 4, this corresponds to 2.5 eV and 3.1 eV,
respectively, which gives the R value close to 2.

For the heating-EPDS sequence, the reference EPDS spec-
tra measured on unheated samples can be used as a baseline.
The corresponding spectral charge density of several samples
versus photon energy (corresponding to the trapped electron
energy below the mobility edge in HfO5) is plotted in Fig. 5.
It shows the change in the trapped charge density induced by
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FIG. 4. Charge loss (in %) due to photodepopulation at zero bias
versus the photon energy (black symbols) as measured on 4 equally
processed n-Si/5-nm SiO,/20-nm HfO,/15-nm Au samples sub-
jected to charge injection at 414 V and long relaxation in the dark.
The gray area marks the photon energy range (above ~3.1eV) where
EPDS accuracy decreases significantly. Red and green dashed lines
illustrate the average percentage of trapped charge lost after heating
at 100 °C and 200 °C, respectively, for 90 min, and the corresponding
colored area illustrates the estimation error for the set of several
samples.

photons with energies within a narrow interval, normalized by
the width of this interval. These results are in good agreement
with previously published data from the similarly prepared
ALD HfO, samples [23,25,28]. The two well-known trap
energy bands (at ~2.25eV below BCB and ~3.1eV below

i
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FIG. 5. Reference SCD spectra measured on several unheated
n-Si/5-nm SiO,/20-nm HfO,/15-nm Au samples. Solid lines with
open symbols and dashed lines with filled symbols represent charged
and uncharged samples, respectively.
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FIG. 6. SCD versus photon energy plots at different bias applied during sample illumination: +2V (a) and 0 V (b), from the samples
heated to 70 °C (purple), 100 °C (red), 150 °C (blue), or 200 °C (green) as compared to the reference unheated samples (black). The charging
and photodepopulation conditions are indicated in the table on both panels.

BCB) are reproduced and may serve as markers to compare
with the thermally treated samples.

We should note that the EPDS sensitivity range in this work
is limited to photon energies below 4 eV, as the photodepopu-
lation process may interfere with internal photoemission (IPE)
of electrons from the Si substrate (corresponds to negative
SCD values above 4 eV) and photogeneration of electron-hole
pairs in HfO, (corresponds to intense depopulation peaks
above 5.6 eV) [23,25,26,29]. The sharp peak around 4 eV
likely indicates the deep trap level with a strong detrapping
signal that overcomes the trapping of electrons photoinjected
from the Si substrate, as discussed in [28]. These interfering
processes generally do not allow for reliable quantification of
deep traps (Eqp > 4€V).

When EPDS is performed on the thermally treated sample,
the SCD values in each studied photon energy interval can be
compared to the reference spectra. With increasing tempera-
ture, more deep trap levels will be emptied during heating,
resulting in decrease/disappearance of the detrapping peaks
in the EPDS spectrum, as shown in Fig. 6. It can be noticed
that, for the samples treated at 70 °C or 100 °C for 90 min,
the SCD spectrum is similar to the reference one, and only
traps between 1.25 eV and 2.5 eV are (partially) affected by
the thermal emission. By contrast, for the samples heated to
150 °C or 200 °C, most of the traps up to 4 eV energy depth
are depopulated. This trend is reproduced for both studied gate
bias conditions: +2V and 0 V, Fig. 6, cf. panels (a) and (b),
respectively. The only significant difference between these
spectra is in the detrapped charge density. This result indicates
a more efficient collection of the emitted electrons at the
top electrode under external bias conditions and hints at the
non-negligible retrapping process, which competes with the
escape of the emitted electrons to the gate electrode through
tail states near the HfO, BCB.

To determine the optical excitation energy correspond-
ing to the thermal excitation energy at the given heating
temperature, it is necessary to find the first optical energy

level unaffected by thermal emission. Taking into account the
sensitivity range of EPDS experiments and possible retrap-
ping of thermally depopulated electrons due to the “floating”
electrode condition, one can estimate the following relation-
ships from the trap depopulation viewpoint: heating at 70 °C
roughly corresponds to illumination with the photon energy
~2.3eV, and heating at 100°C corresponds to the photon
energy ~2.6eV. Heating at higher temperatures of 150 °C and
200 °C significantly affects all detrapping peaks up to 3.3 eV
and hence exceeds the EPDS sensitivity window, preventing
the determination of R.

The thermal activation energy for each temperature can be
estimated using the same expression E;; &~ kT In(vt), where
T is now equal to 90 minutes. For 70 °C this results in E;;, &
1.15 eV, and for 100°C we estimate E;, ~ 1.25 eV. There-
fore, from the direct experimental comparison, we conclude
that the optical excitation energy in HfO, is approximately 2
times higher than the thermal excitation energy for the same
type of electron trap. Taking into account fitting errors and
the resolution of EPDS technique, we estimate R to be in
the range 1.75-2.25; hence, it is still in a good agreement
with previous theoretical predictions [26,29,31]. On the other
hand, for higher heating temperature data point, 150 °C, the
estimated thermal energy E;, ~ 1.42 eV, suggesting that for
exceeding optical value of 3.3 eV the ratio R should be close to
2.3 or above. This can be explained by a smaller contribution
of retrapping of thermally depopulated electrons at higher
temperatures, which would be more prone to escape to the
metal gate. Similar consideration is also applicable to the
200 °C dataset.

For further verification of the extracted empirical ratio be-
tween the two energies, the heating-EPDS experiments were
repeated for 70 °C and 100 °C heating for 1.5 hours without
the “floating” electrode condition, i.e., with the sample con-
nected to the measurement circuit during heating time with the
0V or 43V bias applied to the gate electrode. One can expect
that at the 0 V bias conditions trap energy levels will be less
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FIG. 7. Averaged SCD versus photon energy plots (in color) from the samples heated for 1.5 hours without “floating” electrode condition
with (a) variable bias during heating at 70 °C and (b) heated at variable temperature, 70 °C or 100 °C, while keeping +3 V applied to the top
electrode. The reference EPDS spectrum is shown in black on each panel. The experimental conditions are listed in the table on each panel.

depopulated compared to Fig. 6, panel (a), and at +3 V bias
there can be positive shift in the post-heating EPDS spectrum
(to account for field-induced emission during heating). The
results for 70 °C and 100 °C 1.5 hours’ heating under different
gate bias conditions are compared in Fig. 7. As one can see
from Fig. 7(a), biasing the sample during heating does not
cause significant changes in the EPDS spectrum, indicating
only a marginal effect of the electric-field-induced emission
component. Figure 7(b) shows that, when the samples are
connected to the measurement circuit during heating at both
studied temperatures (70 °C and 100 °C), the thermal emission
efficiency is sufficiently high to depopulate traps with the
optical energy levels at 2.25 eV and 3.1 eV. This is in sharp
contrast to the “floating” electrode case, where these peaks
were virtually unchanged for the corresponding heating con-
ditions. This result suggests that the inferred optical energy
threshold is actually approximately 0.25-0.5 eV higher, thus
effectively increasing the empirical value of R to 2.2 4+ 0.3.

IV. THEORETICAL ANALYSIS

EPDS spectra are consistent with the results of previ-
ous studies [25,29], which have suggested that the negative
charge in the bulk of a-HfO, is not impurity related, and
can be associated with intrinsic electron traps and O vacan-
cies. These electrons are trapped at precursor sites formed
by undercoordinated Hf cations and elongated Hf-O bonds
which are present in a-HfO, due to disorder and occur in a
concentration of approximately 1 per 100 atoms. The elec-
tronic character and depth of these intrinsic traps, as well
as oxygen vacancies, are determined by the significant po-
larization of the amorphous oxide network [29,31,60]. The
intrinsic trapping sites can be found easily as negatively charg-
ing the periodic cell (increasing the number of electrons by
one) leads to the electron being spontaneously localized into
these deep states and the amorphous structure being polar-
ized by the localized charge. Although electrons trapped at

vacancies or into intrinsic trapping sites are not, strictly speak-
ing, self-trapped polarons, they exhibit polaronic character,
i.e., coupling between the electron localization and distor-
tion of the surrounding amorphous network. As discussed
in [32,33], the small polaron optical absorption energy in
crystals should be approximately twice the polaron trapping
energy. Further considerations in [61] for small hole polarons
suggest that optical energy should be increased by the value
of polaron transfer integral between adjacent sites (typically
about 0.1 eV). These predictions agree quite well with experi-
mental values for hole polarons localized on O ions [62]. The
DFT-calculated R values for hole polarons in crystals are very
close to 2.0 [34-37]. Their validity for electron polarons in
crystals has not been addressed experimentally so far, and it
remains unclear how much they can be stretched in the case
of polaronic states in amorphous materials. The recent results
and discussion of electron localization in liquid water, which
also give the R value close to 2.0, are very interesting in this
regard [63].

Structural disorder of a-HfO, means that the electron
trapping sites are not equivalent. Therefore, we expect the
distributions of both thermal and optical ionization energies
to be caused by disorder. In particular, the electron trapping
energies calculated in a-HfO, [53] range within 0.5 eV. Be-
low, we consider how the results of theoretical calculations of
R for electrons trapped at precursor sites in a-HfO, agree with
the experimental and theoretical results outlined above.

A. Effective mode approximation

Electron transitions between trap states and the oxide CB
cause displacements of the atoms in the lattice from their orig-
inal equilibrium positions due to the change in charge state of
the defect. This can be described in terms of the activation
of normal modes. Within the harmonic approximation, the
energy cost of straining the lattice is decomposed into these
lattice modes and has quadratic dependence on the amplitude
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of displacement,
1
E = 2 omiw; AQ; 1
: 2m w; AQ; (1)

where i is the index of the mode, m; is the modal mass, w; is
the normal mode’s frequency of oscillation, and AQ; is the
amplitude of displacement of mode i from the equilibrium
point. In practice, it is difficult to analyze thermal transitions
in this way owing to the huge number of normal modes in-
volved. Therefore, the sum over all modes is often replaced
with a single effective mode, that is,

1 1
Z EmiwizAQiz = zmeffw§ffAQ§ff~ (@)

The crucial question then becomes the selection of the effec-
tive mode. In this approximation, the mode is equivocated
with the displacements associated with the relaxation of the
defect upon carrier trapping/detrapping. For example, upon
emission of an electron from a trap into the CB, there is a set
of atomic displacements, {AR;O)}, between the two equilib-
rium points. In the effective mode approximation, this set of

displacements is treated as a single mode, such that AQ;?E =

(AR}, ARy, ...)/ Zi(ARS.O))Z, where AR; is a displacement

of atom j and is parallel to AR;O). The relaxation energy can
then be understood as

1 2
E = Emeffa)gff(AQgg) . S

The effective mode is normalized such that, when the set of
atomic displacements is equal to the set of atomic displace-
ments associated with the defect relaxation, AR©, AQ. ¢ =
AQSEQ = 1. The effective mass of the mode is calculated as
Metr = 3 (Maiom) (AR Y/ 3 (AR 2, where (maom); is
the mass of the atom j.

Using this approach, one can calculate the frequency of
the effective mode associated with a given thermal transition
and the corresponding energy quanta as /iw.s. Transitions are
then treated as the absorption and emission of a number of
energy quanta of the effective harmonic mode. The Huang-
Rhys factor, S, an indicator of the electron-phonon coupling
strength, is given by S = Eie1/hwes.

B. Results of calculations

To investigate the thermal emission processes of intrinsic
traps in a-HfO,, we use the approximations discussed above
to analyze the trap states previously reported in [29,53] and
shown in Fig. 8(a). In the emission process, an electron ex-
cited from the oxide trap under bias must be promoted into
a mobile state to be collected on an electrode. In amorphous
insulators, however, states at the CB edge are localized [31]
and become fully delocalized only above the ME. In reality,
however, there is some uncertainty in the mobility of electrons
below ME in a-HfO; as it is in fact a gradual change rather
than an literal “edge,” as illustrated in Figs. 1(a) and 1(b).
Electrons that are energetically below the ME may either
become quickly trapped again and immobilized or be involved
in transport via hopping between adjacent precursor states
facilitated by applied bias (see the discussion in Ref. [64]).

(a) (b)

FIG. 8. An example of the local atomic configuration of electron
traps in a-HfO,. (a) shows a self-trapped electron in the bulk of
a-HfO,. (b) is the V{J defect, which is an extra electron trapped in a
neutral oxygen vacancy. Cyan spheres indicate Hf ions; red spheres
indicate O ions. The blue surface is an isosurface of the spin density
of the trapped electron.

Below we compare thermal and optical excitation energies of
an electron from a trap state into both the BCB state and a
state at the ME. To determine the ME position, we performed
inverse participation ratio (IPR) analysis of electronic states
[29] and identified the lowest state where the CB wave func-
tion is completely delocalized. In our calculations, this state is
by 0.5 eV higher than BCB.

The effective mode is identified by taking the fully relaxed
geometry of the trap state (charge = —1) and the fully relaxed
bulk neutral state as the geometry for the detrapped state.
We note that, because of spontaneous electron trapping, the
optimized geometry with the electron present corresponds to
the localized trap state. Therefore the neutral state geometry
in fact corresponds to the one for the electron at BCB, which
in our calculations is the lowest unoccupied state. We then
sample the local potential energy landscape around each con-
figuration along the effective mode, fit to a quadratic function,
and extract effective vibration frequencies. An example of
the local PEC plotted for both charge states of the defect is
shown in Fig. 9. The upper curves are produced by sampling
along the effective mode in the neutral charge state, fitting to a
quadratic polynomial, and then adding the BCB [Fig. 9(a)] or
ME [Fig. 9(b)] eigenvalue. One can see that in both cases the
crossing of PECs occurs at the minimum of the upper curve,
which is consistent with the spontaneous electron trapping
observed in self-consistent DFT calculations.

From the local expansion of the PEC shown in Fig. 9, we
can obtain the thermal and optical ionization energies. E;;, can
be calculated by taking the difference between the two minima
of the parabolas. Optical transitions can be determined by tak-
ing the vertical difference (at AQ.s = 1). Expanding the local
harmonic potential of the set of five trap configurations, we
find the average E;j, of 0.9 eV and the average Eqy of 2.1 eV
for transitions into the CB edge. To find the corresponding
transitions into ME, the upper PEC is rigidly shifted up by
0.5 eV. Using these results, for the excitation into the ME
we find the average E;, of 1.4 eV, and Eqpy of 2.6 eV [see
Fig. 9(b)]. This gives R = 2.3 for excitation into the BCB and
R = 1.9 for excitation into the mobility edge. The electron
conductivity during thermal and optical measurements will
be by a combination of thermally activated and extended
state band transport and will depend on carrier concentration,
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FIG. 9. Plots of the local PEC for electron capture into a trap state, in the single effective harmonic mode approximation. (a) Local PEC
for capture of an electron from the BCB state. (b) Local PEC for capture of an electron from a CB state at the ME. The effective coordinate is
defined so that AQ.¢ = 0 in the defect-free configuration and AQ.x = 1 for the ground state of the trapped electron.

as observed in [65]. Therefore, the average value of R will
likely be between 1.9 and 2.3 and be distributed with some
width.

For comparison, we also calculate Eqy using TDDFT.
These calculations give slightly lower values for excitation
to the BCB, with an average value of 1.9 eV. The decrease
in Eqp likely happens due to the inclusion of the electron-
hole interaction in TDDFT calculations, which is not present
when calculating optical excitation energies by vertical en-
ergy changes in plots like those of Fig. 9. For excitations
to the mobility edge, the TDDFT calculations give the same
average value of 2.6 eV. Since the ME states are delocalized,
the electron-hole interaction is smaller and we therefore do
not expect as large a difference between the two methods of
calculating Eqp. wef is related to the curvature of the parabolas
shown in Fig. 9. We find an average wes of 2.4x 10'* s~ in the
—1 charge state and 2.6x 10'3 s~! for the neutral charge state.
Using these frequencies to calculate the thermal activation
energies does not change our conclusions.

Similar analysis was performed for negatively charged
oxygen vacancy. In the neutral vacancy, 2 electrons are shared
between Hf ions that neighbor the missing oxygen site. The
—1 charged oxygen vacancies have an extra electron trapped
onto these Hf ions, bringing the total number of electrons lo-
calized around the vacancy to three. The trapped electron state
is very similar to the intrinsic trap [Fig. 8(b)], and has an aver-
age Ey, of 0.8 eV and 1.3 eV for excitation into BCB and ME,
respectively. The values for Egy are 1.7 and 2.2 eV, respec-
tively. The R values are thus similar for both the intrinsic trap
and the V; defect consistent with their polaronic nature [60].

Finally, we note that single- and bielectron traps can con-
tribute to the EPDS and SCD spectra discussed above [29].
The calculations presented in [29] demonstrate that optical
ionization energies of these traps overlap and that trapping
of the second electron at the preexisting trap is spontaneous.
Therefore, we do not expect significant differences between
the behavior of single-electron traps described in Fig. 9 and
bielectron traps.

V. DISCUSSION AND CONCLUSIONS

Our experimental results demonstrate that, using two dif-
ferent electron excitation mechanisms, we can access the same
deep traps with energy levels inside the HfO, band gap; i.e.,
these electron traps are both optically and thermally active
and are likely of the same nature. Next, we demonstrate that
optical-to-thermal trap energy depth ratio R can be determined
with reasonable accuracy and is equal to 2.2 £ 0.3. Both the
value and uncertainty of this result are consistent with the
polaronic nature of the probed electron traps and supported
by the results of theoretical calculations. If electron trap-
ping/detrapping occurs in a process represented by Fig. 9(a),
and both parabolas have the same frequency, R = 2 is ex-
pected. Excitations to deeper CB states (the mobility edge,
for example) will result in R slightly less than 2. If the upper
PEC is lower in energy, this presents a barrier for trapping
and also causes R to significantly exceed 2. Therefore, R
values around 2 indicate the formation of polaronic states and
also characterize the excitation process. The average value of
R = 2.2 can be interpreted as electrons in the states close to
BCB in the applied bias can be swept to the electrode and can
contribute to the observed charge removal.

Theoretical calculations include a degree of uncertainty,
due to both the disorder and to the approximations used to fit
the PECs. To test the validity of the harmonic approximation,
we fitted the data to a third-order polynomial. However, we
find that third-order coefficients are significantly smaller, of
the order of <5% than the second-order coefficients, suggest-
ing that a harmonic potential is a good approximation. The
other major approximation made in this analysis is the use
of a single effective mode, rather than the full normal-mode
spectrum, which is made to make the analysis tractable. Some
assessment of the accuracy of this approach has been carried
out in the context of line-shape calculations for optical ab-
sorption [66]. It was suggested that the 1D approximation is
accurate for defects with S >> 1. In our case, an average fiw
is equal 0.03 eV and an average relaxation energy is 1.0 eV,
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which gives S ~ 33, supporting that the 1D approximation is
reasonable.

Our results provide the experimental methodology and
theoretical justification to consistently link the thermal and
optical energies of electron traps and describe their distribu-
tion in the band gap of amorphous oxide, such as HfO,. The
latter is vital for our understanding of degradation mecha-
nisms and mitigating reliability issues, such as gate leakage
and P/NBTI. Industry often relies on compact models imple-
mented in software, such as Ginestra [67-69] and Comphy
[70], to assess the trap profile in the band gap of gate di-
electrics. This is achieved by modeling the defect’s impact
on MOS transistor electrical characteristics under different
temperature and stress conditions and fitting the relevant
experimental data. Because in such experiments the defect
impact would be limited to the “visible” traps closely aligned
with the semiconductor Fermi level, this effectively reduces
the sensing range of the compact model approach to a small
portion of the oxide band gap. Our results demonstrate that
the distribution of trap levels in the band gap of amorphous
HfO, is wide and originates from a family of defect bands.
At certain electrostatic conditions, this can significantly affect
the performance of various microelectronic devices, causing

Vi, instability of HKMG FETs, facilitating gate leakage in
scaled logic devices utilizing high-« gate oxides, and reducing
retention of charge-trapping FLASH memory devices with
high-« layers used in the gate stack for field enhancement and
prolonged charge storage [71]. Furthermore, accurately map-
ping the distribution of trap energies in a wider energy range
is critically important for building models of MOS devices
employing wide gap semiconductors, such as In,O3 [72],
indium-gallium-zinc oxide (IGZO) [73,74], SiC, and GaN, in
combination with high-« insulating oxides. In contrast to the
compact modeling approach, the data presented in this work
were obtained by directly probing the electron traps across the
entire HfO, band gap. These data can be used as reference in
various device characterization and modeling applications to
help expand and improve the reliability modeling framework.
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