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Incommensurate charge density wave order in U2Ti
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Density functional theory predicted that the ground state of U2Ti should undergo a Peierls-like doubling
of its unit cell along the c axis on cooling from high temperature [G. Kaur et al., J. Alloys Compd. 730, 36
(2018)]. We report x-ray diffraction, heat capacity, and resistivity measurements showing that with decreasing
temperature the transition from the parent hexagonal structure occurs in two steps, via an incommensurate state
below TICDW = 71(1) K which then undergoes a lock-in transition to the predicted commensurate Peierls-like
state at TCCDW = 46(3) K. The signatures of the upper transition in thermodynamic and transport measurements
are weak, meaning that similar incommensurate charge density waves (ICDWs) preceding CDWs might occur
more widely in other systems but elude detection. The collinear nature of both the ICDW and Peierls-like states
we report is much simpler than more complex incommensurate states seen in α-U, which may in time provide
greater insight into the mechanism for ICDW formation.

DOI: 10.1103/PhysRevB.109.125116

I. INTRODUCTION

Slow charge fluctuations, linked to nearby charge density
waves (CDWs) may play an important role in the formation
of strange-metal states in high-temperature superconductors
[1,2] and heavy fermions [3,4]. This motivates the need for a
better understanding of the CDW order itself and its interplay
with both magnetism and superconductivity.

Most CDWs are found in strongly one- or two-dimensional
materials, including the high-temperature superconductors
(SCs) [5], transition metal tri- and dichalcogenides [6], and
the linear chain organic conductors [7]. In some of these
materials CDW order coexists with SC but in others only one
order is present at a time as an external parameter such as
pressure is varied. Where CDW and SC occur simultaneously,
they may still compete as in 2H-NbSe2 [8]. Recent observa-
tions of geometrically frustrated 2D systems, such as FeGe
[9], show magnetic and charge interactions that are highly
intertwined.

Clear examples of CDW order in three dimensions are
much rarer. α-U is the outstanding example [10]. α-U has
an orthorhombic crystal structure and multiple CDW transi-
tions. The highest temperature state is incommensurate with
the lattice in all three crystallographic directions, and subse-
quently undergoes lock-in transitions for different wave vector
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components in turn as the temperature is reduced. In the
incommensurate states different symmetry related q vectors
give rise to microscopic domains that complicate the inter-
pretation of experiments; attempts to produce monodomain
incommensurate charge density wave (ICDW) α-U crystals
are ongoing [11].

Other materials with 3D CDW order include LuPt2In [12],
R5Ir4Si10 (R = Dy, Ho, Tm and Yb) [13], and IrTe2 [14].
However, these systems are not known to show separate
incommensurate/commensurate transitions. Er5Ir4Si10 does
display an ICDW/CCDW transition. Below 155 K, the CDW
wave vector has a commensurate component (0, 0, 1/2) and
an incommensurate component (0, 0, 1/4 − δ) where δ drops
sharply to zero at 55 K [15]. The existence of a commensurate
component alongside the ICDW makes it difficult to quantify
the contribution of each order to macroscopic properties.

A 3-dimensional material allowing the study of ICDWs,
free from domain structure and free of magnetic order, is
lacking. As we will show, hexagonal U2Ti has a simple
single-component ordering wave vector, while maintaining
3D metallicity, so potentially may provide such a material.

Density functional theory (DFT) calculations for the re-
ported room temperature crystal structure of U2Ti show an
instability of a longitudinal optical phonon at (0, 0, 1/2) [16].
The energy of the crystal structure is minimized by dimeriza-
tion of uranium sites along the hexagonal c axis.

We report diffraction measurements consistent with this
predicted low-temperature structure but further reveal an in-
commensurate phase between TCCDW = 46(3) K and TICDW =
71(1) K. The heat capacity shows a weak shoulder feature at
TICDW and a larger cusplike peak at TCCDW. The temperature
derivative of resistivity shows a sharp variation at the lower
transition only.
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Kaur et al. [16] proposed that Fermi surface nesting may
drive the formation of CDW order in U2Ti. It is well estab-
lished that Fermi surface nesting cannot by itself account for
CDW formation except for 1-dimensional systems. Favorable
electron-phonon coupling and off-Fermi-surface contributions
also need to be considered [17]. Off-Fermi-surface contribu-
tions, sometimes called “hidden nesting,” refer to a matching
of the Fermi velocity (with opposite sign) at the surfaces
linked by the CDW wave vector. As shown for α-U, un-
like in the 1D Peierls mechanism, a critical magnitude of
electron-phonon coupling is also required [18,19]. An alter-
native mechanism for CDW/spin density wave (SDW) order
not requiring a critical degree of electron-phonon coupling or
nesting was proposed by Overhauser [20] and is driven by
exchange and correlation interactions. Such a theory has been
applied to potassium [21,22]. However, the absence of CDW
satellites in neutron diffraction means the presence of CDW
order in potassium has not been unambiguously identified
and Overhauser’s mechanism has gained little traction more
widely.

Most theoretical investigations of α-U largely focus on
understanding the ordering vector at the coarse scale of the
low-temperature commensurate order and do not address the
small differences from this in the incommensurate states
[19,23]. Phenomenologically, a Ginzburg-Landau (GL) analy-
sis gives a good account of lock-in transitions in general [24].
The standard model starts with an incommensurate CDW
instability and an undistorted unordered band structure. The
CDW vector changes to become commensurate as the tem-
perature is lowered and the amplitude of the order increases.
The terms in the GL analysis that modify the modulation
period are attributed to umklapp processes and harmonics of
the primary order. A first-principles microscopic estimate of
the magnitude of these terms is however lacking.

Quantum order by disorder (QOBD) affords a different ex-
planation for incommensurate phases [25]. The QOBD theory
was developed to explain incommensurate magnetic orders.
For example, in the case of PrPtAl there is an incommensurate
SDW above a lower temperature transition to ferromagnetic
order [26]. The key concept is that the Fermi surface distortion
for an ICDW enhances the phase space available for low-
energy fluctuations more than a CCDW. The nesting vector
could then be commensurate, but the resulting order is driven
to be incommensurate by QOBD. As temperature is lowered
and the role of excitations reduces, the primary commensurate
order asserts itself. This mechanism is distinguished from the
model described in the previous paragraph in having a primary
order that is commensurate in the absence of fluctuations
rather than incommensurate.

Studying simpler systems than α-U, such as U2Ti, will
help distinguish between these different mechanisms to better
understand the origin of ICDWs.

The paper is organized as follows. In Sec. II preparation of
twinned crystal samples of U2Ti and the experimental meth-
ods are discussed. Section III discusses DFT calculations of
the electronic susceptibility to quantify the predicted ordering
vector for U2Ti. Section IV discusses the experimental results
supporting the identification of a commensurate to incommen-
surate CDW transition. Finally, Sec. V summarizes the main
findings and conclusions.

II. EXPERIMENTAL DETAILS

A. Synthesis

Samples of U2Ti were prepared by melting depleted
U (Ames Laboratory, electrotransported, >99.99%) and Ti
(Goodfellow, >99.999% purity) in a radio frequency induc-
tion furnace under ultrahigh vacuum. The melt was sustained
at a temperature between 1415–1460 K for at least 1.5 h, while
levitated above a water-cooled oxygen-free high-conductivity
copper crucible. The melt is quenched at several 100 ◦C s−1

by abruptly cutting the radio frequency field. Sections of the
quenched melt were spark cut for annealing. All sections were
annealed at a temperature between 950–1000 K for at least
5 days, cooling to room temperature at a rate slower than
22 ◦C h−1. This produced twinned hexagonal U2Ti crystals
from the high-temperature disordered cubic phase. Twinned
regions have their c axes orientated along the four possible
diagonals of a cube ([1,1,1] directions). Twinned crystalline
samples of U2Ti were spark cut from the annealed sections.
The twin boundaries are separated by ∼100 µm.

The sample used for resistivity measurements under-
went an additional low-temperature anneal. The sample was
wrapped in Ta foil and placed in an evacuated quartz tube
placed in a tube furnace at 830(5) ◦C for 15 days. The residual
resistivity ratio, RRR, improved moderately from 2.8 to 3.7.
Other annealed samples had RRRs in the range 1.7–7.8 and
displayed similar features in their resistivity and heat capacity.

B. X-ray diffraction

X-ray diffraction (XRD) was performed on a polished
twinned sample mounted on a Huber 6-circle diffractometer at
the XMaS beamline, ESRF [27]. A wavelength of (0.8266 ±
0.0001) Å was used. The energy full width at half maximum
(FWHM) of the beam is �E/E = 1.7 × 10−4 at 10 keV and
is the same magnitude at 15 keV. The beam size (FWHM) at
the sample is ∼70 µm vertically and ∼60 µm horizontally.

To mitigate the variation of diffraction intensity due to
sample texture/roughness and beam translation, the beam
position on the sample was optimized to give the greatest
diffraction intensity for each reflection measured. At each
temperature the starting position was set to the optimized base
temperature position and x, y, and x scans (40 uniform steps
over ±100 µm) made to recenter on the position of maximum
intensity. The integrated intensity was numerically integrated
from rocking curve scans of reflections at (1, 0, 3 + qc),
(2, 0, 3 + qc), and (2, 1, 3 + qc), where qc is the CDW wave
vector. Rocking curves comprised 80 steps of �θ = 0.025◦.

C. Heat capacity

The heat capacity of a 44.29 mg sample was measured with
a commercial PPMS from 1.8 K to 300 K. Heater pulses were
such that the sample temperature rose by ≈2.0% over one time
constant. A two-time-constant model is used to extract heat
capacity from the measured heating/cooling curves [28].

D. Resistivity

Resistivity of an unorientated sample was measured with
a phase-sensitive four-probe method with an ac current at
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77 Hz of root mean square amplitude 1.00 mA. Magnetic field
was applied perpendicular to the current and the magnitude
is accurate to within 0.1%. A Cernox thermometer was used
to measure sample temperature. The measurement is not cor-
rected for magnetoresistance of the thermometer, though at
4 K and a field of 9 T, the correction is �30 mK and this does
not significantly affect interpretation of the measurements
[29].

E. Hall coefficient

The Hall voltage of an unorientated sample was measured
with a phase-sensitive four-probe method with an ac current
at 30 Hz of root mean square amplitude 8.00 mA. The sample
was polished to a thickness of 460(20) µm. A magnetic field
of ±8 T was applied perpendicular to the current and the
magnitude is accurate to within 0.1%. A Cernox thermometer
was used to measure sample temperature.

The Hall coefficient is obtained from the field-
antisymmetrized (±8 T) transverse resistance curves.

III. DENSITY FUNCTIONAL THEORY CALCULATIONS

A. Computational details

Electronic structure DFT calculations were performed with
a plane-wave basis set as implemented in the VASP code [30].
The electron-ion interaction was modeled using projector aug-
mented wave (PAW) data sets, with the U 6s26p67s2(5 f 6d )4

and Ti 3s23p6(4s3d )4 electrons in the valence space. Electron-
electron exchange-correlation effects were modeled using the
Perdew-Burke-Ernzerhof (PBE) functional [31]. Electronic
wave functions were expanded in plane waves up to a cut-
off energy Ec = 600 eV, and Brillouin zone sampling used
regular k-point grids with linear density 40/Å−1 for all total
energy calculations (120/Å−1 for DOS and Fermi surface cal-
culations). Geometries were optimized until remaining force
components were below 1 meV Å−1 and stress tensor com-
ponents below 1 meV Å−3 (0.16 GPa). Phonon calculations
used the finite-displacement method in (3,3,4) supercells of
the room temperature crystal structure and were set up and
analyzed with the PHONOPY code [32]. Spin-polarized calcu-
lations considered on-site repulsion terms for the U 5 f states
(rotationally invariant DFT+U method [33]) up to magnitude
U = 5 eV.

B. DFT+U

The inclusion of a Hubbard on-site repulsion term U
affects the calculated structural and electronic properties of
U2Ti. Generally, both a and c lattice constants increase with
increasing U . For the room temperature structure, the best
agreement with experimental data is at U = 1 eV, where the
optimized lattice constants are a = 4.821 Å and c = 2.841 Å;
for U � 2 eV, agreement is worse. The electronic structure at
the Fermi level also changes substantially for U � 2 eV, and
phonon calculations predict dynamical instabilities across
much of the Brillouin zone. As this does not correspond to
experimental findings, we conclude the electronic structure
is better described with U � 1 eV. In addition, U = 1 eV
predicts that the ground state of U2Ti, in the doubled unit cell,

is magnetic; the calculated moment is small, about 1.2
μB/cell. There is no indication of a magnetic ground state
from experiments. This suggests a failure of DFT+U to
describe the on-site electronic correlations in this compound,
and a combination of DFT with dynamical mean field theory
(DFT+DMFT [34]) might be more suitable to reproduce the
energy spectrum of the electron quasiparticles that couple to
lattice degrees of freedom [35,36], but is beyond the scope
of this work. For standard PBE calculations (U = 0 eV)
magnetism does not seem to be favorable; any enforcement
of finite spin moment on the U-atom sites leads to an increase
in energy. Therefore, we discuss standard PBE results from
here on.

C. Structure and phonon dispersions

The spin-degenerate calculations reproduce the results by
Kaur et al. [16]: the lattice constants of the room temper-
ature structure, a = 4.782 Å and c = 2.808 Å, are in good
agreement with experiment; phonon calculations reveal a dy-
namical instability at the A point, q = (0, 0, 1/2), due to an
imaginary LO phonon mode; the structure in the doubled unit
cell, with U atoms displaced along the c axis, is energetically
(∼34 meV/f.u.) and dynamically stable. The doubled unit cell
sees U atoms displaced by about 0.15 Å, the a axis contracted
by about 0.016 Å, and the c axis expanded by about 0.080 Å.

D. Fermi surface nesting and the Lindhard function

Figure 1 shows the Fermi surface (FS) of the room temper-
ature U2Ti structure at the DFT-optimized lattice constants.
Four bands cross the Fermi energy. The FS sheets comprise
localized pockets centered on the � and K points (band 1),
centered on the A points (band 4), and centered on a point
along the �-A line (band 3), plus corrugated sheets in the kx-ky

plane with connecting tubes along the kz direction (bands 2
and 3). The projection of the lm components corresponding to
U 5 f states onto the sheets from bands 2 and 3 is also plotted.

We now explore possible nesting of the two largest Fermi
surface sheets. Kaur et al. suggested nesting within the
sheet(s). Here, we quantify the nesting function by determin-
ing the band pair-resolved static dielectric susceptibility,

χ
i j
0 (q) = −

∑

k

f j (k) − fi(k + q)

ε j (k) − εi(k + q) + ıη
, (1)

where fi(k) is the Fermi-Dirac occupancy of band i at point
k in the Brillouin zone, and εi(k) the band energy. For fi, we
use an electronic temperature of 20 K, and η = 10−6 eV for
the broadening. The exact choice for these parameters is not
critical. The k-point grid for the summation is (29,29,43). The
matrix element linking different states is taken to be band and
q independent.

Figure 2(a) shows Reχ i j
0 (0, 0, qz ) as a function of qz, for

each pair of bands (i, j). The strongest contribution occurs
for qz = 1/2 (in units of the reciprocal lattice), for transitions
between bands 2 and 3. The contribution χ23

0 (qx, qy, 0.5) in
the perpendicular plane is shown in Fig. 2(b). The variation
is almost flat with only a weak maximum at (qx, qy ) = (0, 0).
We conclude that the nesting is strongest at exactly (0, 0, 1/2)
but only weakly peaked in the plane ⊥ c.

125116-3



STEVENS, HERMANN, HUXLEY, AND WERMEILLE PHYSICAL REVIEW B 109, 125116 (2024)

FIG. 1. Panels (a) and (b) show the different Fermi surface sheets. Band 1 (red) comprises electron pockets centered on � and K points.
Band 2 (green) comprises two large sheets at approximately (0, 0, ±0.25) linked by vertical tubes centered on M points [in panel (b)] and
two small detached deformed ellipsoids, shown for clarity in panel (a). Band 3 (blue) comprises two sheets at (0, 0, ±0.3) linked by inclined
tubes. Band 4 (orange) comprises a single ellipsoidal surface centered on A. Panels (c) and (d) show the contribution to the Lindhard function
with q = (0, 0, 0.5) from transitions between bands 2 and 3. The color represents the contribution from the vicinity of each point on these
Fermi surfaces. The pink regions represent regions making the largest contribution. The red arrow shows a vector (0,0,0.5) that links strongly
contributing regions on the two sheets. Panels (e) and (f) show the f -orbital character of the Fermi surfaces on bands 2 and 3. The sheets can be
crudely described as 2D sheets intersected by vertical tubes. The sheets have Jz = 0 (z3) orbital character and the tubes Jz = ±1 (xz2 and yz2)
character.
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FIG. 2. Panel (a) compares the density of states factors in the calculation for the real part of the Lindhard function for momentum transfer
(0, 0, qc ) from different interband transitions. The largest contribution is at qc = 1/2 for transitions between bands 2 and 3. Panel (b) shows
the contribution to the real part of the Lindhard function for transitions between bands 2 and 3 for q = (qx, qy, 1/2). The contribution is almost
flat but weakly peaked at (0, 0, 1/2).

Figures 1(c) and 1(d) show the contribution to
Reχ23

0 (0, 0, 1/2) from different parts of the Fermi surfaces
of bands 2 and 3. The peak in the Lindhard function is seen
to come from two regions: first, nesting running along a
ring linking planar regions of the FS sheets of bands 2 and
3; second, from nesting between the tubes along kz. The
orbital projections in Figs. 1(e) and 1(f) show that the nesting
involves orbitals with dominant fz2x, z2y character on band 2
and fzxy, z(x2−y2 ) character on band 3. While nesting of the
planar regions alone might suggest that a simple 1D model
could describe the formation of the CDW this overlooks
equally important contributions from the tube nesting. The
above analysis also ignores any q and band dependence of the
matrix elements appearing in the Lindhard function.

IV. RESULTS AND DISCUSSION

A. Crystal structure

At room temperature U2Ti has a hexagonal structure
(known as the δ phase), space group P6/mmm, with a =
4.828 Å and c = 2.847 Å [37]. The nearest and next-nearest
U-U spacings are 2.80 Å in the a-b plane and 2.85 Å along the
c axis, compared with 2.74 Å and 2.84 Å for α-U, respectively.
The δ phase forms below 898 ◦C [38] from the γ phase.
The γ phase is body-centered cubic (space group Im3̄m) with
sites randomly occupied by U and Ti. The low-temperature
distorted structure, predicted by Kaur et al. [16], is labeled δ2.

Figure 3 shows projections of the different crystal struc-
tures of U2Ti (see also Fig. 4 for a comparison of the structures
of U2Ti and α-U). The cubic γ phase distorts along a [1, 1, 1]
cubic direction to form the c axis of the δ-hexagonal unit
cell. Since this direction is not unique the growth procedure
described in Sec. II produced twinned samples. As discussed
in Sec. IV B, below TICDW = 71(1) K an incommensurate
modulation at the uranium sites occurs along the c axis and
below TCCDW = 46(3) K this modulation locks in to become
periodic with the crystal lattice resulting in a doubling of the
δ cell to give the δ2 structure.

B. X-ray diffraction

The 10 K XRD pattern reveals additional reflections com-
pared with room temperature at some (h, k, l + qc) positions,
with qc = 1

2 . The intensity and relative positions of these
reflections compared to the lattice Bragg reflections were
measured as a function of temperature. A weak reflection
at (1, 1, 4.5) has an integrated intensity ∼ × 10−4 that of
the (1, 0, 3.5), (2, 0, 3.5), and (2, 1, 3.5) reflections, and has

FIG. 3. Projections of the different crystalline structures of U2Ti:
(a) disordered cubic (γ ) structure formed above 898 ◦C, (b) ordered
hexagonal (δ) structure, (c) distorted (δ2) structure predicted by Kaur
et al. and formed below TCCDW. The displacements of U sites has been
enlarged for clarity. The original high-temperature cubic unit cell is
shown by the black outline and a portion of the hexagonal (0 0 1)
plane is shown to highlight the projected sixfold symmetry. The
black arrows on the γ phase indicate the direction of displacements
of atoms which give rise to the δ phase.
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FIG. 4. Comparison of the U2Ti and α-U structures. The left
shows a view of U2Ti along the hexagonal axis and an epitaxial align-
ment of uranium looking along the orthorhombic a axis. The right
shows the perpendicular view. In U2Ti the Peierls-like displacements
are along the c direction and in α-U the predominant displacement is
along the a direction.

a ratio of peak intensity to background of ≈1.5. Such a re-
flection may originate from multiple scattering or stacking
faults in the hexagonal unit cell. Azimuthal scans were not
performed to distinguish these two possibilities. No reflec-
tions occur at equivalent positions at (1, 1, 3.5), (0, 0, 3.5),
and (0, 0, 4.5). An overview of observed CDW reflections in
diffraction space is shown in Fig. 5(a) with absent and weak
reflections labeled. The allowed reflections lie on a honey-
comb lattice in the h-k plane, consistent with the predicted
structure of the low-temperature δ2 state shown in Fig. 3.

Figure 5(b) shows the averaged normalized intensity,
ICDW, for the reflections (1, 0, 3 + qCDW), (2, 0, 3 + qCDW),
and (2, 1, 3 + qCDW), and Fig. 5(c) the charge density wave
ordering vector, qCDW, determined from maximizing the
intensity of the (1, 0, 3 + qCDW) and (0, 1, 3 + qCDW) re-
flections. Below TICDW an incommensurate CDW with a
temperature-dependant qCDW forms which then locks onto the
commensurate value of qc ∼ 0.5 below TCCDW = 46(3) K.

Below 40 K the data are well described by the BCS gap
equation commonly used to describe CDWs. The fitted tran-
sition temperature is TCCDW = 46(3) K in agreement with
the transition identified in heat capacity measurements. For
temperatures above 45 K the intensity has an approximately
linear T dependence falling to zero at TICDW = 71(1) K.

If the ICDW state were to be confined to the surface it
would be challenging to explain why qCDW evolved smoothly
to the bulk value at TCCDW with decreasing temperature. The
temperature dependence of qc is in fact similar to that of the a
component of the ICDW ordering vector in α-U [39]. Unlike
α-U, there is no evidence for the wave vector being off-axis
or for harmonics.

We made scans over a mesh covering |δh| � 0.1 and |δk| �
0.1 for |δl| < 0.05, about the (1, 0, 3.5) reflection at 10 K
(CCDW) and 60 K (ICDW). The anisotropy of the FWHM
of the peak intensity is less than 2 in the h-k plane. A larger
anisotropy at 60 K would be expected if the ICDW were
localized at defects or surfaces confirming that the ICDW, like
the CCDW, is a bulk state.

The lock-in transition coincides with a sharp peak in heat
capacity at ∼46 K, shown in Fig. 6(a). The appearance of
the CCDW is accompanied by an expansion of the c-lattice

FIG. 5. (a) An overview of (h, k) diffraction space [blue circle
by (0,0) and l orthogonal to the paper] with CDW reflections ob-
served labeled as present (purple crosses), weak (orange cross), or
absent (red open circles). (b) The temperature (T ) dependence of
normalized integrated intensity of Bragg peaks of the CDW, ICDW.
The solid line is a fit to the square of the BCS gap function below
46 K and the dashed line is a linear fit for temperatures above
46 K. (c) The temperature (T ) dependence of the c∗ component
of the CDW wave vector, qCDW. The wave vector is commensurate
with a value qc = 0.4995 ± 0.0005 below TCCDW. Above TCCDW the
wave vector becomes incommensurate decreasing by 2% between
TCCDW and TICDW. Over the same range the intensity of the peaks
decreases linearly to zero. Panels (d) and (e) show the temperature
dependence of the c-axis and a-axis lattice parameter. Clear changes
occur crossing TCDW but there is no perceptible change in behavior
crossing TICDW. Figure 5(a) was generated under a CC-BY-SA-4.0
license using Desmos [40].

parameter [Fig. 5(d)] and a sharp drop of the a-lattice pa-
rameter [Fig. 5(e)]. The abruptness of the change of the
a-lattice parameter is suggestive of a first-order transition, but
no hysteresis was found in the expansion, the heat capacity
(Sec. IV C), or resistivity (Sec. IV D).
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FIG. 6. (a) Inset figure shows the specific heat capacity divided by temperature, cp/T , with a cusp anomaly at 46 K. The dashed purple line
shows a fit to the background lattice and electronic heat capacity away from the CDW transitions [see main text; fit parameters γ = 10.05(3)
mJ/molU/K2, TD = 154(1) K, TE−L = 123(1) K, and TE−U = 330(1) K]. The main figure shows the CDW heat capacity, cCDW, obtained by
subtracting the background contribution from the measured heat capacity. A peak in cCDW occurs at TCCDW with a small shoulder at TICDW.
(b) and (c) Background-subtracted heat capacity in the vicinity of the α1 and α2 transitions for polycrystalline α-U from Crangle et al. [41] and
single-crystal α-U from Lashley et al. [42]. (d) The inset figure shows the T dependence of resistivity, ρ, of a twinned sample of U2Ti at 0 T
and 8 T. The main figure shows the derivative of the resistivity, dρ/dT . (e) and (f) dρ/dT of a polycrystalline α-U and temperature differential
of the resistance, dR/dT , of a higher RRR single crystal, both data sets from Schmiedeshoff et al. [43], measured on warming (dotted curve)
and cooling (solid curve).

Assuming the intensity of the satellite peaks is attributed
to the displacement, δz, of U sites, the ratio of the intensity at
half-integer l to integer l reflections (ignoring Debye-Waller
and extinction corrections) gives δz/c in the range 1.92%–
2.16% at 10 K. The result is substantially smaller than the
DFT prediction of δz/c ≈ 5.2% [16].

C. Heat capacity

Two transitions are identified from the heat capacity.
The heat capacity arising from the charge order, cCDW, is
calculated after the subtraction of a smooth background con-
tribution that accounts for a conduction electron (γ T ) and a
lattice contribution. The 3 acoustic phonon modes are mod-
eled with a Debye contribution and 6 optic modes with two
additional Einstein contributions (per U2Ti), giving a total
background contribution cback

p per formula:

cback
p = γ T + 1

3 [cDeb(T, TD) + cEin(T, TE−L )

+ cEin(T, TE−U )]. (2)

A fit to Eq. (2) for temperatures away from the CDW tran-
sitions is shown by the dashed line in the inset of Fig. 6(a).
The value of γ was fixed from the low-temperature heat
capacity for T < 6 K by fitting to cp/T = γ + βT 2. The
other parameters in Eq. (2) are chosen to describe cp for
temperatures |T − TCCDW| > 1.5�. � is the full width at

half maximum of a Lorentzian fit to the excess heat capac-
ity above cback

p centered at TCCDW ∼ 46 K. The value of �

was determined self-consistently to be � = (12.3 ± 0.5) K.
Changing the temperature range over which the CDW con-
tribution is considered to be significant, e.g., from ±1.5� to
±2� about TCCDW, does not significantly change the estimate
of cCDW.

The Sommerfeld coefficient γ ∼ (10.05 ± 0.03) mJ mol
U−1 K−2, which is comparable to (10.0 ± 0.4) mJ mol U−1

K−2 for α-U [41]. The value of γ is higher than 7.38
mJ mol U−1 K−2 predicted in the DFT calculations for the
undistorted δ structure. Kaur et al. predict a 15% increase of
the density of states (DOS) in the distorted δ2 state [16] but
the value from our measurements exceeds this. The enhance-
ment relative to the DFT prediction is modest compared with
heavy-fermion materials, but may nevertheless represent the
presence of correlations not captured by DFT.

cCDW = cp − cback
p is shown in the main plot of Fig. 6(a)

and reveals two main features: (i) a weak shoulder feature at
TICDW and (ii) a large symmetric peak at TCCDW. No hysteresis
is observed between cooling and warming within the exper-
imental error of the measurements (±0.3% of the measured
value).

The disordered Peierls model [44] gives broadened second-
order transitions that may provide an explanation of the form
of cCDW we see. This model has been applied to the CDW
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transition(s) in the manganites [45] and to α-U [46], for both
CCDW and ICDW transitions. The broadness of the transition
is due to the correlation length divergence being restricted by
impurities.

Below TICDW, cCDW increases until TCCDW. The dirty
Peierls model gives asymmetric peaks skewed to the low-
temperature side of the transitions which is hard to reconcile
with our data. Instead the extra heat capacity between the
transitions we see might be due to the melting of discom-
mensurations, as discussed by McMillan in the context of the
CCDW transition in the transition metal dichalcogenides [47].
However, such discommensurations would require harmonics
of the observed qCDW ordering vector which are not seen in
our XRD study of the incommensurate phase.

The much stronger heat capacity signature and coupling
to the lattice parameters at the lower transition suggests that
the change occurring across TCCDW is more substantial than
just a small change in the CDW modulation vector, for exam-
ple due to the onset of a second order parameter describing
the displacement of the crystalline lattice. X-ray diffraction
directly probes the electron density. The modulation of the
nuclear density could be probed with neutron scattering.
It would be interesting to track the relative magnitude of
these two modulations with temperature across the different
phases.

For α-U the CDW wave vector below α1 is incommensu-
rate, with its major component along the a direction. In the
α2 state this component locks in to a value of 0.5, similar
to the behavior of U2Ti. It is therefore interesting to com-
pare the form of cCDW for U2Ti with that measured for both
pseudosingle crystals [42] and polycrystals of α-U [41]. The
single crystals show a sharp peak of C(T ) at TCCDW and a
broadened second-order-like jump at TICDW. Both transitions
were interpreted to be first order. In lower-quality polycrystals
the peak at TCCDW and jump are both broadened resulting in a
single broad peak centered just above TCCDW with a shoulder
at TICDW. The data for U2Ti appear to be intermediate between
these two cases, but with the step at TICDW weaker relative to
the peak at TCCDW.

The peak of cCDW for U2Ti at TICDW is unlike the heat
capacity of Er5Ir4Si10 [15]. For Er5Ir4Si10, the entropy change
(of ∼0.3R) occurs predominately at the upper incommensu-
rate transition, with no significant feature at the lower com-
mensurate transition. However, as the incommensurate phase
is accompanied by a commensurate structural distortion, it is
difficult to separate the commensurate/incommensurate con-
tributions in a clean way.

D. Resistivity

The Fig. 6(d) inset shows the resistivity, ρ, of U2Ti, and
the main figure shows the derivative of the resistivity, dρ/dT ,
versus temperature at applied magnetic fields of 0 T and 8 T.
For comparison (e) and (f) show the temperature derivative of
the resistance of polycrystalline and single-crystal samples of
α-U (the data shown are for samples 5 and 2 in [43]).

For U2Ti from 80–150 K dρ/dT is weakly temperature
dependant compared with the vicinity of the CDW transi-
tions, with ρ having a Bloch-Grüneissen form for isotropic
phonon scattering [48]. The weak negative curvature at higher

temperature may be to the resistivity approaching a satura-
tion value. The Mott-Ioffe-Regel limit for the saturation of
the resistivity is estimated from the electron density and lat-
tice parameters to be ρMIR ∼ 160 µ cm [49]. Below 80 K
dρ/dT falls suggesting ρ → constant with a large resid-
ual resistivity. This could be due to impurity-like scattering
from the ICDW. Below TCCDW, commensuration of the CDW
removes the effective disorder, and dρ/dT rises and ρ(T )
crosses over to a metallic-like behavior with a lower residual
resistivity.

In the vicinity of a magnetic critical point the temperature
derivative of the magnetic contribution to resistivity often
has the same critical behavior as the magnetic specific heat
[50]. This is due to the contribution from short-range spin
fluctuations. The similarity of these quantities is clear for the
itinerant long-wavelength incommensurate helimagnet MnSi
[51]. This motivates comparison of the dρ/dT to the spe-
cific heat for CDW ordering, although charge fluctuations are
different from magnetic fluctuations. For α-U, dρ/dT has a
more complex structure than cCDW. A connection can however
be made if the peak at TCCDW “contributes” to dρ/dT with
an opposite sign to the jump in C(T ) at TICDW. For U2Ti any
link between dρ/dT and C(T ) appears more tenuous. With
decreasing temperature the drop of dρ/dT below TICDW and
rise at TCDW are more easily understood in terms of disorder
scattering from the ICDW state as described earlier.

The change in resistance between 0 and 8 T for U2Ti
over the full temperature range 2–300 K is <1.2%. dρ/dT
in the vicinity of the CDW transitions does not vary de-
tectably with magnetic field confirming that the transitions are
nonmagnetic. This corresponds to the DFT calculations with
U < 1 eV.

α-U shows a variation in the differential of the resistivity
with respect to field at the commensuration CDW transitions
[43] which led to suggestions of a mixed SDW/CDW state,
despite the low anisotropy of the magnetoresistance. This
might explain the stronger link between dρ/dT and C(T ) in
α-U compared to U2Ti. The magnetic field independence of
dρ/dT for U2Ti suggests U2Ti hosts a pure CDW state.

E. Hall coefficient

The Hall coefficient, RH , is shown in Fig. 7 for an applied
field of 8 T. No hysteresis in the Hall signal is observed
between increasing or decreasing temperature.

Since U2Ti is a compensated metal, the mobilities of the
charge carriers will be important in determining the tempera-
ture dependence of the Hall coefficient at all magnetic fields.

A relative change in mobility of different bands with tem-
perature unrelated to any CDW could give a similar behavior
to that observed, as seen for example in elemental Ti [52].
While changes of Fermi surface topology related to the CDW
would also modify ρHall, ρHall could be dominated by the
evolution of unreconstructed regions of the Fermi surface.

For α-U, ρHall shows a broad drop with decreasing tem-
perature which sharpens and strengthens in higher-quality
samples to become a more steplike change with a change
of sign, occurring at the final commensurate α3 transition
[43,52].

ρHall for U2Ti looks similar to the result for lower-quality
α-U. Changes in ρHall with decreasing temperature onset at

125116-8



INCOMMENSURATE CHARGE DENSITY WAVE ORDER IN … PHYSICAL REVIEW B 109, 125116 (2024)

FIG. 7. The Hall coefficient, RH , plotted versus temperature, T ,
determined with applied fields of ±8 T. The sign change in the
Hall coefficient about TCCDW could demonstrate that the transition
involves some change in the dominate carrier type.

temperatures slightly higher than the value of TICDW iden-
tified by XRD. This is similar to the onset of the drop in
dρ/dT . However, unlike for dρ/dT no additional feature
is resolved crossing TCCDW. This might be taken to indicate
that there is no abrupt change in electronic structure at TCCDW

with changes in scattering crossing TCCDW affecting all bands
equally. We are unable to quantify how much of the broader
drop in ρHall is directly due to the onset of CDW order or is
due more simply to a background evolution of the mobility in
unreconstructed regions of the Fermi surface. Unlike the case
of α-U we find no evidence for any magnetic field dependence
of the Hall signal.

V. CONCLUSIONS

We have discovered the existence of an incommensurate
CDW (ICDW) transition at 71(1) K in twinned samples
of hexagonal U2Ti. For temperature below 46(3) K, there
is a lock-in transition to a commensurate CDW (CCDW).
The CCDW is consistent with a Peierls-like distortion of
U positions along the crystallographic c axis predicted by
Kaur et al. [16].

Our DFT calculation of the Lindhard function shows the
dominant contribution at qCDW arises from interband tran-

sitions between the two bands with largest Fermi surface
area. Both planar parts and tubes making up these surfaces
contribute. The calculation gives the ordering vector to be at
the BZ edge (qc = 0.500 ± 0.005) with a sharp peak along c
at this wave vector. It should be noted that the DFT for the
state with the doubled unit cell is stable with positive phonon
energies, confirming the DFT predicted ordering vector, in-
dependently of any approximations in neglecting the matrix
elements in calculating the electrical susceptibility.

It is then surprising that the order at TICDW is at a slightly
different vector (qc = 0.4896 ± 0.0005). The origin of this
difference requires explanation. Approaches to understanding
this go beyond standard DFT.

The CDW transitions in U2Ti are shown to be similar to
the α1 and α2 transitions of α-U, but qCDW is simpler without
components along different crystallographic directions. Dif-
ferences are however apparent in the relative weights of the
thermodynamic and transport signatures accompanying the
first appearance of the ICDW and lock-in transitions.

For U2Ti, there are rapid changes in the lattice parameters
only at the lock-in transition, suggesting this transition is
strongly coupled to the lattice but that the ICDW is not. The
onset of the ICDW has no clear signatures in the resistivity
and only gives a weak shoulder in the heat capacity. The Hall
coefficient shows large changes beginning just above TICDW,
with no feature at the lock-in transition, although the Hall
signal may be unrelated to the CDW. The above observations
all contrast with α-U, where strong features in cp(T ), ρ, and
dρ/dT occur at the onset of the ICDW as well as at TCCDW.
For high-RRR samples the Hall effect for α-U only shows
a clear change at the lowest temperature lock-in transition
α3. Some of these differences in transport may stem from
a coupling between spin and charge densities in α-U that is
completely absent in U2Ti.

The resulting lack of strong features in the resistivity and
heat capacity motivates the reinvestigation of many U-dense
materials by diffraction measurements to look for reflections
associated with the formation of ICDW states. The ICDW
transitions of α-U are unique among 3D materials, but perhaps
a wider family of this type remains to be identified.
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