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For a parameterized family of invertible states (short-range-entangled states) in (1 + 1) dimensions, we discuss
a generalization of the Berry phase. Using translationally invariant, infinite matrix product states (MPSs), we
introduce a gerbe structure, a higher generalization of complex line bundles, as an underlying mathematical
structure describing topological properties of a parameterized family of MPSs. Furthermore, we introduce a
generalization of a quantum mechanical inner product, which we call the “triple inner product,” defined for three
matrix product states. The triple inner product proves to extract a topological invariant, the Dixmier-Douady
class over the parameter space.
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I. INTRODUCTION

A. The Berry phase and its higher generalization

Quantum mechanical phase degrees of freedom are known
to have an interesting interplay with topology [1,2]. A canon-
ical example is the Dirac monopole, where the presence of
a magnetic monopole prevents quantum mechanical wave
functions from being defined uniquely over the entire space.
Instead, following the work by Wu and Yang [3], wave func-
tions can be defined by introducing multiple patches, and at
the intersection of two patches, wave functions from different
patches are related by a transition function. The (large) gauge
invariance results in the quantization of magnetic charges in
units of the inverse of the fundamental charge. A magnetic
monopole also arises in the context of the Berry phase, where
a diabolic point of the Hamiltonian plays the role of the
Dirac monopole of the Berry connection in a parameterized
quantum system in which the wave function |ψ (x)〉 depends
smoothly on some adiabatic parameter(s) x taken from a
parameter space X . The mathematical structure underlying
these situations is a principle U(1) bundle over the parameter
space X . Such bundles are characterized and classified by a
topological invariant, with the first Chern class taking its value
in the second cohomology group of X , H2(X ;Z).

The Berry phase also plays an important role in topological
phenomena in many-body quantum physics such as quantum
Hall states and Chern insulators [4,5] and the Thouless pump
[6]. An important class of topological states is the so-called in-
vertible states (short-range-entangled states) that are realized
as a unique ground state of a gapped Hamiltonian. Invertible
states can be protected by symmetry from being topologically
trivial, i.e., symmetry-protected topological (SPT) phases, as
known in topological insulators and the Haldane spin chain
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[7–10]. Topological invariants of these phases can be under-
stood in terms of the Berry phase and wave function overlaps.
For example, the first Chern number (the quantized Hall con-
ductance) of Chern insulators (the quantum Hall effect) at
the level of noninteracting electrons can be obtained from the
Berry curvature and Berry connection in momentum space.
This topological invariant can also be understood in terms of
the Berry phase acquired by the wave function under adia-
batic threading of magnetic flux. Similarly, for SPT phases
protected by a discrete symmetry, the discrete phases acquired
by wave functions through nonadiabatic discrete transforma-
tions can detect their topological invariants (see Ref. [11] for
examples). In the path integral picture, all these topological
invariants can be understood as topological terms, i.e., metric-
independent terms, in topological quantum field theory.

Note that the discrete phases relevant to SPT phases are
not associated with an adiabatic process, but with discrete
transformations, unlike the regular notion of the Berry phase.
Nevertheless, in this paper, we broaden the usage of the term
“Berry phase” to indicate the phases of wave function overlaps
that may encode topological information of topological states
and processes. In a similar vein, we regard the transition func-
tions in Wu and Yang’s description of magnetic monopoles
as an example of the Berry phase. In the setting of a parame-
terized family of wave functions, the transition functions can
be extracted from the overlaps of two wave functions from
different patches—they determine the topological class (the
first Chern class).1

1Later in this paper, we introduce a generalization of the regular
inner product, the triple inner product defined for three many-body
quantum states (matrix product states). We will refer to the phase
associated with the triple inner product as the higher Berry phase
and discuss its topological properties. In particular, we will show that
it determines the topological class (the Dixmier-Douady class) of a
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In recent years, it has been recognized that there are many-
body systems in which the regular notion of the Berry phase
fails to capture topological properties. Specifically, a family
of invertible many-body quantum states that depends on some
parameter x ∈ X , which we shall call invertible states over
X for short, has been discussed [12–20]. Such a family can
be topologically nontrivial and can be considered a gener-
alization of the Thouless pump. It can also be considered a
generalization of regular gapped phases (SPT phases) which
can be regarded as a special case where the parameter space
is a single point.2 For example, it is known that there is a
nontrivial family of (d + 1)-dimensional systems with U(1)
symmetry parameterized over Sd [13]. We, however, cannot
use the ordinary Berry phase to detect its nontriviality in gen-
eral. A cursory explanation is that the Berry connection and
Berry curvature measure the nontriviality of H2(X ;Z), so for
example, when d = 3, they cannot be nontrivial on S3. Even
worse, if not introduced carefully, the Berry connection and
curvature may be ill defined in many-body quantum systems
in the first place: For example, if we consider a chain of
spins that are weakly interacting with each other and are each
coupled to an adiabatically time-evolving magnetic field, the
first Chern number diverges in the thermodynamic limit since
each spin contributes independently.

In order to capture the topology of higher generaliza-
tions of the Thouless pumping, it has been realized that a
“higher” generalization of the Berry phase, which takes its
value in the higher cohomology group, Hd+2(X ;Z), is impor-
tant [13,19,21]. Motivated by these developments, the purpose
of this paper is to extend the ordinary Berry phase to (1 + 1)-
dimensional quantum many-body systems and construct a
topological invariant that takes its value in H3(X ;Z). In this
paper, the families of invertible states we consider do not
preserve some symmetries, e.g., particle number conserving
U(1).

B. Summary of the paper

In this paper, we identify a gerbe structure for param-
eterized families of invertible states in (1 + 1) dimensions
using translationally invariant, infinite matrix product states
(MPSs). A gerbe is a higher generalization of complex line
bundles and provides, as we will see, a natural framework to
discuss the higher Berry phase. (We will give a brief overview
of a gerbe in Sec. II B.) Specifically, we will show how we
can construct a gerbe from a family of infinite MPSs. We also
show how the data constituting the gerbe, and its topologi-
cal invariant in particular, can be extracted from a (properly

family of invertible states over X , without explicitly using a (higher
generalization of) Berry connection.

2The phrase “invertible state parameterized by a single point” is
a verbose mathematical expression, but being parameterized by a
single point is equivalent to not being parameterized at all, and,
physically, the “classification obtained when identified under con-
tinuous deformations” means nothing other than considering things
that can be deformed into each other adiabatically as the same. Thus,
when X is a point, the situation is nothing but “identifying invertible
states through adiabatic deformation,” which is precisely the standard
classification problem for SPT phases.

generalized) overlap of three MPSs. We call the overlap the
triple inner product, which is depicted in Fig. 5 below. This
is analogous to Wu and Yang’s work, from which we can
extract the ordinary Berry phase by taking the inner product of
two wave functions that are physically the same but are taken
from two different patches. In our generalization, we extract
the higher Berry phase by taking the triple inner product of
three states that are physically the same in three different
patches. This triple inner product gives the so-called Dixmier-
Douady class over the parameter space X that takes its value
in H3(X ;Z). This is the higher counterpart of the Chern class
that classifies complex line bundles and takes its value in
H2(Z;Z). Our formalism works for both the torsion and free
parts of H3(X ;Z), i.e., the cases when families of invertible
states over X are classified by a finite order group and (copies
of) the cyclic group Z, respectively. For the free case, as we
will discuss, it is essential to deal with MPSs whose rank
(bond dimension) is not constant over the parameter space
X . Finally, we will also discuss how this gerbe structure
and the triple inner product are naturally described by using
the language of noncommutative geometry, a star product and
integration.

II. CONSTRUCTION OF A GERBE FROM MPSs

A. Brief review of MPSs

This paper focuses on invertible states (short-range-
entangled states) in (1 + 1) dimensions. In particular, we
study families of translationally invariant invertible states that
depend on a parameter x ∈ X . Such a parameterized family
can be called invertible states over X . Invertible states in
(1 + 1) dimensions are efficiently represented as MPSs, so
we begin by reviewing the necessary ingredients of MPSs.
Specifically, we deal with translationally invariant, infinite
MPSs. For a more in-depth discussion, see, for example,
Refs. [22–25].

As a start, let us consider a finite one-dimensional lattice
with L sites, labeled by j = 1, . . . , L. Let h j be a local Hilbert
space with dimension d (independent of j), where {|i〉}d

i=1 is
an orthonormal basis of h j . The total Hilbert space of the
chain is H := ⊗L

j=1 h j . A translationally invariant MPS is
defined by a set of n × n matrices {Ai} with the same index
as the orthonormal basis. With periodic boundary conditions,
the MPS generated by {Ai} is given by

|{Ai}〉L :=
∑
{ik}

tr(Ai1 · · · AiL ) |i1, . . . , iL〉 , (1)

where
∑

{ik} represents a summation over all configurations of
(i1, . . . , iL ),

∑
{ik} = ∑

i1
· · · ∑iL

. MPSs with fixed boundary
conditions can be defined similarly with boundary vectors
specifying boundary conditions.

We are interested in invertible states in the thermodynamic
limit, L → ∞, where boundary conditions play no role. In
this limit, the physical properties of the MPS are encoded in
its transfer matrix, which is defined by

TA :=
∑

i

Ai∗ ⊗ Ai. (2)
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FIG. 1. (a) Matrix product states, (b) transfer matrices, and (c) the left and right actions of transfer matrices. When there is no confusion,
we simplify our notation by not showing boxes representing tensors explicitly. The conjugate of the MPS matrix A is represented by dotted
lines.

A transfer matrix TA acts on M ∈ Matn(C) from the left and
right as

TA · M :=
∑

i

AiMAi†, (3)

M · TA :=
∑

i

Ai†MAi, (4)

respectively. We represent these actions pictorially in Fig. 1.
Invertible states are represented by a normal MPS, which

can be defined, using a transfer matrix, as follows [22]: Let
{Ai} be a set of n × n matrices and rR be the spectral radius
of the transfer matrix for the first action of Eq. (6).3 Then {Ai}
is normal if and only if the left action of the transfer matrix
has a unique eigenvalue λ with eigenvalue |λ| = rR and the
eigenvector �R is a positive definite n × n matrix. We call an
MPS generated by normal matrices a normal MPS. For normal
matrices, it is known that the spectral radius rL for the second
action of Eq. (6) is equal to rR, i.e., rR = rL. In addition,
an eigenvector �L with eigenvalue λ′ such that |λ′| = rR is
unique, and �L is a positive-definite matrix.

For normal matrices, the eigenvalue equation TA · � = λ�

can be rewritten as∑
i

Ai�Ai† = λ� ⇐⇒
∑

i

Ai
cAi†

c = 1n, (5)

where Ai
c := 1√

λ
�− 1

2 Ai�
1
2 . We call {Ai

c} the right canonical

form of the normal matrices {Ai}. In this form, the spectral
radius for the left action (3) is 1, and the eigenvector is
modified, �′ → �− 1

2 �′�
1
2 , which is not the identity matrix

in general. In the following, unless mentioned otherwise, we
take our MPSs to be in the right canonical form and denote the
eigenvectors with eigenvalue 1 for the left and right actions as
�R

A and �L
A, respectively:

TA · �R
A = �R

A, �L
A · TA = �L

A. (6)

In the present case, �R
A is just the identity matrix, but in the

later generalization, the case where it is not the identity matrix
will appear, so we assign a symbol to it in advance.

By using the left and right eigenvectors �L
A and �R

A, an
infinite MPS is defined in the following manner [23,24,26]:

3In this paper, we follow the terminology in [25]. We note that any
injective tensor is proportional to a normal tensor. Conversely, any
normal tensor becomes injective after blocking.

For infinite systems, it is difficult to define the state itself since
an MPS in an infinite system is formally given by

|{Ai}〉∞ :=
∑
{ik}

· · · Ai1 · · · AiL · · · |· · · i1 · · · iL · · ·〉 (7)

and its coefficients have an ambiguous infinite product of
matrices. In the infinite MPS formulation, we give up defining
the state itself but define the expectation value of the state.
An expectation value of a local observable contains infinitely
many products of transfer matrices in the right and left direc-
tions (Fig. 2). Therefore, in the infinite size limit, the product
only has a value on the eigenvector space of the transfer matrix
with the maximum eigenvalue. So we close the right and left
ends with �L

A and �R
A to define the expectation value. For

example, the inner product of |{Ai}〉∞ is defined by

〈{Ai}|{Ai}〉∞ = �L
A · (TA)N · �R

A = tr
(
�L

A�R
A

)
(8)

for arbitrary N ∈ N. In the right canonical form, �R
A = 1n, but

the phase of �L
A is not fixed. As a normalization condition for

the infinite MPS, we fix the phase of �L
A by tr(�L

A) = 1. Simi-
larly, for example, the expectation values of local operators F1

(acting on site 1) and G56 (acting on sites 5 and 6) are given
by

〈F1G56〉 := �L
A · TA[F1](TA)3TA[G56] · �R

A, (9)

FIG. 2. (a) The inner product (norm) of infinite MPSs contains
infinitely many products of the transfer matrices. (b) In the ther-
modynamic limit, only the eigenvector with the maximal eigenvalue
survives. In the infinite MPS formalism, the inner product is defined
by contracting the left end with the left eigenvector �L

A and the right
end with the right eigenvector �R

A. By using the eigenvalue equation,
this value is found to be equal to tr(�L

A�R
A ). (c) In general, the

expectation value of a local observable is defined by putting the left
eigenvector on the left side of the operator with the leftmost support
and the right eigenvector on the right side of the operator with the
rightmost support.
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where (TA [F1])(a, c), (b,d ) := ∑
i, j Ai∗

ab F i j
1 Aj

cd and (TA

[G56])(a,d ),(c, f ) := ∑
i, j,k,l

∑
b,e Ai∗

abA j∗
bc Gi j,kl

56 Ak
deAl

e f .

B. What is a gerbe, and why is it relevant?

The purpose of this paper is to discuss a higher gener-
alization of the Berry phase for a parameterized family of
(1 + 1)-dimensional invertible states. More specifically, we
propose a gerbe as a proper mathematical structure that under-
lies the higher Berry phase and the topological classification
of higher Thouless pumping. A gerbe is a higher general-
ization of a complex line bundle. In physics contexts, it has
been used to describe, for example, the (1 + 1)-dimensional
Wess-Zumino-Witten models, the (2 + 1)-dimensional Chern-
Simons theories, the Kalb-Ramond B field and D-branes in
string theory, and various anomalies in quantum field theory
[27–30]. In this section, we introduce the mathematical defi-
nition of a gerbe. In the next section, we will then construct a
gerbe from invertible states (MPSs) over X .

Before delving into gerbes, it is useful to recall the def-
inition of a complex line bundle and its characterizing data,
the transition functions. As mentioned in the Introduction,
these underline the description of the regular Berry phase for a
parameterized family of quantum mechanical states. Let X be
a topological space and consider an open covering of X , {Uα},
i.e., a set of open sets {Uα} such that

⋃
α Uα = X . On each

patch Uα , we have a trivial line bundle Lα → Uα , and on each
nonempty intersection Uαβ := Uα ∩ Uβ , Lα and Lβ are glued
to each other by the transition function ei2πφαβ . They satisfy
ei2πφβα = e−i2πφαβ , and also, on triple intersections Uαβγ :=
Uα ∩ Uβ ∩ Uγ ,

ei2πφαβ ei2πφβγ ei2πφγα = 1. (10)

The data ({Uα}, {ei2πφαβ }) satisfying condition (10) topolog-
ically defines a complex line bundle. A transition function
{ei2πφαβ } is an element of the Čeck complex C1(X ; U(1)),
and Eq. (10) is nothing but the cocycle condition. (Here,
the underbar represents the sheaf cohomology.) Therefore,
ei2πφαβ defines the first Čeck cohomology class [ei2πφαβ ] ∈
H1(X ; U(1)) � H2(X ;Z). Here, the isomorphism is given in
the following way: Let us take a R lift φ̂αβγ of φαβγ ∈ R/Z.
Then, on Uαβγ , fαβγ := φ̂αβ − φ̂αγ + φ̂βγ takes its value in Z
and satisfies the cocycle condition. Thus, it defines the second
cohomology class [ fαβγ ] ∈ H2(X ;Z), and this is a topological
invariant of the complex line bundle, the so-called first Chern
class.

Heuristically, we can generalize complex line bundles by
assigning a complex line bundle Lαβ on Uαβ , instead of a
transition function ei2πφαβ . On Uαβγ , as an analog of the
cocycle condition ei2πφαβ ei2πφβγ = ei2πφαγ , we consider an iso-
morphism Lαβ ⊗ Lβγ � Lαγ . These isomorphisms have to
satisfy a higher counterpart of the cocycle condition (10) on
fourfold intersections. Formalizing these ideas, we can intro-
duce a gerbe on X by specifying a datum ({Uα}, {Lαβ}, {σαβγ })
that satisfies the following conditions [31]: {Uα} is an open
covering of a base space X , Lαβ is a complex vector bundle
over Uαβ , and σαβγ : Lαβ ⊗ Lβγ → Lαγ is an isomorphism be-
tween complex vector bundles. They satisfy the commutative

diagram

(11)

Just like complex line bundles are classified by H2(X ;Z), i.e.,
the first Chern class, it is known that gerbes on a topologi-
cal space X are classified by the so-called Dixmier-Douady
class that takes its value in H3(X ;Z) [32]. On the other
hand, (1 + 1)-dimensional invertible states over X are ex-
pected to be classified precisely by H3(X ;Z) [21]. This is
one of the primary reasons that we expect a gerbe to be an
underlying mathematical structure for parameterized (1 + 1)-
dimensional invertible states over X . By constructing a gerbe
from a family of (1 + 1)-dimensional systems, we expect that
we can extract a topological invariant that takes its value in
H3(X ;Z).

C. Definition of a constant-rank MPS gerbe

As we are interested in invertible states over X , we consider
a family of infinite MPSs {Ai(x)}, in which the corresponding
transfer matrix, left and right eigenvectors, etc., are also de-
pendent on x. We will call this family MPSs over X . Following
the definition of a gerbe presented above, we now construct a
gerbe on X from MPSs over X . For simplicity, we will keep
the rank (bond dimension) of MPSs constant at first. We will
drop this condition later in Sec. II E.

To set the stage, we fix an open covering {Uα}α∈I of X
and consider n × n normal MPS matrices {Ai

α (x)} on each Uα .
As we mentioned before, we take {Ai

α (x)} in the canonical
form. At the intersection of two patches Uαβ , we have two
MPSs representing the same physical state defined at x ∈ X .
By the fundamental theorem for (bosonic) MPSs [22], these
two MPSs are related by a gauge transformation,

Ai
α (x) = gαβ (x)Ai

β (x)g†
αβ (x), (12)

where gαβ is an element of the projective unitary group,
gαβ ∈ PU(n)4. We call gαβ a transition function. Applying the
fundamental theorem twice in the overlapping region of two
patches, we get

Ai
α = gαβgβαAi

α (gαβgβα )†. (13)

One of the consequences of the fundamental theorem is that
the transition functions are unique up to a phase ambiguity. As
a result, the product gαβgβα differs from the identity matrix 1n

only by a phase, which can be represented as eiφαβ :

gαβgβα = eiφαβ 1n ⇐⇒ gβα = eiφαβ g†
αβ. (14)

Thus, the relation gβα = g†
αβ does not hold in general. How-

ever, by redefining the phase of gαβ , we can always make it
hold. In the following, unless otherwise specified, we assume
the relation gαβ = g†

βα .

4For simplicity, we omit the phase redundancy of MPSs.
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FIG. 3. Ingredients of an MPS gerbe. (a) A mixed-gauge MPS
|{ĝαβ}〉 defined over Uαβ and (b) the isomorphism σ MPS

αβγ .

Let us take a U(n) lift {ĝαβ} of {gαβ}. From this unitary
matrix {ĝαβ}, we define a state over Uαβ by

|{ĝαβ}〉 :=
∑
{ik}

· · · Ai1
α

× · · · A
ip
α ĝαβA

ip+1

β · · · AiL
β · · · |· · · i1 · · · iiL · · ·〉 . (15)

By using the identity Ai
α (x)gαβ (x) = gαβ (x)Ai

β (x), we can
freely change the position of ĝαβ . Therefore, the right-hand
side does not depend on p ∈ Z. Although this state contains
ambiguous infinite products in its coefficients, when calculat-
ing physical quantities (such as the higher Berry phase), as
we will see below, we extract them by contracting the ends
using the fixed point of suitable transfer matrices. The state
|{ĝαβ}〉 is reminiscent of the so-called mixed-gauge MPS. At
each point of x ∈ Uαβ , we can consider the one-dimensional
complex vector space spanned by |{ĝαβ}〉. By bundling them
over Uαβ , we also define a complex line bundle Lĝαβ

over Uαβ .
Finally, on a triple intersection Uαβγ , we define the isomor-
phism

σ MPS
αβγ : Lĝαβ

⊗ Lĝβγ
→ Lĝαγ

: |{ĝαβ}〉
⊗ |{ĝβγ }〉 �→ |{ĝαβ ĝβγ }〉 . (16)

See Fig. 3 for pictorial representations of |{ĝαβ}〉 and σ MPS
αβγ .

We claim that the datum ({Uα}, {Lĝαβ
}, {σ MPS

αβγ }) defines a
gerbe on X . To see this, let us check the commutative diagram
(11) for ({Uα}, {Lĝαβ

}, {σ MPS
αβγ }). First, let us note that a cαβγ ∈

U(1) on Uαβγ exists so that

ĝαβ ĝβγ = cαβγ ĝαγ . (17)

We can show the existence of cαβγ as follows: Using the
fundamental theorem twice in the intersection of the three
patches, moving from α to β and from β to γ , we obtain

Ai
α = gαβgβγ Ai

γ (gαβgβγ )†. (18)

On the other hand, moving directly from α to γ , we get

Ai
α = gαγ Ai

γ g†
αγ . (19)

One of the consequences of the fundamental theorem includes
the uniqueness of the transformation function up to a phase
ambiguity. Thus, ĝαβ ĝβγ and ĝαγ differ only by a phase, i.e.,
Eq. (17). Next, since |{ĝαβ ĝβγ }〉 = cαβγ |{ĝαγ }〉, we can see
that Eq. (11) is equivalent to (δc)αβγ δ := cαβγ c∗

αβδcαγ δc∗
βγ δ =

1.5 This equation is a higher analog of Eq. (10) and follows
simply from the associativity of the matrix product. We thus

5Here, δ is the coboundary operator of the Čeck cohomology.

establish ({Uα}, {Lĝαβ
}, {σ MPS

αβγ }) as a gerbe on X . In the fol-
lowing, we call ({Uα}, {Lĝαβ

}, {σ MPS
αβγ }) a constant-rank MPS

gerbe. Here, the adjective “constant-rank” implies the bond
dimension of MPS matrices is constant over the parameter
space X . Furthermore, cαβγ defines a second Čeck cohomol-
ogy class [cαβγ ] ∈ H2(X ; U(1)). To see this, we note that,
since the defining equation for ĝαβ imposes no constraints on
the phase of ĝαβ , we can freely transform the phase of ĝαβ .
Under the phase transformation of ĝαβ ,

ĝαβ �→ eiχαβ ĝαβ, (20)

the function cαβγ changes as

cαβγ �→ cαβγ eiχαβ eiχβγ e−iχαγ = cαβγ (δeiχ )αβγ . (21)

We can freely multiply it by (δeiχ )αβγ using any arbi-
trarily defined function eiχαβ on Uαβ . This is precisely the
transformation due to the coboundary degree of freedom.
Therefore, [cαβγ ] ∈ H2(X ; U(1)). The standard isomorphism
H2(X ; U(1)) � H3(X ;Z) then gives a corresponding class in
H3(X ;Z), which is a topological invariant of the gerbe.6 This
class is known as the Dixmier-Douady class [33]. Due to the
isomorphism, we also call the cohomology class [cαβγ ] the
Dixmier-Douady class.

A constant-rank MPS gerbe is a proper mathematical struc-
ture to describe invertible states over X when we are interested
in the torsion part of H3(X ;Z), i.e., a finite order subgroup
of H3(X ;Z). Such cases were studied in detail in Ref. [19].
In general, however, the rank of MPS matrices may not be
constant over the parameter space X [34]. Moreover, constant-
rank MPS matrices cannot describe nontrivial models which
take their values in the free part, i.e., (copies of) the infinite
cyclic group Z, of H3(X ;Z). Let us briefly explain this point.
Since ĝαβ ĝβγ = cαβγ ĝαγ holds as a unitary matrix, the fol-
lowing equation is obtained by taking the determinant of both
sides:

det(ĝαβ ) det(ĝαγ )∗ det(ĝβγ ) = cn
αβγ . (22)

This equation implies that cn
αβγ is closed cocycle and [cn

αβγ ] is
trivial in H2(X ; U(1)), i.e., [cn

αβγ ] = 1 ∈ H2(X ; U(1)). There-
fore, the topological class of ({Uα}, {Lĝαβ

}, {σ MPS
αβγ }) is in the

torsion part of H3(X ;Z). We can also show this point using
differential forms. By taking the logarithm, determinant, and
exterior derivative of both sides of ĝαβ ĝβγ = cαβγ ĝαγ ,

d log det(ĝαβ )−d log det(ĝαγ )+d log det(ĝβγ ) = d log(cαβγ ).

(23)

This implies (wα := 0, d log det(ĝαβ ), cαβγ ) is a third smooth
Deligne cocycle [19,32]. Since this cocycle is flat, i.e., ηα :=
dwα = 0, the topological class of ({Uα}, {Lĝαβ

}, {σ MPS
αβγ })

is trivial in the free part of H3(X ;Z). This property is

6Here, the isomorphism is given in the following way: Let us
take a R lift wαβγ of cαβγ , i.e., cαβγ = ei2πwαβγ . Then, on Uαβγ δ ,
dαβγ δ := wαβγ − wαβδ + wαγ δ − wβγ δ takes its value in Z and sat-
isfies the cocycle condition. Thus, it defines the third cohomology
class [dαβγ δ] ∈ H 3(X ;Z).
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completely determined by the Dixmier-Douady class and in-
dependent of the choice of the higher connections. This is
due to the mathematical fact that the topological class of a
PU(n) bundle can only take its value in the torsion part of
H3(X ;Z) [35]. Therefore, we need to handle a family of MPS
matrices with a nonconstant rank and construct a gerbe from
such matrices.7 We discuss this point in Sec. II E.

D. Triple inner product of MPSs

Before delving into nonconstant-rank MPSs, let us dis-
cuss one more ingredient, still using constant-rank MPSs.
Specifically, we demonstrate how the data that make up the
MPS gerbe, such as the transition functions and the Dixmier-
Douady class, relate to certain overlaps of MPSs. We show
that the Dixmier-Douady class can be obtained from the triple
inner product, defined below, for three MPSs. This is remi-
niscent of Wu and Yang’s work on U(1) magnetic monopoles,
where a topological invariant, the Chern class, can be obtained
from the inner product of two wave functions from different
patches. In this discussion, we present an alternative formu-
lation in which the MPS gerbe’s data are expressed in terms
of (triple) wave function overlaps. Moreover, in the following
section, we will see that this formulation also naturally gen-
eralizes to the definition of a gerbe from MPSs over X with a
nonconstant rank.

Let us start with the transfer matrix at x ∈ Uα , which is
defined as

Tα (x) =
∑

i

Ai∗
α (x) ⊗ Ai

α (x). (24)

As reviewed in Sec. II A, Tα (x) acts on Matn(C) from the left
and right as Tα (x) · M := ∑

i Ai
α (x)MAi†

α (x) and M · Tα (x) :=∑
i Ai†

α (x)MAi
α (x), respectively, for arbitrary M ∈ Matn(C).

We represent this action pictorially in Fig. 1. The transfer
matrix Tα (x) has unique right and left eigenvectors �R

α (x) and
�L

α (x) with eigenvalue 1:

Tα (x) · �R
α (x) = �R

α (x), �L
α (x) · Tα (x) = �L

α (x). (25)

A primary tool in this section is a mixed transfer matrix [37],
which we define from {Ai

α (x)} and {Ai
β (x)} as

Tαβ (x) :=
∑

i

Ai∗
β (x) ⊗ Ai

α (x) (26)

over Uαβ . A crucial observation is that the spectrum of Tαβ (x)
is identical to that of Tα (x), and in particular, Tαβ (x) has
unique left and right eigenvectors with eigenvalue 1. Let us
check this point. From now on, we omit the dependence on
x. Let �R,k

α be the kth eigenvector of Tα with eigenvalue λR,k
α ,

Tα · �R,k
α = λR,k

α �R,k
α . Then �R,k

αβ := �R,k
α ĝαβ is the eigenvec-

tor of Tαβ with the same eigenvalue λR,k
α :

Tαβ · �R,k
αβ =

∑
i

Ai
α

(
�R,k

α ĝαβ

)(
ĝβαAi†

α ĝ†
βα

) = λR,k
α �R,k

α ĝ†
βα

= λR,k
α �R,k

αβ . (27)

7According to mathematics, another way to avoid this obstacle is to
consider the case of n = ∞ [36]. However, it is practically difficult
to deal with MPSs of infinite rank.

FIG. 4. The mixed transfer matrix Tαβ and its right eigenvalue
equation.

Therefore, there is a one-to-one correspondence between the
eigenvectors of Tα and Tαβ with the same eigenvalue. Simi-
larly, for a left eigenvector �L,k

α of Tα with eigenvalue λL,k
α ,

�L,k
αβ := ĝβα�L,k

α is a left eigenvector of Tαβ with the eigen-
value λL,k

α :

�L,k
αβ · Tαβ =

∑
i

(
ĝβαAi†

α ĝ†
βα

)
ĝβα�L,k

α Ai
α = λL,k

α ĝβα�L,k
α

= λL,k
α �L,k

αβ . (28)

We define the right and left eigenstates of Tαβ with eigenvalue
1 by

�R
αβ := �R

α ĝαβ = ĝαβ�R
β, �L

αβ := ĝβα�L
α = �L

β ĝβα. (29)

We represent the eigenvalue equations pictorially in Fig. 4.
In the right canonical form, �R

α = 1n. We also fix the phase
of �L

α by the condition tr(�L
α ) = 1. This is the normalization

condition of the infinite MPS. Note that the phases of �R
αβ and

�L
αβ are still redundant, but their redefinition can be absorbed

in the U(n) lift of the transition functions.
We are now ready to define the triple inner product. On a

triple intersection Uαβγ , consider the “boomerang” diagram in
Fig. 5. Here, three infinite MPSs, representing the same phys-
ical state at x ∈ X , from three different patches are “glued”
together as in Fig. 5. Observe how “bra” and “ket” MPS
matrices are arranged depending on which “wing” they are
located. At the infinities of the three wings, the tensor net-
work is capped off by putting either left or right eigenvectors.
The products of the mixed transfer matrices are easily com-
puted in the thermodynamic limit, and we can check that the
boomerang diagram computes the Dixmier-Douady class; the

FIG. 5. The triple inner product of three MPSs, {Ai
α}, {Ai

β}, and
{Ai

γ }, from different patches Uα,Uβ , and Uγ , respectively. The right
side of the middle wing and the right side of the bottom right wing
represent the matrix Ai

α; the left side of the middle wing and the left
side of the bottom left wing represent the matrix Ai

β , and the right
side of the bottom left wing and the left side of the bottom right
wing represent the matrix Ai

γ . The dotted lines represent the complex
conjugation of the MPS matrices.
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boomerang diagram equals

tr
(
�L

βα�R
βγ �R

γα

) = tr
(
�L

α ĝαβ1nĝβγ 1nĝγα

) = cαβγ . (30)

We define the triple inner product of three MPSs as the
boomerang diagram and the higher Berry phase as the
Dixmier-Douady class. The ordinary Berry phase can be ob-
tained from the ordinary inner product of two wave functions
that are physically the same but taken from two different
patches. As the natural generalization of this method, the
higher Berry phase in (1 + 1)-dimensional systems can be
obtained from the triple inner product of three MPSs that are
physically the same but taken from three different patches.
Note that with the mixed transfer matrix and the triple inner
product, it is not necessary to deal with the transition functions
explicitly. Instead, the data necessary to define the (constant-
rank) MPS gerbe are encoded in the mixed transfer matrix and
the triple inner product.

Finally, we note that there are some ambiguities in the
definition of an MPS gerbe and a triple inner product. For
example, a gerbe can be constructed by using �L

βα instead of
�R

αβ in the definition of the line bundle on Uαβ . In our choice,
|{Ai

α}〉, |{ĝαβ}〉, and the modulus of the triple inner product
are all normalized to be 1, while in other choices we would
need to adjust normalization (by properly rescaling �L

βα). Our
choice would be natural in this sense.

E. Definition of a nonconstant-rank MPS gerbe

In Secs. II C and II D, we assumed that the rank of the
MPS matrices is constant over the parameter space X . As a
generalization of this situation, we consider a family of MPS
matrices with nonconstant rank. To that end, we first introduce
the notion of essentially normal matrices: let {Ai} be a set of
n × n matrices. Then {Ai} is essentially normal if and only if
there is an invertible matrix X such that

XAiX −1 =
(

Ãi 0
Y i 0

)
(31)

for some ñ × ñ matrices {Ãi} and (n − ñ) × ñ matrices
Y i. Also, we impose the right canonical form condition,∑

i AiAi† = 1n. In terms of {Ãi} and Yi, this means that∑
i

ÃiÃi† = 1ñ,
∑

Y iY i† = 1n−ñ,

∑
i

Y iÃi† = 0,
∑

i

ÃiY i† = 0. (32)

We call ñ an essential rank of the essentially normal matrices
and {Ãi} the normal part of the essentially normal matrices.
Usually, we eliminate the lower triangular component Y i by
hand because it does not affect the state. However, such cases
appear naturally when considering a family of MPS matrices.

Let {Uα} be an open covering of X , and let us consider
a family of essentially normal MPS matrices. Assume that
the rank of MPS matrices is constant on each patch. Let
{Ai

α} be nα × nα essentially injective matrices whose essential
rank ñα (x) can be dependent on x ∈ Uα . We also assume
that ñα (x) = ñβ (x) on a nonempty intersection Uαβ . Let us

consider the mixed transfer matrix

Tαβ =
∑

i

Ai∗
β ⊗ Ai

α. (33)

The mixed transfer matrix Tαβ acts on M ∈ Matnα×nβ
(C) from

the left as

Tαβ · M =
∑

i

Ai
αMAi†

β (34)

and acts on M ∈ Matnβ×nα
(C) from the right as

M · Tαβ =
∑

i

Ai†
β MAi

α. (35)

Then we can show that both the maximal left and right eigen-
values of the mixed transfer matrix are 1, and the right and left
eigenvectors �R

αβ and �L
αβ are unique and are given by

�R
αβ :=

(
�̃R

αβ 0

0
∑

i Y i
α�̃R

αβY i†
β

)
, �L

αβ :=
(

�̃L
αβ 0

0 0

)
,

(36)

respectively, where �̃R
αβ and �̃L

αβ are right and left eigenvec-
tors with eigenvalue 1 of the mixed transfer matrix of the
normal part of {Ai

α} and {Ai
β}.

This can be readily checked as follows. Let M be an nα ×
nβ matrix and consider the following decomposition:

M =
(

� Z
X �′

)
, (37)

where �, X , Z , and �′ are ñα × ñα , (nα − ñα ) × ñα , ñα ×
(nβ − ñα ), and (nα − ñα ) × (nβ − ñα ), respectively. Then, the
right eigenvalue equation Tαβ · M = M reads

∑
i

(
Ãi

α�Ãi†
β Ãi

α�Y i†
β

Y i
α�Ãi†

β Y i
α�Y i†

β

)
=

(
� Z
X �′

)
. (38)

From the upper left block, we see that � must be the right
eigenvector, � = �R

αβ = gαβ . We also see from the lower left

block
∑

i Y i
α�Ãi†

β = ∑
i Y i

αgαβ Ãi†
β = ∑

i Y i
αÃi†

α g†
αβ = 0, where

we used the right canonical condition (32). We can show simi-
larly that

∑
i Ãi

α�Y i†
β = gαβ

∑
i Ãi

βY i†
β = 0. We thus conclude

the first equation in (36). For the left eigenequation M · Tαβ =
M, we consider a similar decomposition (37), which leads to

∑
i

((
Ãi†

β � + Y i†
β X

)
Ãi

α + (
Ãi†

β Z + Y i†
β �′)Y i

α 0
0 0

)

=
(

� Z
X �′

)
. (39)

The solution is given by the second equation in (36), X = Z =
�′ = 0 and � = �̃L

αβ .
We are now ready to define a gerbe from a family of essen-

tially normal matrices, including the case where the rank is not
constant over the parameter space. It is defined, as a natural
generalization of a constant-rank MPS gerbe, as follows: We
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FIG. 6. Matrix product states, star product, and integration.
Along the dotted lines, the relevant MPS tensors are conjugated, i.e.,
A∗.

define a state over Uαβ by∣∣{�R
αβ

}〉
:=

∑
{ik}

· · · Ai1
α · · · A

ip
α �R

αβA
ip+1

β

× · · · AiL
β · · · |· · · i1 · · · iiL · · ·〉 (40)

and a complex line bundle over Uαβ by

LMPS
αβ := C

∣∣{�R
αβ

}〉
. (41)

On a triple intersection, we define an isomorphism

σ MPS
αβγ : LMPS

αβ ⊗ LMPS
βγ → LMPS

αγ :
∣∣{�R

αβ

}〉 ⊗ ∣∣{�R
βγ

}〉
�→ ∣∣{�R

αβ�R
βγ

}〉 = cαβγ

∣∣{�R
αγ

}〉
. (42)

Then, GMPS := ({Uα}, {LMPS
αβ }, {σ MPS

αβγ }) is a gerbe on X . We
call GMPS a nonconstant-rank MPS gerbe, or an MPS gerbe for
short. The triple inner product can also be defined following
the constant-rank case. We can compute the Dixmier-Douady
class by the same diagram as in Fig. 5: The boomerang dia-
gram equals

tr
(
�L

βα�R
βγ �R

γα

) = cαβγ . (43)

Since {�L
αβ} includes the projection onto the normal part and

{�R
αβ} is block diagonal, Eq. (43) reduces to

tr
(
�L

βα�R
βγ �R

γα

) = tr
(
�̃L

βα�̃R
βγ �̃R

γα

)
. (44)

Namely, cαβγ is nothing but the Dixmier-Douady class for the
MPS matrices projected onto the normal part.

III. STAR PRODUCT AND INTEGRATION

In this section, we introduce two operations for infinite
MPSs: the star product (∗) and integration (

∫
). As we will see,

these operations are useful for describing the structures intro-
duced in the preceding sections. Our definitions are largely
inspired by, and essentially identical to, the noncommutative
geometry in string field theory [38].

Let us first introduce a multiplication law ∗ for two infinite
MPSs (Fig. 6). In this section, we denote an MPS constructed
from {Ai

α} as �α . For two MPSs �α and �β from different
patches Uα and Uβ , the product �α ∗ �β is defined by first
splitting �α and �β into their left and right pieces, denoted
by �L

α and �R
α and �L

β and �R
β , respectively. In the product

�α ∗ �β , �R
α and �L

β are glued, i.e., contracted. In this pro-
cess, the MPS matrices {Ai

β} on the left part of �β are first
converted to their conjugates {Ai∗

β } (bras) and then contracted
with the right part of �α . The star product is associative,

(�α ∗ �β ) ∗ �γ = �α ∗ (�β ∗ �γ ), but not commutative. In-
tuitively, we regard physical indices in �L

α and �R
α as row

(input) and column (output) indices of an infinite matrix, or
a semi-infinite matrix product operator. Accordingly, the star
product can be interpreted as matrix multiplication of two
infinite-dimensional matrices.

To see the connection with the MPS gerbe, we consider
three MPSs, �α,�β , and �γ , defined on patches Uα,Uβ , and
Uγ , respectively. First, we can readily check that the product
�α ∗ �β is nothing but the mixed-gauge MPS |{�R

αβ}〉. Fol-
lowing the notation in this section, we simply write |{�R

αβ}〉 ≡
�αβ . We also note that an infinite canonical MPS is an idem-
potent of the star product, �α ∗ �α = �α . Second, the product
of �αβ and �βγ is given by

�αβ ∗ �βγ = �α ∗ �β ∗ �β ∗ �γ = cαβγ �αγ . (45)

Hence, the star product is nothing but σ MPS
αβγ . We note that

mixed-gauge MPSs are closed under the multiplication ∗.
To see how the triple inner product arises, we also intro-

duce an integration
∫

. To define the integration of �α ,
∫

�α ,
we “fold” �α and contract �L

α and �R
α (Fig. 6). With this rule,

we can see, for example,

∫
�α = tr

(
�L

α�R
α

) = 1,∫
�α ∗ �β = tr

(
�L

αβ�R
αβ

) = tr
(
�L

β ĝβα ĝαβ�R
β

) = 1. (46)

Namely,
∫

�α is the norm of �α , and
∫

�α ∗ �β is the overlap
between �α and �β . It is also evident that

∫
�α ∗ �β =∫

�β ∗ �α . As before, regarding the physical indices in �L
α

and �R
α as row and column indices, the integration is inter-

preted as the matrix trace. Finally, we can readily see that the
integral of the triple product �α ∗ �β ∗ �γ is the triple inner
product (Fig. 7),

∫
�α ∗ �β ∗ �γ = cαβγ . (47)

The cyclicity
∫

�α ∗ �β ∗ �γ = ∫
�β ∗ �γ ∗ �α is evident

from the cyclicity of cαβγ . Thus, the star product and inte-
gration reproduce the essential ingredients of the MPS gerbe.
We note that the triple inner product can also be viewed as the
regular inner product of two nonuniform states, �αβ and �βγ .

Before leaving this section, several comments are in order.
(1) It appears that there is some flexibility in the definition

of the star product and the integration. For example, when
we glue two MPSs �α and �β , we can take the conjugate
of �R

α while keeping �L
β intact. As for the integration, we

also have at least two choices, i.e., taking the conjugation of
�L

α or �R
α . To be consistent with the “regular rule” of matrix

multiplication and trace, one would choose to take the con-
jugate of �R

α both in �α ∗ �β and
∫

�α; in this convention,
the left (right) part of an MPS is always regarded as the row
(column) indices (both in the star product and trace). This
choice results in a different definition of an MPS gerbe and
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FIG. 7. The star product of three MPSs, �α , �β , and �γ , and the triple inner product.

a triple inner product as noted at the end of Sec. II D. (The
idempotent property �α ∗ �α = �α , however, is lost in this
choice.) We also note that, while we have focused on the right
canonical form, we can adopt a different canonical form, the
mixed canonical form, in particular.

(2) The notations and ideas behind these definitions are
from noncommutative geometry [39]: �α,�β, . . . can be
thought of as an analog of differential forms, and the star
product is an analog of the wedge product. As differential
forms, we should be able to integrate �α . The star product
and integration are some of the ingredients that constitute
noncommutative geometry. To fully define noncommutative
geometry, we need additional structures, the derivative, and
Z2 grading. In string field theory, the derivative is given by the
so-called Becchi-Rouet-Stora-Tyutin (BRST) operator that is
used to select physical states. The Z2 grading is provided by
the number of ghosts. While we do not need such structures
for the purpose of this paper, i.e., to discuss the topological
properties of gapped translationally invariant ground states,
we may speculate that the full noncommutative geometry
structure may be useful once we consider a wider class of
states, e.g., excited states.

(3) We noted that an infinite MPS is an idempotent of the
star product, i.e., projector, �α ∗ �α = �α . This is similar to
the fact that in string field theory, the matter part of the full
string field satisfies the same equation [40–43] and describes
a D-brane (D25-brane), an extended object in string theory.
This is reminiscent of the fact that invertible states in (1 + 1)
dimensions can be expressed as boundary states in boundary
conformal field theory [44]. Furthermore, a mixed-gauge MPS
�αβ can be interpreted as a boundary condition changing
operator [45,46], and the star product �αβ ∗ �βγ = cαβγ �αγ

represents the fusion of two boundary condition changing
operators. With proper regularization (Euclidean evolution),
the triple inner product corresponds to the partition function
on a strip with boundary conditions specified by α, β, and
γ , i.e., with the insertion of a boundary condition changing
operator between α and β, say.8

8To describe a parameterized family of invertible states we expect
that these boundary conditions preserve only the conformal symme-
try and not any larger symmetry.

IV. DISCUSSION

In this paper, we identified a gerbe structure for a family of
infinite MPSs over a parameter space X . We also introduced,
as a generalization of the ordinary Berry phase for overlaps of
two wave functions, the triple inner product for three infinite
MPSs and showed that it extracts the Dixmier-Douady class,
which is a topological invariant of an MPS gerbe and hence
a family of invertible states over X . Our formalism works
for both the torsion and free parts of H3(X ;Z). In particular,
for the free case, we showed how to handle nonconstant-rank
MPSs over X .

The relation between the triple inner product and the
Dixmier-Douady class is one of the upshots of this pa-
per. In principle, this relation can provide a practical way
to calculate the topological invariant for a given family of
(1 + 1)-dimensional invertible states. An important next step
would be to find an explicit “algorithm” for this and study
examples.

In addition, it is interesting to consider the triple inner
product of a larger class of MPSs, such as finite and/or
nontranslationally invariant MPSs. In particular, it may be
interesting to study finite MPSs with periodic boundary con-
ditions. We also note that a wave function overlap for three
many-body states, similar to our triple inner product, has
been discussed as a numerical tool to extract universal data
of (1 + 1)-dimensional lattice quantum systems at criticality
[47–49].
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