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It has recently been shown that giant quantum oscillations above the energy barrier (GQOAB) of a spin S
can be coherently induced by the simultaneous application of 2S alternating fields (shaped field) associated with
successive level separations [Phys. Rev. Lett. 131, 066701 (2023)]. We begin the present paper with a more
detailed study of the properties of GQOAB, such as the dependence of their frequency on the value of the
anisotropy constant or on that of the amplitude of the alternating fields. We then extend the concept of GQOAB
to the case where these ac-fields are applied, not simultaneously, but sequentially, showing that such a protocol
also leads to coherent GQOAB but with a number of differences that are discussed in detail. We conclude with
a classical approach of this problem showing that “giant classical oscillations above the barrier (GCOAB)” can
also be designed at zero Kelvin.
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I. INTRODUCTION

Passing through an energy barrier by quantum tunneling
is one of the most remarkable topics of physics since the
beginning of quantum mechanics [1–7]. The particular case of
magnetism, with spin quantum tunneling, as in the quantum
Stoner-Wohlfarth model [8], became increasingly important
during the last decades with, in particular, the rise of meso-
scopic magnetism (see the reviews in Refs. [9–11]). At the
beginning, in the mid-1970s, mesoscopic quantum tunneling
possibilities were pointed out in various nanoscale systems
which focused on the quantum depinning of a domain wall
trapped by nonmagnetic defects [12–15], and then on the
tunneling of a single nanoparticle magnetic moment trapped
by a magnetocrystalline anisotropy barrier [16–20]. This was
also completed by a model describing the tunneling reversal
of the magnetic moments of an antiferromagnetic nanoparticle
[21].

More recently, it has been possible to extend these works
to a more specific class of nanoparticles: The single molecules
magnets (SMM) [22–27], and later to the rare-earth ions
magnets (REM, consisting of uniaxial rare-earth ions, with-
out or with nuclear spins, highly diluted in a nonmagnetic
matrix) [28,29]. These systems exhibit the typical and fasci-
nating stepwise hysteresis loop firstly observed on Mn12-ac
[22] showing how mesoscopic quantum tunneling can reflect
spin quantization, even in the presence of hysteresis (curious
readers should also take a look at the reference [14] with
magnetic avalanches induced by local spins tunneling in a
much more complex system with no apparent quantization).
In addition to their fundamental character, there is no doubt
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that stepwise hysteresis loops of the Mn12-ac type should
have applications in quantum information. In fact, qubit or
multiqubit manipulation already considered in uniaxial mag-
netic systems with an energy barrier are always limited to
a single potential well. In the rare cases where these ones
were carried out on both sides of the barrier, it is with the
tunneling effect and all its inconveniences (coincidence of
states etc.) [30,31]. Regarding integrations, the blending of
electro-nuclear spins for qubits and quantum circuits has been
achieved [32–37], and numerous error correction quantum
algorithms have been suggested [30,38–41]. In particular the
multibits spins manipulations [42] involve quantum states
connection through the creation/annihilation of the ladder
operators, as in our approach, but also in the absence of a bar-
rier which greatly reduces the possibilities of manipulation,
as mentioned just above. And in the presence of an energy
barrier, the entanglements are restricted to the pair of states
which are in coincidence.

We have previously shown [43] that the application of a
“shaped” field [44], which corresponds to the sum of all al-
ternating fields of frequencies equal to each inter-state energy
difference, enables transfer between states on either side of the
barrier, just like the tunneling effect. Indeed, like the tunnel
effect, this is a global resonance passing across the barrier,
enabling states on either side of the barrier to be connected,
but with one important difference: The levels do not have to be
resonant. Although the intermediary oscillation between each
pair of consecutive levels is a Rabi oscillation, the resulting
oscillation passing over the barrier is not at all equivalent to a
Rabi oscillation. We called it giant quantum oscillations above
the barrier (GQOAB).

Such over-the-barrier quantum oscillations are an exten-
sion of Rabi oscillation to magnetic systems with uniaxial
anisotropy and therefore with an energy barrier. This makes
possible to manipulate complex superpositions of spin states
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on each side of the barrier without having to apply a static
transverse field and without the levels having to be in coinci-
dence (i.e., without invoking the quantum tunneling effect).
Beyond the possible applications in terms of multiqubits,
the impact of this result touches on fundamentals of mag-
netism, which has always taught that only thermal activation
or quantum tunneling can allow a spin to cross an energy
barrier.

In this article, after a brief review of the model and method,
we study in detail the dependence of the GQOAB [43] with
the value of the applied ac-field and the anisotropy constant.
Then we extend our concept of giant oscillations to the case
where alternating fields are not applied simultaneously ac-
cording to a given shaped field, but sequentially: A π -pulse
corresponding to each level separation is applied successively
from one pair of states to the next one. Such a protocol
also leads to coherent GQOAB, but with a number of differ-
ences that are discussed in detail. For example, the sequential
method requires a very precise control of the duration of
each pulse to reverse the magnetization, which has impor-
tant implications for the population dynamics of the other
levels.

Finally, when the spin S tends to infinity, the GQOAB ob-
tained by the application of a shaped field have a singularity,
whereas those obtained by unbounded sequential π pulses
have a classical limit. This led us to investigate the possibility
of obtaining classical oscillations above the barrier. To do
this, we started from the classical equations of motion of a
spin [45] in the presence of an alternating field whose fre-
quency evolves over time, as the limiting case of the sequential
method when the level separation becomes infinitesimally
small. Doing so, we were able to observe classical spin os-
cillations above the barrier that are very similar to GQOAB
that we call “giant classical oscillations above the barrier
(GCOAB).”

To sum up, this paper consists of four parts. After an
introduction on giant quantum oscillations above the barrier
[43] (Sec. I), Sec. II relates to the models and methods, while
the dependencies of GQOAB are studied (i) on the different
parameters of the problem in Sec. III and (ii) on other ac-fields
excitations protocols in Sec. IV. In Sec. V we discuss the op-
erations for the transfer between states. In Sec. VI, we develop
the classical version of GQOAB, that we called GCOAB. The
conclusion and last discussions are given in Sec. VII.

II. MODEL AND METHOD

It is well known that the Hamiltonian of a spin S in the
presence of an anisotropy energy barrier DS2

z ,

H = −DS2
z − HzSz, Sz = S, S − 1, · · · ,−S, (1)

has 2S + 1 states of energies:

Em = −Dm2 − Hzm, m = S, S − 1, · · · − S. (2)

In our recent paper [43], we started with an extension of this
Hamiltonian in which we added a set of circularly polarized
fields with frequencies equal to the energy differences:

ωm→m−1 = Em−1 − Em = Hz + D(2m − 1), (3)

for the consecutive levels m and m − 1 of Eq. (1). In this case,
the Hamiltonian is written

H =−DS2
z − HzSz

− h

(−S+1∑
m=S

sin(ωm→m−1t )Sx +
−S+1∑
m=S

cos(ωm→m−1t )Sy

)
.

(4)

Note that if, with Hz = 0 and only the first ac-field (m = S) is
applied, oscillations occur between S and S − 1. Then, with a
transverse field and depending on the helicity of this ac-field,
the tunneling between the first excited states of one of the two
wells, will be enhanced. This was achieved experimentally
with the Fe8 single molecule magnet [46].

The corresponding Schrödinger equation in the rotating
frame, where

�(t ) = eiωSzt�(t ) (5)

is given by

ih̄
∂

∂t
|�(t )〉 =

(
−DS2

z − hac
f (t )

2i
(S+ − S−)

)
|�(t )〉. (6)

The sum of ac-fields in Eq. (4) can be written in terms of the
shaped function [43]:

f (t ) = sin(2DSt )

sin(Dt )
. (7)

Starting from this Hamiltonian, it was found that the z com-
ponent of spin Sz oscillates between the S and −S states,
passing over the barrier and leading to what we called “giant
quantum oscillations above the barrier (GQOAB)” [43]. A
specific property of this Hamiltonian is that the motion of Sz

does not depend on Hz.
Clearly, this motion is very different from the usual Rabi

oscillations (occurring when D = 0), the Hamiltonian of
which in the normal frame, with ω = Hz, is written

HRabi = −HzSz − hac(sin(ωt )Sx + cos(ωt )Sy). (8)

In this case, the magnetization rotates around the z axis with
the frequency ω = Hz and Mz changes sinusoidally around the
y axis with the period:

T = 2π

hac
. (9)

III. DEPENDENCIES OF GQOABS ON THEIR VARIOUS
PARAMETERS

A. Dependence on hac

Some aspects of the dependence of GQOAB on the ac-field
amplitude hac were reported in the SM of our previous paper
[43]. In particular, it was shown that the period of GQOAB is
proportional to 1/hac, if hac is not too small (hac > 0.005). To
illustrate this result, we show the GQOAB calculated for sev-
eral values of hac as a function of the timescale t in Fig. 1(a).
In Fig. 1(b), they are shown as a function of t × hac and
in this case, all the curves collapse in a single one proving
that the time dependence of GQOAB is a function of the
product t × hac, and therefore that the period of GQOAB is
proportional to 1/hac.
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FIG. 1. hac-dependence of Sz(t ). hac = 0.01 (green), 0.005 (black), 0.0025 (blue), and 0.0005(red). (a) Sz(t ) as a function of t . (b) Sz(t ) as
a function of the scaled time t × hac.

However, for larger hac, a stepwise structure, more percep-
tible (blue, black, and green curves in Fig. 1), superimposes
on the GQOAB sinusoidal curve (red curve in Fig. 1). Clearly,
such a steplike structure reflects the individual oscillations
taking place between successive levels. In addition, the spin
fidelity (classical length of magnetization),

s f = 〈Sx〉2 + 〈Sy〉2 + 〈Sz〉2, (10)

is not constant as shown by its oscillations in Fig. 2, which
emphasizes the quantum nature of GQOAB, in opposition to
Rabi oscillations where the length of the spin remains constant
(s f is constant).

−10

0

10

<Sz(t)>

t
2000

S=10, D=0.1, hac=0.0005, Hz=0

sf/S

S(S+1)/S

FIG. 2. Initial motion of 〈Sz(t )〉 (bold black curve) for S = 10,
Hz = 0.0, and hac = 0.0005. The classical spin length (spin-fidelity
sf/S) is given by the thin red curve and the normalized quantum spin-
size S(S + 1)/S is given by the blue line.

B. Dependence on the anisotropy constant D

In this section, we will try to see if it is possible to find a
continuous evolution of GQOAB (finite anisotropy D) towards
Rabi oscillations (D = 0). In fact, we found that near D = 0
the evolution of GQOAB is rather tricky. Let us start with the
case of a typical GQOAB where each applied ac-field has a
frequency equal to the energy difference between successive
spin levels. In this case the successive operations such as
ωm→m−1 and ωm−1→m−2 can act almost independently because
their energy difference ωm→m−1 − ωm−1→m−2 = 2D is large
enough. The steplike structure of Figs. 3(a) and 3(b) is no
longer visible in Fig. 3(c). Setting Dt = τ in the rotating
frame expression (6), the equation of motion becomes

ih̄
∂

∂τ
|�(t )〉 =

(
−S2

z − hac

D
f (τ/D)Sy

)
|�(t )〉,

f (τ/D) = sin(2Sτ )

sin τ
, (11)

where τ = Dt . Because f (τ/D) is independent of D, this form
indicates that the period of GQOAB oscillations is propor-
tional to the amplitude 1/(hac/D) in the time scale τ = Dt .
That is, in the original time scale t , the period does not depend
on D, i.e.,

Tperiod = 2π
1

D

1

(hac/D)
= 2π

hac
, (12)

showing that the GQOAB period is independent of D and that,
in spite of their basic differences, GQOAB and the two-levels
Rabi oscillations have the same period 2π/hac.

The resonance frequencies ωm→m−1 for different m being
quite different when D is large [see Eq. (12)], the duration
for the transitions between neighboring states (m → m − 1)
should not depend on D [see Eqs. (8) and (9)]. In this case,
the operations with the resonance frequencies work almost
independently, and the GQOAB are almost independent of D.
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FIG. 3. D-dependence of Sz(t )/S with Hz = 0.0 and hac = 0.005. (a) D = 0.1, (b) D = 0.2, (c) D = 0.5. The initial state is (Sx, Sy, Sz ) =
(0, 0, 1).

Regarding possible applications, this is an interesting point,
because any spin system can do the trick whatever the value
of the anisotropy constant D and therefore whatever the height
of the barrier DS2 (1) as long as the spin is not too large (see
below).

However, this is no more the case when D becomes very
small (D = 0.001, · · · , 0.05) and therefore this energy differ-
ence becomes smaller. In this case, the main periods remain
the same (Fig. 4) because (12) is independent of D, but the
shapes of 〈Sz(t )〉 change largely: As the anisotropy constant
D becomes smaller, the successive resonance frequencies
become closer to each other, and therefore interfere more,
increasingly disrupting the spin inversion mechanism that
causes GQOAB. This leads to the stepwise oscillations of
Fig. 4.

In the limit D = 0, Hz �= 0, the 2S terms of the sum over m
in Eq. (4) with ωm→m−1 (3) have the same value, and thus
the amplitude of their sum becomes 2S times larger. The
system comes back to the case of normal Rabi oscillations
with 2S times faster frequency, i.e., with period [2π/(2Shac)].
It should be noted that the period of GQOAB is 2π/hac (12)
regardless of D, but here, with D = 0, we find the period
2π/(2Shac), which is 2S times faster.

To conclude this part, when D → 0, the period of oscilla-
tions changes from the GQOAB one (2π/hac) to the multi-
Rabi one [2S times faster Rabi oscillations = 2π/(2Shac)],

and the dynamics becomes more complex in between as
shown in Fig. 5.

For the cases with small D, e.g., D = 0.02 ∼ 0.0001 in
Fig. 5, irregular motions are observed. As shown in Eq. (11), if
we scale the time by D. It should be noted that D-dependence
appears only in the coefficient of Sy, where f (τ/D) does not
depend on D, but depends on S and τ . Then, for small D, the
coefficient hac f (τ/D)/D becomes large, and the spin moves
in a large complicated time dependent field, and the motion
is not intuitively understood. As indicated in the next section,
the long-term dynamics is an interesting problem, but its more
detailed analysis is saved for a future study.

C. Long-time behavior of GQOAB

Contrary to the exact sequence of exchange operation
which will be studied in the next section, the GQOAB
obtained from the application of all the required ac-fields
(shaped function) does not lead to a perfect spin reversal due
to an effect of the applied ac-fields on neighboring transitions.
Although this effect is very small, it leads to a beating of
GQOAB as depicted Fig. 6 [note that the GQOAB reversal
shown in previous figures up to t = 2000 (e.g., Fig. 5) cor-
responds to the first oscillation in Fig. 6]. During the long
beating period, the classical spin length (spin-fidelity) (10)
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1000 2000

−1

0

1

t

<Sz(t)>/S D=0.02<Sz(t)>/S

1000 2000

−1

0
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<Sz(t)>/S D=0.01<Sz(t)>/S

FIG. 4. D-dependence of the time dependence of Sz(t )/S with Hz = 0.0 and hac = 0.005. (a) D = 0.05, (b) D = 0.02, (c) D = 0.01. The
initial state is (Sx, Sy, Sz ) = (0, 0, 1).
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FIG. 5. D-dependence of the of Sz(t )/S oscillations for the example Hz = 0 and hac = 0.005, showing the continuous passage from an
intermediate noisy regime to the Rabi regime. (a) D = 0.001, (b) D = 0.0001, (c) D = 0 (same as Rabi-oscillation with hac = 0.005 × 20).
The initial state is (Sx, Sy, Sz ) = (0, 0, 1).

also shows a beating while the value of 〈S2〉,
S(S + 1) = 〈Sx(t )2〉 + 〈

S2
y (t )

〉 + 〈
S2

z (t )
〉
, (13)

is always conserved. In a rotation of the spin vector like the
usual classical Rabi-oscillation, both of them are conserved:

sf = S2, 〈S2〉 = S(S + 1). (14)

It should be noted that if and only if all the levels separa-
tions are the same (which is never the case in the presence
of an anisotropy), there is no beating [Fig. 5(c)], and this
is because, in this case, the oscillations are simple Rabi
oscillations.

IV. PROTOCOL FOR SUCCESSIVE TRANSFER
OPERATIONS

In this section, we take a step further in explaining the way
the GQOAB are induced: Instead of applying all the frequen-
cies at the same time (shaped field), we shall use a sequential
application of π -pulses with the frequencies ωm→m−1 equal to
the successive energy levels m = S, S − 1, · · · − S + 1.

A. Resonant transitions between two states in a uniaxial spin
system (S > 1/2) with a resonance field (Resonance operation)

The effect of a single ac-field inducing the transition be-
tween states m and m − 1 is described, for Hz �= 0, by the
following Hamiltonian:

Hac = −DS2
z − HzSz + Hac−field,

Hac−field = −hac(sin(ωm→m−1t )Sx + cos(ωm→m−1t )Sy),
(15)

which gives a good approximation for the pure two-level
Rabi oscillation with an anisotropy term, as will be discussed
in Sec. V A. It is clear that GQOAB can be considered as
the superposition of such 2S Rabi oscillations with different
frequencies.

B. Transfer operation

From the previous section, it is clear that the operation
e−iHact/h̄ with Hac given by Eq. (15),

U (m, m − 1, t ) = e−iHact/h̄, (16)

20000 40000

−1 (a) (b)

0

1

t

<Sz(t)>/S D=0.1,  hac=0.005<Sz(t)>/S

20000 40000

−1

0

1

t

<Sz(t)>/S D=0.01,  hac=0.005<Sz(t)>/S

FIG. 6. Long-time behavior (up to t = 50 000) of Sz(t )/S (bold blue curve) under the application of the ac-field ωS, · · · ω−S+1 with h =
0.005. (a) D = 0.1 and (b) D = 0.01. The spin-fidelity sf is also plotted (thin red curve). The initial state is (Sx, Sy, Sz ) = (0, 0, 1).
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FIG. 7. S dependence of Sz(t ) oscillations between S and S − 1.
S = 10 (black), S = 5 (blue), and S = 5/2 (green).

causes oscillations between the states of m and m − 1. Setting
the time to be a half-period,

t = T/2 = π/hac, T = 2π/hac, (17)

the operation

X (m, m − 1) = U (m, m − 1, π/hac) = e−iHac (π/hac )/h̄ (18)

induces the transition between the states m and m − 1.

C. Sequential operations and the GQOAB

When we successively apply the transfer operation (18),
sequential transfer from |S〉 to |S′〉 takes place:

|S′〉 = X (S′ − 1, S′) · · · X (S − 1, S − 2)X (S, S − 1)|S〉.
(19)

This is a kind of sequence of gate operation in quantum
computing. Even if it is not 100% precise, the operation
X (m, m − 1) nevertheless gives a sufficiently precise transi-
tion between the specified pairs of levels.

The full reversal of magnetization, from S to −S, is given
by the operations

| − S〉 = X (−S + 1,−S) · · · X (0,−1)X (1, 0) · · ·
× X (S − 1, S − 2)X (S, S − 1)|S〉, (20)

which leads to spin oscillations which are, at first sight, iden-
tical to GQOAB. First, we study the dependence of the period
of the oscillation between S and S − 1. The ac-field hac being
multiplied by

√
2S [see Eq. (30) below], the period of oscilla-

tion must be proportional to 1/
√

2S as confirmed numerically
(Fig. 7). Using the π -pulse operations (18), we can change
the magnetization from S to S − 1, and the full operation (20)
allows us to achieve the reversal from S to −S. Some results
of these simulations are shown Fig. 8, where the oscillations
are given for different values of the spin S. We might call these
oscillations sequential quantum oscillations above the barrier
(SQOAB).

0 5000 10000 15000

−10

0

10

<Sz(t)>

t

sequenceX

S=10
S=5

S=3

S=1
S=1/2

GQOAB S=10

D=0.1, Hz=0, hac=0.0005

FIG. 8. Sz(t ) obtained with the sequential operation (20) for
S = 10, 5, 3, and 1/2 with hac = 0.0005. The short-dotted curve
represents a GQOAB, with same parameters and S = 10.

Each step is given by a π pulse, the frequency of which is
equal to the energy levels separation. The period of π pulse
does not depend on the frequency and is proportional to the
ac-field amplitude, as given by Eq. (9). Note that the ac-field
amplitude for the step between Sz = m and m − 1 is given by
hac

√
S(S + 1) − m(m − 1). Therefore, the period of each step

is given by 2π/hac
√

S(S + 1) − m(m − 1), and the associated
time treverse for the reversal (half of the period) of spin S
becomes

tSQOAB
reverse =

−S+1∑
m=S

π

hac
√

S(S + 1) − m(m − 1)
, (21)

which increases with S slowly. Thus, periods of steps are
different, and their sum (21) is not π/hac, in contrast to the
period of GQOAB is given nearly by

tGQOAB
reverse 	 π

hac
. (22)

D. Comparison between GQOAB and SQOAB

As shown in our previous report [43], GQOAB are induced
by the application of a shaped field (sum of all the interstates
ac-fields between S and −S), according to the Hamiltonian
(4). In GQOAB, the reversal time treverse (22) of magnetization
is almost independent of S.

Figure 8 shows clearly that GQOAB are faster than
SQOAB and the reason for that is the following: In the se-
quence operation the ac-field of the next frequency is applied
after the previous one finished, while in GQOAB all the fre-
quencies are applied simultaneously.

For the wave function,

�(t ) = cS (t )|S〉 + cS−1(t )|S − 1〉 + · · ·
+ c1−S (t )|1 − S〉 + c−S (t )| − S〉, (23)

the population of each state is given by

p(Sz ) = |cSz (t )|2. (24)
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FIG. 9. (a) Time dependence of the population p(Sz ), Sz = S, S − 1, · · · , 1 − S, −S (S = 10) for GQOAB. (b) SQOAB process of X s.
D = 0.1, Hz = 0.1 with the amplitude hac = 0.005.

The time dependencies of populations p(Sz ) of GQOAB and
SQOAB are plotted Fig. 9. The most obvious difference be-
tween the two is the important overlaps of GQOAB, showing
the coexistence of several states at a given instant (leak-
ing). Such overlaps do not appear with SQOAB where the
transitions occur one by one. Another difference is the pre-
dominance of the time occupancies of the large |Mz|(	 S)
state components in GQOAB while all states occupations are
the same with SQOAB.

Although both operations give spin reversals above the
barrier, the SQOAB procedure (20), in which the sequential
application of the 2S ac-fields is required to be precisely coor-
dinated, causes technical difficulties in numerical calculations
and experimental applications. Therefore, even if SQOAB
is feasible, the application of the shaped field of GQOAB
should be more practical for experimental realizations of spin
reversal.

V. OPERATIONS FOR THE TRANSFER BETWEEN
THE STATES m AND m − 1 EXPRESSED
BY THE SPIN OPERATORS OF S > 1/2

Each operation for transfer between |m〉 and |m − 1〉 in
GQOAB given by Eq. (15), is very close but not identical to
the operation inducing pure Rabi oscillations between these
two states. Indeed, Eq. (15) inevitably involves transfers to
the off-resonant m − 2 and m + 1 states. In this section, the
properties of operations for the transfer between the states
m and m − 1 expressed by the spin operators of S > 1/2
are studied, and the exact formula inducing the pure Rabi
oscillations is examined.

A. Leaks to neighboring states

Neglecting minor off-resonant transitions involving m − 2
and m + 1, we consider here only oscillations between m and

m − 1. The corresponding matrix elements are given by the
ladder operations:

S+|m〉 =
√

S(S + 1) − m(m + 1)|m + 1〉,
S−|m〉 =

√
S(S + 1) − m(m − 1)|m − 1〉. (25)

To put it simply, let us consider the case m = S:

S+|S − 1〉 =
√

2S|S〉, S−|S〉 =
√

2S|S − 1〉. (26)

Regarding the specified two states, we replace |S〉 and |S − 1〉
by |+〉 and |−〉, respectively, and we also introduce the modi-
fied ladder operators σ+ and σ−:

S+ =
√

2S|S〉〈S − 1| →
√

2S|+〉〈−| =
√

2Sσ+,

S− =
√

2S|S − 1〉〈S| →
√

2S|−〉〈+| =
√

2Sσ−, (27)

and

Sz 	 S + σ z − 1

2
, (28)

because when σ = 1, Sz = S, and when σ = −1, Sz = S − 1.
The spin operators are (2S + 1) × (2S + 1) matrices which
act on all the 2S + 1 states, while the operations given
by σ are 2 × 2 matrices which act on the two states |+〉
and |−〉.

Noting that

sin(ωt )Sx + cos(ωt )Sy = eiωt − e−iωt

2i

S+ + S−

2

+ eiωt + e−iωt

2

S+ − S−

2i

= eiωt S+ − e−iωt S−

2i
, (29)
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the Hamiltonian (1) is rewritten in terms of the operators (σ )
as

Htwo−level = −Hz

(
S + σ z − 1

2

)
− D

(
S + σ z − 1

2

)2

−
√

2Shac

(
eiωS→S−1tσ+ − e−iωS→S−1tσ−

2i

)

= −1

2
Hzσ

z − D

(
S − 1

2

)
σ z + E0

−
√

2Shac

(
eiωS→S−1tσ+ − e−iωS→S−1tσ−

2i

)
. (30)

This two-level Hamiltonian has the same form as the Rabi
Hamiltonian (8), where

Hz → Hz + D(2S − 1), hac →
√

2Shac. (31)

In the case of S = 1/2, the transformation from the model of
spin operators to the two level model given by Eq. (30) is exact
(it is precisely the Rabi Hamiltonian as there is no anisotropy
for S = 1/2). However, for S > 1/2, this transformation is not
exact, and the expression of the two-level model by the spin
operator will be discussed below. Nevertheless, this transfor-
mation constitutes a very good approximation (note that this
resonance oscillation is used in the magnetic resonance (ESR),
e.g., to determine energy levels separations).

To illustrate the fact that the operation S± causes weak
population leaking outside the specified states (m and m − 1),
let us take the example of the simplest case S = 1, where the
spin operators are given by 3 × 3 matrices associated with the
wave vector (c(1), c(0), c(−1)):

|�〉 = c(1)|1〉 + c(0)|0〉 + c(−1)| − 1〉. (32)

In our example of S = 1 and m = 1,√
S(S + 1) − m(m − 1) = √

2, and S± are given by the
following matrices:

S− =
√

2

⎛
⎝0 0 0

1 0 0
0 1 0

⎞
⎠, S+ =

√
2

⎛
⎝0 1 0

0 0 1
0 0 0

⎞
⎠,

|�〉 =
⎛
⎝ c(1)

c(0)
c(−1)

⎞
⎠. (33)

The Hamiltonian (15) expressed in the rotating frame is
written

H = −HzSz − DS2
z − hacSx − DSz + E ′, (34)

where E ′ is a constant which does not affect the dynamics.
That is why we will ignore it hereafter. This Hamiltonian for
Hz + D = 0 is expressed by the following matrix:

H =

⎛
⎜⎝ 0 hac

√
2 0

hac

√
2 0 hac

√
2

0 hac

√
2 −2D

⎞
⎟⎠, (35)

which operates all the states |1〉, 0〉 and | − 1〉. Here, ω1→0 =
Hz + D = 0 while ω0→−1 = Hz − D = −2D. When we apply
only the frequency associated with the oscillations between 1
and 0, the transition between |0〉 and |1〉 is at resonance while
the transition between |0〉 and | − 1〉 is off-resonance and

0

0.5

1

Sz=1 <−> Sz=0
<Sz(t)>

t
500

p(1) p(0)

p(−1)x1000

π/hac

FIG. 10. The population dynamics, p(1), p(0) and p(−1) × 1000.

causes a fast oscillation (∼e2iDt ) for the state | − 1〉. Because
there is the matrix element hac

√
2 between |0〉 and | − 1〉, the

small population leaks to | − 1〉 as we see in Fig. 10.
For the case of S = 1/2, Sx sin(ωt ) + Sy cos(ωt ) causes

the oscillations between 1/2 and −1/2 with the resonance
frequency ω = 	E/h̄. For the cases of S > 1/2, if D = 0 and
ω = 	E/h̄, then Sx sin(ωt ) + Sy cos(ωt ) causes the oscilla-
tions between S and −S where all the energy differences are
the same 	E = Hz. However, when D �= 0, all the energy
separations are different. If we choose ω = ES−1 − ES , then
Sx sin(ωt ) + Sy cos(ωt ) causes the oscillations between S and
S − 1, but the small population leaks to S − 2.

In the case S = 1, if we choose ω1→0 = E0 − E1, then
Sx sin(ωt ) + Sy cos(ωt ) mainly causes the oscillations be-
tween 1 and 0 but the small population leaks to S = −1.
However, if we choose ω0→−1 = E−1 − E0, which is equal to
−ω1→0, then Sx sin(ωt ) + Sy cos(ωt ) causes the oscillations
between 0 and −1.

To demonstrate the above-mentioned population dynamics,
we, now, study the time evolution of the wave function �(t )
starting from |1〉 at t = 0:

�(t ) = c1(t )|1〉 + c0(t )|0〉 + c−1(t )| − 1〉, �(0) = |1〉.
(36)

The temporal evolution of the populations of three states,

p(1) = |c1(t )|2, p(0) = |c0(t )|2, p(−1) = |c−1(t )|2,
(37)

is depicted in Fig. 10. The population p(−1) shows a nonzero
population (in a proportion of about 10−3) on the | − 1〉 state.

In general, when the resonance frequencies ωm→m−1 are
different for every m, the operation X (m, m − 1) does not
seriously affect the states other than m and m − 1, although
it gives an off-resonance effect with fast oscillations. Thus,
operations {X (m, m − 1)} give almost independent transitions
for the specified m.

104301-8



SEQUENTIAL RESONANCE FOR GIANT QUANTUM … PHYSICAL REVIEW B 109, 104301 (2024)

B. Example of an exact formula for transfer operation
between two specified states

In this paragraph, we provide an expression to achieve
an exact transfer operation between two successive

levels in systems with S > 1/2. Replacing σ+ (σ−)
in the no-leaking Hamiltonian (30) by the operations
|m〉〈m − 1| (|m − 1〉〈m|), we get the exact transfer
operation:

H = −HzSz − DS2
z − hac

(
eiωS→S−1

√
S(S+1)−m(m−1)|m〉〈m−1|t − e−iωS→S−1

√
S(S+1)−m(m−1)|m−1〉〈m1|t

2i

)
, (38)

which is limited to the states m and m − 1 (18), while the leaking out of these states persists.
Here, we consider again the example of the case S = 1, to make it simple. To eliminate leaks completely, i.e., to make

p(−1) = 0, we need a more sophisticated operation. Coming back to the rotating frame, Eq. (38) is written

H =
⎛
⎝ 0

√
2hac 0√

2hac 0 0
0 0 1

⎞
⎠. (39)

This operation which is confined to the states |1〉 and |0〉, can be expressed in terms of spin operator as follows:

S+S−S− = 2
√

2

⎛
⎝0 1 0

0 0 1
0 0 0

⎞
⎠

⎛
⎝0 0 0

1 0 0
0 1 0

⎞
⎠

⎛
⎝0 0 0

1 0 0
0 1 0

⎞
⎠ = 2

√
2

⎛
⎝0 0 0

1 0 0
0 0 0

⎞
⎠, (40)

|1〉〈0| + |0〉〈1| =
⎛
⎝0 1 0

1 0 0
0 0 1

⎞
⎠ = 1

2
√

2
(S+S−S− + S+S+S−) + 1

2

(
S2

z − Sz
)
. (41)

If we substitute the relations

S+ = Sx + iSy, S− = Sx − iSy, (42)

then we get

|1〉〈0| + |0〉〈1| = H1↔0 = (Sx + iSy)(Sx − iSy)(Sx − iSy) + (Sx + iSy)(Sx + iSy)(Sx − iSy)

2
√

2
+ 1

2

(
S2

z − Sz
)
. (43)

Contrary to the operation (18) which can be achieved by appli-
cation of ac-magnetic fields, the operation |m〉〈m − 1| + |m −
1〉〈m| cannot be achieved by applying such a simple set of
alternative fields, but requires to use the complex multilinear
operations H1↔0.

To carry out the exact transfer operation (43), we need
to include the multiple nonlinear operation hacH1↔0 which
consists of complicated nonlinear operations. Here, we stud-
ied the case of S = 1. But for a larger S the matrix size
becomes (2S + 1) × (2S + 1) and the expression of |m〉〈m −
1| + |m − 1〉〈m| is much more complicated. To achieve such
nonlinear operations experimentally, one could try complex
high order interactions such as quadrupolar interactions for
the second order terms and more complicated multipolar in-
teractions for higher products. This suggests that the exact
transfer method developed above would be very difficult to
achieve experimentally, if not impossible.

With leaking as small as 10−3, the methods based on
shaped fields or X sequences, which are much simpler, are
easier to implement GQAOB and look at their applications.

VI. DYNAMICS OVER ENERGY BARRIER
IN THE CLASSICAL LIMIT

As shown above, it is not possible to find a classical limit
of GQOAB when they are induced by a shaped field, because

the shaped function (7),

f (t ) = sin(2DSt )

sin(Dt )
,

has no limit when S → ∞. In contrast, the X -method se-
quence resonance procedure has a limit when S → ∞. This
leads us to study the classical counterpart of GQOAB by tak-
ing an ac-field whose frequency evolves in time as predicted
in the sequential case, when the spacing between levels tends
towards zero, i.e., when S → ∞.

In the classical model, the dynamics of a magnetic moment
M is given by the Landau-Lifshitz-Gilbert (LLG) equa-
tion [45]:

d

dt
M = −γ M × Heff − αM × (M × Heff ). (44)

Equation (44) contains a dissipation term which brings any
(excited) state to its ground state (at least, to its local mini-
mum). In our study of giant oscillations, these ones are derived
solely from the application of very weak nondissipative al-
ternating fields. We do not need to have a dissipation term
(α = 0) because when the spin state climbs up to the top of the
barrier under the effect of such ac-fields with the appropriate
helicity, it reaches to its ground state on the other side of the
barrier under the effect of applied ac-fields with the opposite
helicity as demonstrated in the quantum case [43]. The spin
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states remain coherent, and this is why giant oscillations are
observed. Note that such a spin reversal above the barrier is
different from the interesting study of a classical reversal of
the magnetization above the barrier, induced by a dissipative
nonzero α, published about ten years ago [47].

Here, we study the dynamics of the classical
magnetization:

m = M
MS

, m2
x + m2

y + m2
z = 1. (45)

From Eq. (44) with α = 0, the dynamics of a locally stable
magnetic moment m (mx, my, mz ), submitted to an effective
magnetic field (hx, hy, hz ) is given by

d

dt
mx = hymz − hzmy,

d

dt
my = hzmx − hxmz,

d

dt
mz = hxmy − hymx. (46)

As in the case of GQOAB, our magnetic moment is in
a double energy well associated with a uniaxial anisotropy
constant, K1 here. In the presence of a longitudinal field H =
(0, 0, Hz) its energy is written

E = −K1m2
z − Hzmz, |m| = 1. (47)

The effective field vector intervening in Eq. (46) is written

h =

⎛
⎜⎜⎝

0

0

Hz + 2K1mz

⎞
⎟⎟⎠. (48)

To induce the oscillations from one well to the other one,
we add a driving circular field which is, as shortly men-
tioned above, the limit of the ac-field applied in the sequential
method when S → ∞:

Hcircular = hac
(
sin(ω(t )t )mx + cos(ω(t )t )my

)
. (49)

The time dependence of ω(t ) will be clarified below. It should
be recalled that this circular field is on the xy plane either
clockwise or anticlockwise depending on the well. The effec-
tive field in the equation of motion is written

Heff =

⎛
⎜⎜⎝

hac sin(ω(t )t )

hac cos(ω(t )t )

Hz + 2K1mz

⎞
⎟⎟⎠. (50)

A. Laboratory frame

Let us study this motion in the laboratory frame. The equa-
tion of motion in the laboratory frame is given by

d

dt

⎛
⎜⎝

mx

my

mz

⎞
⎟⎠ =

⎛
⎜⎝

hac sin(ω(t )t )

hac cos(ω(t )t )

Hz + 2K1mz

⎞
⎟⎠ ×

⎛
⎜⎝

mx

my

mz

⎞
⎟⎠. (51)

More explicitly, it is

d

dt
mx = hac cos(ω(t )t )mz − (Hz + 2K1mz )my,

d

dt
my = (Hz + 2K1mz )mx − hac sin(ω(t )t )mz,

d

dt
mz = hac sin(ω(t )t )my − hac cos(ω(t )t )mx. (52)

B. Transformation from the laboratory frame
to the rotating frame

We shall now study the transformation of the equation of
motion from the laboratory frame (46) to the rotating frame
(see Appendix). For that, we introduce the following new
variables which represent the motion in the rotating frame:

m̃x = cos(ω(t )t )mx − sin(ω(t )t )my,

m̃y = sin(ω(t )t )mx + cos(ω(t )t )my,

m̃z = mz. (53)

The inverse expressions are

mx = cos(ω(t )t )m̃x + sin(ω(t )t )m̃y,

my = − sin(ω(t )t )m̃x + cos(ω(t )t )m̃y,

mz = m̃z, (54)

and from Eq. (46), we get

sin(ω(t )t )
d

dt
mx + cos(ω(t )t )

d

dt
my

= sin(ω(t )t )hac cos(ω(t )t )mz − sin(ω(t )t )hzmy

+ cos(ω(t )t )hzmx − cos(ω(t )t )hac sin(ω(t )t )mz

= hz(cos(ω(t )t )mx − sin(ω(t )t )my)

= hzm̃x cos(ω(t )t )
d

dt
mx − sin(ω(t )t )

d

dt
my

= cos(ω(t )t )hac cos(ω(t )t )mz − cos(ω(t )t )hzmy

− sin(ω(t )t )hzmx + sin(ω(t )t )hac sin(ω(t )t )mz (55)

= hacmz − hz(cos(ω(t )t )my + sin(ω(t )t )mx ) = hacm̃z − hzm̃y

(56)

d

dt
mz = hac sin(ω(t )t )(− sin(ω(t )t )m̃x + cos(ω(t )t )m̃y)

− hac cos(ω(t )t )(cos(ω(t )t )m̃x + sin(ω(t )t )m̃y)

= −hacm̃x. (57)

The time derivatives of m̃x and m̃y are

d

at
m̃x = d

at
(cos(ω(t )t )mx − sin(ω(t )t )my)

= d cos(ω(t )t )

dt
mx − d sin(ω(t )t )

at
my

+ cos(ω(t )t )
d

dt
mx − sin(ω(t )t )

d

dt
my
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= d

dt
(ω(t )t )(− sin(ω(t )t )mx − cos(ω(t )t )my)

+ cos(ω(t )t )
d

dt
mx − sin(ω(t )t )

d

dt
my

= − d

dt
(ω(t )t )m̃y + cos(ω(t )t )

d

dt
mx− sin(ω(t )t )

d

dt
my

= − d

dt
(ω(t )t )m̃y + hacmz − hzm̃y

= −
(

d

dt
(ω(t )t ) + hz

)
+ hacmz (58)

d

dt
m̃y = d

at
(sin(ω(t )t )mx + cos(ω(t )t )my)

= d sin(ω(t )t )

dt
mx + d cos(ω(t )t )

at
my

+ sin(ω(t )t )
d

dt
mx + cos(ω(t )t )

d

dt
my

= d

dt
(ω(t )t )(cos(ω(t )t )mx − sin(ω(t )t )my)

+ sin(ω(t )t )
d

dt
mx + cos(ω(t )t )

d

dt
my

= d

dt
(ω(t )t )m̃x + hzm̃x =

(
d

dt
(ω(t )t ) + hz

)
m̃x.

(59)

We then set the following condition, which is the limit of
the X sequence Eq. (20) when the spin S → ∞:

d

dt
(ω(t )t ) + hz = 0, hz = Hz + 2K1mz. (60)

Using this condition, the equations of motion (57), (58), and
(59) become

d

at
m̃x = hacm̃z,

d

dt
m̃y = 0,

d

at
m̃z = −hacm̃x. (61)

The condition for instantaneous resonance is obtained from
Eq. (60):

d

dt
(ω(t )t ) = ω(t ) + dω(t )

dt
t = −(Hz + 2K1mz ). (62)

To satisfy Eq. (62), ω(t ) is given by

ω(t )t = −
∫ t

0
(Hz + 2K1mz(t ′))dt ′ → ω(t )

= −1

t

∫ t

0
(Hz + 2K1mz(t ′))dt ′. (63)

Thus, the condition is given by

ω(t ) = −Hz − 2K1m̄z(t ),

m̄z(t ) = 1

t

∫ t

0
mz(t ′)dt ′, (t > 0), (64)

and ω(0) = −(Hz + 2K1mz(0)).

0 200 400

−1

0

1

t

mz(t)

Continuous resonance 
K1=0.1, Hz=0.5, hac=0.1 with Hz+2K1mz(t)

mx(t)

FIG. 11. mz(t ) (bold green curve) and mx (t ) (thin blue oscil-
lations) for K1 = 0.1, Hz = 0.5, hac = 0.01 with the continuous
resonance ω(t ) = 2K1mz(t ) + Hz. The thin black curve is mz(t ) for
K1 = 0 (usual Rabi oscillations).

C. Numerical confirmation of the continuous resonance

Equation (64) constitutes the most logical choice for ω(t ).
However, before starting with this expression, which is not
easy to be achieved experimentally, we performed calcula-
tions with simpler choices of ω(t ).

1. With the approximate resonance condition

First, we performed numerical simulation with the approx-
imate resonance condition:

ω(t ) = −(Hz + 2K1mz(t )). (65)

In Fig. 11, we show an example of Sz(t )/S calculated under
this choice (65). There, we find mz(t ) follows the Rabi oscil-
lation (K1 = 0) in the initial short term, but it quickly deviates
from this trajectory. The x and y components rotate around
the z axis rapidly with the frequency ω(t ). The spin does not
reverse, and we see that we cannot achieve giant oscillations
with this choice.

2. With the correct resonance condition (64)

Next, we performed numerical simulation with the correct
resonance condition (62):

ω(t ) = −
(

Hz + 2K1

t

∫ t

0
mz(t ′)dt ′

)
, (t > 0).

In this case, the angular momentum m(t ) depends on the
complex history of the magnetic moment, which should be
difficult to achieve experimentally. This is clearly not the
case for simulations which can be performed after simple
integration.

In Fig. 12, we show an example of giant classical
oscillations above the barrier (GCOAB) where the magneti-
zation perfectly reverses. Interestingly such GCOAB with the
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0 500 1000

−1

0

1

t

mz(t)

Continuous classical resonance 

K1=0.1, Hz=0.5, hac=0.01 with Hz+2K1mz(t)

K1=0.1, Hz=0.5, hac=0.01 with only Hz

K1=0.1, Hz=0.5, hac=0.01 with correct resonance for GCOAB

K1=0.1, Hz=0.5, hac=0.01 with Hz+2K1

K1=0.0, Hz=0.5, hac=0.01 with Hz (Rabi)
circles: K1=0.1, Hz=0, hac=0.01 with correct resonance for GCOAB

FIG. 12. mz(t ) in the laboratory frame (bold red curve) for
K=0.1, Hz = 0.5, hac = 0.01, giving the GCOAB with the correct
continuous resonance (62). The thin black curve is mz(t ) for K1 = 0
(usual Rabi oscillations) is not really visible because it perfectly su-
perimposes the red one. The circles shows result with Hz = 0, which
coincides perfectly with those obtained with nonzero Hz. The orange
curve shows mx (t ) for the nonoptimal choice ω(t ) = −(Hz + 2K1),
and the blue curve ω(t ) = −Hz. The quantities, m̄z(t ) in Eq. (64)
and ω(t ), are also plotted by short-dotted and long-dotted curves,
respectively.

example K1 = 0.1 perfectly coincide with the Rabi oscilla-
tions calculated with K1 = 0 and the same value of Hz. This
shows that the application of the sweeping ac-field corre-
sponding to the correct resonance condition indeed causes the
giant classical oscillations over the energy barrier. It is also
interesting to note that the calculation with Hz = 0 coincides
perfectly with those obtained with nonzero Hz (Fig. 12). This
result, checked for other values of Hz, shows that, as the
GQOAB, GCOAB are field-independent, as long as this field
is not time-dependent.

To compare, we have also calculated the cases relative to
other choices (i) for ω(t ) = Hz + 2D (orange curve) and (ii)
for ω(t ) = Hz (blue curve). In both cases of the magnetization
does not reverse but stays around mz(t ) 	 1.

In Fig. 12, we also plot the time-averaged magnetic
moment m̄z(t ) (short-dotted curve) and ω(t ) for GCOAB
(long-dotted curve) given in Eq. (64):

m̄z(t ) = 1

t

∫ t

0
mz(t ′)dt ′, (t > 0),

which changes smoothly. In spite of the relative complexity
of Eq. (64), such a smooth variation suggests relatively easy
experimental realization with the application of an adapted
shaped field.

D. Explicit formula for m̄z

Using the motion of the magnetic moments given by
Eq. (61), m̃z(t ) is simply sinusoidal. The z-component in the
laboratory and the rotation frames are the same and are given
by

mz(t ) = m̃z = cos (hact ), m̃x = sin (hact ). (66)

Using this, the time-averaged magnetic moment m̄z in Eq. (64)
is explicitly given as

1

t

∫ t

0
mz(t ′)dt ′ = 1

thac
sin (hact ), (67)

and ω(t ) (62) is given by

ω(t ) = −
(

Hz + 2K1

thac
sin (hact )

)
, (t > 0). (68)

In this case, the applied frequency ω(t ) (62) approaches to
−Hz over time as 1/t . Note that (62) shows that Hz sim-
ply gives a constant shift to the time-dependent frequency,
explaining why GCOAB are independent of Hz (Fig. 12).
Besides, using Eqs. (63) and (67) we get

ω(t )t = −Hzt − 2K1

hac
sin (hact ). (69)

With this ω(t )t , the driving ac-field in the laboratory frame
(51), limited to the two in-plane components, is written

hac(mx sin(ω(t )t ) + my cos(ω(t )t ))

= hac

(
mx sin

(
−Hzt − 2K1

hac
sin (hact )

)

+ my cos

(
−Hzt − 2K1

hac
sin (hact )

))
, (70)

which is a periodic function with the period 2π/hac, and it
should be regarded as a time-dependent phase shift:

φ(t ) = −2K1

hac
sin (hact ). (71)

In the case of no anisotropy (K1 = 0) the driving ac-field
is just for the usual Rabi oscillations, i.e., ω = −Hz. This
time-dependent phase shift gives the correction to the case
without the anisotropy. Such an applied ac-field is regarded
as the shaped field for GCOAB.

Despite its apparent complexity, the numerical plot of
Eq. (70) shows a fairly simple evolution that should easily
be represented by a fit to a simple function, used as a shaped
field.

VII. SUMMARY AND DISCUSSION

In this paper, we studied in detail the dependencies of
GQOAB [43] on the anisotropy constant D and the applied
ac-fields hac. When D becomes small, the resonance frequen-
cies associated with the different continuous pairs of states
become close to each other. In the limit of D = 0, the usual
Rabi oscillations occur, but with a 2S times shorter period.
In between, when D is not zero but very small, the dynamics
becomes complex. For relatively large values of hac, GQOAB
show a bumpy shape as we reported in the previous work [43],
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while for small values of hac, the period becomes close to a
simple sinusoid. However, it is essentially different from the
usual Rabi oscillations, because oscillations above the barrier
are impossible with simple Rabi oscillations. Note that, as a
consequence, sf (length of the magnetization vector) changes
in time (quantum regime), while it is constant sf = S2 in the
usual Rabi oscillations and also in the case of GCOAB (classi-
cal regime). This observation specifies the quantum character
of GQOAB and the classical one of Rabi oscillations.

We studied the transfer operation between neighboring
levels. The simplest one consists in applying a π -pulse at res-
onance, the same as usually used in ESR type measurements.
We pointed out that this operation is not exact for the transfer
between two specified levels and induces weak nonresonant
transfers (∼10−3) to other states which are presumably the
cause of the GQOAB beatings observed at long times.

As an alternative protocol for reversing the magnetization
above the barrier, we have also proposed the idea of applying
π pulses corresponding to all consecutive state separations.
However, this idea is difficult to apply both numerically and
experimentally, as it requires very precise pulse durations.

Furthermore, with the aim of eliminating almost all the
leakings to neighboring states, we derived an exact trans-
fer operation between specified levels, requiring nonlinear
products of spin operators which cannot be realized by ma-
nipulation of external magnetic field. Unfortunately, such a
nonlinear process is too complicated to be implemented ex-
perimentally. We conclude that the shaped field procedure is
the most efficient one to get good GQOAB. In the second
part of this paper, we studied the possibilities of obtaining
giant classical oscillations above the barrier. We pointed out
that this is not possible if one starts from shaped fields when
S → ∞. However, this is quite possible by applying an ac
magnetic field whose frequency is time-dependent and given
by Eq. (64).

The dynamics of the QQOAB studied in this article and
in our previous paper [43] must inevitably be perturbed by
dissipation and decoherence effects [48,49]. As far as dissi-
pation and decoherence effects are concerned, they can be
related to studies of the decay of Rabi oscillations. Indeed,
these oscillations have recently been observed down to time
scales of the order of ms [28,50,51]. Although there are
several types of decay mechanism, these coherence times of
Rabi oscillations indicate that spin reversal by the GQOAB
mechanism, which only requires coherence over a half-period
of the Rabi oscillation, should also be at least of the order of
a millisecond.

Furthermore, in single-spin systems, such as molecular
magnets or highly diluted rare-earth alloys, the sizes of the
spins or of the total angular momentum, are not so large, and

so is the number of frequencies to be applied. In these cases,
the use of the shaped field f (t ) (7) is perfectly feasible. We are
working on an experimental realization in a molecular magnet
[52].

As far as classical giant oscillations (GCOAB) are con-
cerned, they could be tested on single-domain nanoparticles,
which form an important part of mesoscopic systems [9–22].
Indeed, the size of the spin per particle can be modulated
by the size of the nanoparticle, offering the possibility of
obtaining separations between levels as small as desired.

Although temporal control of frequency is difficult, ad-
justed magnetization m̄z(t ) given in Eq. (64) and ω(t ) change
smoothly as shown in Fig. 12. Therefore an approximate form
of ω(t ) could, in practice, help reverse the magnetization,
which will be left for future study. In such cases, the ap-
plication of an alternating field with a continuously varying
frequency, as demonstrated above, should lead to the observa-
tion of GCOABs.
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APPENDIX: GENERAL FORMULA FOR MOTION
IN ROTATING FRAME

In the rotating frame with an angular velocity vector ω̃(t )
which is a vector along the axis of the rotation (upward di-
rection for counterclockwise rotation) and its strength ω̃ =
|ω̃(t )|, a change of vector in the laboratory frame is trans-
formed as

d

dt
A(t ) → d ′

dt
A(t ) + ω̃(t ) × A(t ), (A1)

where d ′/dt is the derivative in the rotation frame.
If the time dependence of the frame is given by �(t ), then

ω̃(t ) = d

dt
�(t ). (A2)

When we express 
(t ) = ω(t )t , ω̃(t ) is given by

ω̃(t ) = ω(t ) + dω(t )
dt

t . (A3)
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