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Inelastic neutron scattering studies on the eight-spin zigzag-chain compound KCu4P3O12:
Confirmation of the validity of a data-driven technique based on machine learning
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We performed inelastic neutron scattering (INS) experiments on KCu4P3O12 powder and compared the
experimental results with those calculated for the spin model (an eight-spin zigzag chain with S = 1

2 ) using
the data-driven technique based on machine learning. We observed magnetic excitations at approximately 3.0,
4.1, 5.9, and 8.8 meV at 5.5 K and at approximately 3.8 and 5.9 meV at 49 K. The excitations corresponding
to 3.0, 4.1, and 8.8 meV were magnetic excitations from the ground state to the first, second, and fourth excited
states (2.87, 4.23, and 8.53 meV from the calculations), respectively. The excitations corresponding to 3.8
and 5.9 meV were magnetic excitations from the first excited state to the third and fourth excited states (3.78
and 5.67 meV from the calculations), respectively. An excitation was likely to exist between the first and second
excited states at approximately 1.35 meV in the experimental results. The excitation energies obtained from
the INS experiments were almost consistent with those calculated from the exchange interaction values via the
data-driven technique (data-driven values). The experimental I (Q) curves could not be reproduced. We found that
I (Q) curves could be changed largely by small changes of exchange-interaction values. Therefore, we expect that
exchange-interaction values, which can explain not only the magnetic susceptibility, magnetization curves, and
excitation energies but also INS intensity, are in the vicinity of the data-driven values.

DOI: 10.1103/PhysRevB.109.094434

I. INTRODUCTION

The precise knowledge of exchange interactions is a
prerequisite for understanding the magnetic properties of
quantum spin systems. Typically, exchange interactions are
evaluated by analyzing the magnetic susceptibility and mag-
netization curves. However, it is often difficult to uniquely
evaluate multiple exchange interactions. For example, several
sets of exchange interaction values have been reported for
the diamond chain compound Cu3(CO3)2(OH)2 [1–8] and the
dimer-monomer compound Ni2V2O7 [9–12].

Tamura and Hukushima have developed a data-driven
technique based on machine learning to evaluate multiple
exchange interactions and their uncertainty from multiple
physical quantities [13,14]. This data-driven technique was
based on Bayesian statistics, and the exchange interactions
were determined such that the posterior distribution was max-
imized. The posterior distribution constitutes the difference
between the experimental and calculated results obtained
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using an effective model and appropriate prior distribution of
exchange interactions. The prior distribution corresponds to
prior knowledge of the target material.

Recently, this data-driven technique based on machine
learning was applied to KCu4P3O12 [15]. In this com-
pound, the Cu2+ ions possess S = 1

2 spins. Figure 1 shows
the spin model (an eight-spin zigzag chain) based on the
crystal structure [16]. The spin Hamiltonian is defined
as −∑7

i=1 Ji,i+1SiSi+1, where J1 = J1,2 = J7,8, J2 = J2,3 =
J6,7, J3 = J3,4 = J5,6, and J4 = J4,5. Using the magnetic
susceptibility and magnetization curves at various temper-
atures, we evaluated the exchange interactions as follows:
J1 = −8.54 ± 0.51 meV [antiferromagnetic (AFM)], J2 =
−2.67 ± 1.13 meV (AFM), J3 = −3.90 ± 0.15 meV (AFM),
and J4 = 6.24 ± 0.95 meV [ferromagnetic (FM)] [15]. We
used the values of the exchange interactions to calculate
the excitation energies of the magnetic excitations. The ex-
citation energies of the low-lying eigenstates are listed in
Table I. Figure 2 shows the histogram of the excitation
energies.

To demonstrate that the data-driven technique based on
machine learning is an important tool for scientific research,
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TABLE I. Low-lying eigenstates in the spin model of KCu4P3O12. S denotes the total spin of the eigenstates. Excitation energies
were evaluated from J1 = −8.54 ± 0.51, J2 = −2.67 ± 1.13, J3 = −3.90 ± 0.15, and J4 = 6.24 ± 0.95 meV determined by the data-driven
technique based on machine learning (Cal1) and J1 = −8.71, J2 = −3.89, J3 = −4.00, and J4 = 4.27 meV determined by a steepest descent
method (Cal2) described in the Sec. III. We evaluated uncertainties of the Cal1 results from the uncertainties of the exchange-interaction values
as is shown in Fig. 2. We also show the excitation energies estimated from the INS results. The magnetic excitations indicated by the symbol
“O” are experimentally observed. The excitation between GS and 3ES is forbidden (“F”). We estimated the excitation energy between GS and
3ES from that between GS and 1ES and that between 1ES and 3ES.

Excitation energy (meV) Observation

S Cal1 Cal2 Exp From GS From 1ES

GS 0 0 0 0
1ES 1 2.87 ± 0.11 3.02 3.0 ± 0.2 O
2ES 1 4.23 ± 0.13 4.17 4.1 ± 0.5 O O
3ES 2 6.65 ± 0.21 6.75 6.8 ± 0.3 F O
4ES 1 8.53 ± 0.30 8.80 8.8 ± 0.5 O O

it is necessary to confirm that other physical quantities (par-
ticularly the microscopic quantities) of KCu4P3O12 can be
reproduced using the spin model. We can determine the ex-
citation energies of the magnetic excitations using inelastic
neutron scattering (INS) measurements and compare the ex-
perimental excitation energies with the calculated excitation
energies. Accordingly, we performed INS measurements on
KCu4P3O12 powder.

II. EXPERIMENTAL METHODS

We synthesized a crystalline powder of KCu4P3O12 via
solid-state reaction. The starting materials were K2CO3, CuO,
and (NH4)2HPO4 powders with purities of 99.9%, 99.99%,
and 99%, respectively. A stoichiometric mixture of the pow-
ders was calcined at 523 K for 48 h in air. The calcined
powders were sintered at 973 K for 168 h in air. In Ref. [16],
fabrication of single crystals with diameters up to 0.3 mm
using hydrothermal synthesis was reported. Many samples
(typically 10 g) are necessary for neutron scattering exper-
iments. Therefore, we used the solid-state reaction. X-ray
powder diffraction patterns were recorded at room tempera-
ture using an x-ray diffractometer (RINT-TTR III, Rigaku).
We performed Rietveld refinements of the crystal struc-
ture using the FULLPROF Suite software package containing

FIG. 1. Schematic of the spin model (an eight-spin zigzag chain)
in KCu4P3O12 [15,16] drawn using VESTA [17]. Using the data-driven
technique based on machine learning, the exchange interactions
were evaluated as J1 = −8.54 ± 0.51 meV (AFM), J2 = −2.67 ±
1.13 meV (AFM), J3 = −3.90 ± 0.15 meV (AFM), and J4 = 6.24 ±
0.95 meV (FM).

internal tables for the scattering lengths [18]. We used
a physical property measurement system (Quantum De-
sign) for specific heat measurements. We performed INS
measurements using the High Resolution Chopper (HRC)
spectrometer at BL 12 at the Japan Proton Accelerator Re-
search Complex (J-PARC) [19–21].

III. RESULTS AND DISCUSSIONS

The blue circles in Fig. 3 represent the x-ray diffraction
pattern of KCu4P3O12 at room temperature. The line on the
experimental pattern shows the results of the Rietveld refine-
ments using the crystal structure reported in Ref. [16]. This
line is consistent with the experimental results.

The red circles in Fig. 4 show the temperature T depen-
dence of the specific heat [C(T )] of KCu4P3O12. No phase
transition appears between 1.9 and 300 K. The blue circles in

FIG. 2. The histogram of the excitation energy evaluated from
J1 = −8.54 ± 0.51, J2 = −2.67 ± 1.13, J3 = −3.90 ± 0.15, and
J4 = 6.24 ± 0.95 meV determined by the data-driven technique
based on machine learning. We divided the uncertainty range into
20 equal parts for each exchange-interaction value and calculated
eigenenergies for 194 481 (= 214) sets of the exchange interactions.
Vertical and horizontal lines show the excitation energies and their
uncertainties, respectively, estimated from the INS results.
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FIG. 3. X-ray diffraction pattern (circles) of KCu4P3O12 at
room temperature. The line on the measured pattern portrays the
Rietveld-refined pattern obtained using the crystal structure with P1̄
(No. 2) [16]. The line at the bottom portrays the difference be-
tween the measured and Rietveld-refined patterns. The hash marks
represent the positions of reflections. The lattice constants are a =
7.4273(2) Å, b = 7.8327(2) Å, c = 9.4573(2) Å, α = 108.285(1)◦,
β = 112.671(1)◦, and γ = 92.743(1)◦. The reliability indices of the
refinements are Rp = 1.82%, Rwp = 2.43%, and Rexp = 0.82%.

Fig. 4(b) represent C(T ) of the spin model with the exchange-
interaction values described in Fig. 1. The experimental and
calculated specific heats are consistent with each other below
10 K where the lattice specific heat is probably small. The
calculated specific heat has a broad maximum at around 30 K.
The broad maximum is not seen in the experimental C(T )
probably due to overlap of the lattice specific heat. Accord-
ingly, we cannot prove that the exchange-interaction values
are correct for KCu4P3O12 by the C(T ) result.

Figure 5 shows the INS intensity I (Q, ω) maps of
KCu4P3O12 powder below 7.0 meV at various temperatures.

FIG. 4. Temperature T dependence of the specific heat C(T ) of
KCu4P3O12 (red circles). The blue circles in panel (b) indicate C(T )
calculated for the spin model with J1 = −8.54, J2 = −2.67, J3 =
−3.90, and J4 = 6.24 meV.

Here, Q and ω denote the magnitudes of the scattering vector
and the energy transfer, respectively. The energy of the inci-
dent neutrons (Ei) is 15.3 meV. At 5.5 K, strong excitations at
approximately 3.0 meV and weak excitations up to 6.0 meV
are observed. The 3.0-meV excitation exists over a wide Q
range, indicating a cluster excitation. The intensities of the
excitations decrease with increasing T ; therefore, they are
magnetic in nature. Figure 6 shows the I (Q, ω) maps up to
15.0 meV at 5.5 K. The value of Ei is 25.4 meV. Another
magnetic excitation exists at approximately 8.8 meV.

Figure 7 shows the ω dependence of the INS intensity
I (ω) at Ei = 15.3 meV. Magnetic excitations are observed at
approximately 3.0, 4.1, 5.9, and 8.8 meV at 5.5 K as shown
in Figs. 7(a) and 7(b) and at approximately 3.8 and 5.9 meV
at 49 K as shown in Fig. 7(e). The horizontal bars indicate
the energy resolution. The value at ω = 0 meV (�ω0) is
0.855 meV. We assumed that the energy resolution at a finite ω

was �ω0(1 − ω/Ei )3/2. The width of the 3.0-meV excitation
is slightly greater than the energy resolution. The widths of
the other excitations seem greater than the energy resolutions.

Considering the excitation energies from the ground and
first excited states (represented by the pink and blue triangles,
respectively) calculated for the eight-spin zigzag chain with
J1 = −8.54, J2 = −2.67, J3 = −3.90, and J4 = 6.24 meV,
the 3.0, 4.1, and 8.8 meV excitations were magnetic excita-
tions from the ground state (GS) to the first, second, and fourth
excited states (1ES, 2ES, and 4ES), respectively; we refer to
them as the 0-1, 0-2, and 0-4 excitations, respectively. As
shown in Table I, the excitation between the GS and the third
excited state (3ES) is forbidden. As the temperature increases,
the intensity of the 3.0-meV excitation decreases rapidly and
the excitation is not observed at 49 K. However, the 5.9-meV
excitation is observed at 49 K, as shown in Fig. 7(e). Because
the T dependence of the excitation intensity is determined
by the thermal population factor of the initial state [22],
excitations from the same initial state exhibit the same T
dependence of the intensity. Therefore, the initial state of the
5.9-meV excitation is not the GS. It is likely that the 5.9-meV
excitation is the excitation from 1ES to 4ES (1-4 excitation).
Similarly, the initial state of the 3.8-meV excitation at 49 K
shown in Fig. 7(e) is not the GS. We consider that the 3.8-meV
excitation is the excitation from 1ES to 3ES (1-3 excitation),
and the excitations at around 4.0 meV at 5.5 K comprise
both the 0-2 and the 1-3 excitations. Four excitations (0-1,
0-2, 1-3, and 1-4 excitations) exist between 2.0 and 6.0 meV.
We could not separate them and evaluate the T dependence
of the intensity of each excitation. The intensity between 1.0
and 2.0 meV increases with T . Therefore, excitations exist in
this range and probably include the 1-2 excitation, although
we cannot separate the 1-2 excitation. As shown in Table I
and Fig. 2, we observed all the low-lying excitations from
the GS and 1ES. The excitation energies evaluated by the
data-driven technique based on machine learning were almost
consistent with those obtained using the INS experiments on
KCu4P3O12.

The circles in Fig. 8 represent the Q dependence of the INS
intensity I (Q) for the 0-1, 0-2, 0-4, 1-3, and 1-4 excitations at
Ei = 15.3 meV. We observed an apparent Q dependence of the
experimental I (Q) except for the I (Q) for the 0-4 excitation
depicted in Fig. 8(c). The pink lines in Fig. 8 denote I (Q)
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FIG. 5. The INS intensity I (Q, ω) maps of KCu4P3O12 powder below 7.0 meV at various temperatures. The energy of incident neutrons
Ei is 15.3 meV. The vertical key on the right shows the INS intensity in arbitrary units.

calculated using J1 = −8.54, J2 = −2.67, J3 = −3.90, and
J4 = 6.24 meV. The formulas for I (Q) are described in the
Appendix [23–29]. The two peak positions are slightly lower
in the experimental I (Q) curves than in the calculated ones
(pink) for the 0-1 and 1-3 excitations. For the 0-4 excitation,

FIG. 6. (a) The INS intensity I (Q, ω) map of KCu4P3O12 powder
below 15.0 meV at 5.5 K. The energy of incident neutrons Ei is
25.4 meV. The vertical key on the right shows the INS intensity in
arbitrary units. (b) Map between 7 and 11 meV.

the Q dependence of the experimental I (Q) is weaker than that
of the calculated I (Q). The experimental and calculated I (Q)
curves (pink) for the 0-2 and 1-4 excitations do not agree with
each other.

FIG. 7. ω dependence of the INS intensity I (ω) of KCu4P3O12

powder. The energy of the incident neutrons Ei is 15.3 meV. The
pink and blue triangles indicate the excitation energies from the
GS and 1ES, respectively. The horizontal bars represent the energy
resolution.
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FIG. 8. Q dependence of the INS intensity I (Q) of KCu4P3O12

powder (circles). The energy of incident neutrons Ei is 15.3 meV.
The lines indicate I (Q) calculated for (a) the 0-1 and 1-3 exci-
tations, (b) the 0-2 excitation, (c) the 0-4 excitation, and (d) the
1-4 excitation. The pink lines were obtained from J1 = −8.54,
J2 = −2.67, J3 = −3.90, and J4 = 6.24 meV evaluated using the
data-driven technique based on machine learning [15]. The blue
lines were obtained from J1 = −8.71, J2 = −3.89, J3 = −4.00, and
J4 = 4.27 meV evaluated using a steepest descent method.

Unlike the case of AFM dimers, we could not utilize the
peak positions of I (Q) to directly determine the Cu-Cu pairs
that exhibited strong exchange interactions in KCu4P3O12.
This is because I (Q) consists of multiple terms as described
in the Appendix. In an AFM dimer with a spin-spin dis-
tance R, I (Q) is expressed as f (Q)2A[1 − sin(QR)

QR ]. We can
use the value of R to determine the Cu-Cu pair that forms
an AFM dimer. For example, when the positions of the first
peak in the I (Q) for the 0-1 and 0-2 excitations (Q = 0.7
and 0.9 Å−1, respectively) were matched to those in the
I (Q) of an AFM dimer, we obtained R = 6.1 and 4.8 Å,
respectively. In contrast, the spin-spin distances in the four
exchange interactions in KCu4P3O12 are located between 2.94
and 3.19 Å.

The difference in the ω dependence of the INS intensity
between Figs. 7(a) and 7(b) is mainly caused by the structural
factor of the magnetic excitations. As shown in Fig. 8(a),
the experimental intensity of the 3.0 meV (0-1) excitation
is larger at around Q = 0.7 Å−1 corresponding to Fig. 7(b)
than at around Q = 1.6 Å−1 corresponding to Fig. 7(a). Thus,
the 4.1-meV (0-2) excitation is less apparent in Fig. 7(b). As
shown in Fig. 8(b), the experimental intensity of the 4.1-meV
(0-2) excitation is larger at around Q = 1.6 Å−1 than at around
Q = 0.7 Å−1. Thus, the 5.9-meV (1-4) excitation is less ap-
parent in Fig. 7(a).

The inconsistency between the experimental and calculated
I (Q) curves (pink) indicates that the present exchange-
interaction values determined by the data-driven technique
based on machine learning (data-driven values) are not ap-
propriate. However, to obtain exchange-interaction values
that can reproduce quantitatively the INS intensity, we need
the INS intensity of magnetic excitation alone. As is seen
in Figs. 8(a) and 8(c), the 0-1 and 0-4 excitations show
weak Q dependencies above Q = 1 Å−1, suggesting that the

contributions of the phonon excitation and background cannot
be ignored. However, we could not subtract the contributions
because of the lack of information. Accordingly, it is impos-
sible at present to evaluate the exchange interactions from the
INS intensity.

Next, we considered evaluations of the exchange interac-
tions from the excitation energies. There may be different
sets of exchange-interaction values that can reproduce the
magnetic susceptibility, magnetization curves, and excitation
energies. However, we cannot determine which set is cor-
rect because the experimental results can be also explained
by the data-driven values. Therefore, we searched exchange-
interaction values, which could reproduce more correctly the
excitation energies, using the data-driven values as the starting
point. Here, we utilized a steepest descent method to find
a local minimum. The results are J1 = −8.71, J2 = −3.89,
J3 = −4.00, and J4 = 4.27 meV of which excitation energies
are 3.02, 4.17, 6.75, and 8.80 meV from GS to 1ES, 2ES, 3ES,
and 4ES, respectively, as described in Table I. The values are
close to the experimental values (3.0, 4.1, 6.8, and 8.8 meV,
respectively). The new J1, J2, and J3 values are almost within
the uncertainties of the data-driven values, whereas the new
J4 value is slightly smaller than the data-driven value. As
shown in Fig. 9, the curves calculated using the new values
are close to those calculated using the data-driven values. We
evaluated differences between the experimental and calculated
results. The agreements at the magnetic susceptibility and
the magnetization curve at 50 K are slightly better in the
results using the new values and those at the magnetization
curves between 1.3 and 30 K are slightly better in the results
using the data-driven values. On the other hand, as shown in
Figs. 8(b) and 8(d), the I (Q) curves calculated using the new
values (blue) are clearly different from those calculated using
the data-driven values (pink) in spite of the small differences
between the data-driven values and new values. This result
suggests that I (Q) curves can be changed largely by small
changes of exchange-interaction values.

As shown in Fig. 8(b), the peak positions and the ra-
tio of intensities between the two peaks of the blue curve
calculated using the new values are close to those of the
experimental I (Q) curve, although there are apparent differ-
ences between the calculated and experimental I (Q) curves
at Q < 0.6 and Q > 2.0 Å−1 probably due to the contribu-
tions of the phonon excitation and background. Therefore, we
expect that exchange-interaction values, which can explain
not only the magnetic susceptibility, magnetization curves,
and excitation energies but also the INS intensity of magnetic
excitation alone, are in the vicinity of the data-driven values.
In future, we will perform further neutron scattering exper-
iments and obtain the INS intensity of magnetic excitation
alone after subtracting the contributions of phonon excitations
and the background. Our current simulation code based on
the Bayesian statistics does not support INS data. We will
developan algorithm including an investigation of prior distri-
bution for interactions to obtain exchange-interaction values
that can reproduce the magnetic susceptibility, magnetization
curves, and INS intensities. If we cannot obtain the exchange-
interaction values that can reproduce all the experimental
results, we will have to consider a model containing other
exchange interactions.
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FIG. 9. Comparison plots of the magnetic susceptibility at 0.01 T and the magnetization curves at various temperatures between the ex-
perimental (blue circles) and calculated results. The red circles were obtained from J1 = −8.54, J2 = −2.67, J3 = −3.90, and J4 = 6.24 meV
evaluated using the data-driven technique based on machine learning [15]. The green triangles were obtained from J1 = −8.71, J2 = −3.89,
J3 = −4.00, and J4 = 4.27 meV evaluated using a steepest descent method.

IV. CONCLUSION

We performed INS experiments on KCu4P3O12 powder
and compared the experimental results with those calculated
for the spin model (an eight-spin zigzag chain with S = 1

2 )
using the data-driven technique based on machine learning.
We observed magnetic excitations at approximately 3.0, 4.1,
5.9, and 8.8 meV at 5.5 K and at approximately 3.8 and
5.9 meV at 49 K. The 3.0-, 4.1-, and 8.8-meV excitations
were magnetic excitations from the ground state to the first,
second, and fourth excited states (2.87, 4.23, and 8.53 meV
from the calculations), respectively. The 3.8- and 5.9-meV
excitations were magnetic excitations from the first excited
state to the third and fourth excited states (3.78 and 5.67 meV
from the calculations), respectively. We considered that, in
the experimental results, an excitation between the first and
second excited states existed at approximately 1.35 meV. The
excitation energies obtained from INS experiments almost
agree with those calculated from the exchange interaction
values evaluated using the data-driven technique. We observed
all the low-lying excitations from the ground and first excited
states. The experimental I (Q) curves cannot be reproduced,
suggesting that the data-driven values are not appropriate.

Therefore, we searched exchange-interaction values, which
could reproduce more correctly the excitation energies, us-
ing the data-driven values as the starting point. The newly
obtained J1, J2, and J3 values are almost within the uncer-
tainties of the data-driven values, whereas the newly obtained
J4 value is slightly smaller than the data-driven value. We
compared the I (Q) curves calculated using the data-driven
values with those calculated using the new values. We found
that I (Q) curves could be changed largely by small changes
of exchange-interaction values. Therefore, we expect that
exchange-interaction values, which can explain not only the
magnetic susceptibility, magnetization curves, and excitation
energies but also the INS intensity of magnetic excitation
alone, are in the vicinity of the data-driven values.
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APPENDIX: CALCULATION OF I(Q)

I (Q) for the transition from the |I〉 to the |F〉 states is
proportional to the following term:

k′

k
〈I|Q̂+

⊥(Q)|F〉〈F|Q̂⊥(Q)|I〉 (A1)

[23–26]. The parameters k and k′ are the initial and final
neutron wave numbers, respectively. The operator Q̂(Q) is
expressed by the following equation:

Q̂(Q) = f (Q)
8∑

i=1

exp(iQ · Ri )Si. (A2)

Here, f (Q) denotes the magnetic form factor of an isolated
Cu2+ ion [27–29]. The position of the spin Si is indicated
by Ri. The center of two Cu4 sites connected by the J4

interaction, as shown in Fig. 1, is set as the origin of Ri. The
subscript ⊥ in Eq. (A1) indicates a projection onto a plane per-
pendicular to the scattering vector Q. Since no magnetic order
exists in KCu4P3O12, we can consider that Q̂⊥(Q) = Q̂(Q).
Here, we express the matrix elements as follows:

〈F|Q̂⊥(Q)|I〉 j =
8∑

i=1

exp(iQ · Ri )a ji, j = x, y, z. (A3)

Note that the values of aji also depend on eigenstates (|I〉 and
|F〉 states). We obtained that aji = a j(9−i) (i = 1 ∼ 4) for the
0-1, 0-4, 1-3, and 1-4 excitations and that a ji = −a j(9−i) (i =
1 ∼ 4) for the 0-2 and 1-2 excitations. Therefore,

〈I|Q̂+
⊥(Q)|F〉〈F|Q̂⊥(Q)|I〉

= 4
∑
jii′

cos(Q · Ri ) cos(Q · Ri′ )a jia ji′ (A4)

for the 0-1, 0-4, 1-3, and 1-4 excitations and

〈I|Q̂+
⊥(Q)|F〉〈F|Q̂⊥(Q)|I〉

= 4
∑
jii′

sin(Q · Ri ) sin(Q · Ri′ )a jia ji′ (A5)

for the 0-2 and 1-2 excitations. After a spherical average, I (Q)
is expressed as follows:

I (Q) = f (Q)2

⎡
⎣∑

i �=i′
Aii′,IF

(
sin Q|Ri − Ri′ |

Q|Ri − Ri′ | + sin Q|Ri + Ri′ |
Q|Ri + Ri′ |

)
+

∑
i

Ai,IF

(
1 + sin 2Q|Ri|

2Q|Ri|
)⎤

⎦ (A6)

for the 0-1, 0-4, 1-3, and 1-4 excitations and

I (Q) = f (Q)2

⎡
⎣∑

i �=i′
Aii′,IF

(
sin Q|Ri − Ri′ |

Q|Ri − Ri′ | − sin Q|Ri + Ri′ |
Q|Ri + Ri′ |

)
+

∑
i

Ai,IF

(
1 − sin 2Q|Ri|

2Q|Ri|
)⎤

⎦ (A7)

for the 0-2 and 1-2 excitations. Ai,IF is always positive because
it consists of a2

ji. Aii′,IF can be both positive and negative
because it consists of a jia ji′ . The dominant term in the 0-1

and 1-3 excitations is A3,IF(1 + sin 2Q|R3|
2Q|R3| ). Therefore, the cal-

culated I (Q) curves for the 0-1 and 1-3 excitations are similar
to each other as shown in Fig. 8(a).
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