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Finite-displacement Boltzmann transport theory reveals the detrimental
effects of high-frequency normal modes on mobility
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Lattice vibrations can greatly reduce the charge-carrier mobilities of organic semiconductors by introducing
dynamic structural disorder. The low-frequency regime is expected to contribute the most to this disorder since
these vibrational modes result in the largest structural distortions and electronic coupling changes in time. In
this work, a finite-displacement Boltzmann transport theory (�-BTE) method is developed to evaluate vibration-
induced mobility effects in periodic boundary conditions. �-BTE is tested on a model organic semiconductor
crystal, i.e., tetracene, and it predicts that particular high-frequency ring-breathing modes significantly reduce
its mobility through a transient carrier localization process, even when restricted to the zero-point vibrational
energy level.
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I. INTRODUCTION

Crystalline organic semiconductors are modular materials
with numerous applications including light emitting diodes,
field effect transistors, photovoltaics, and sensors [1–5]. In
organic materials, molecules pack together in various poly-
morphs primarily through noncovalent van der Waals forces
[6–9]. Because of this, their solid structures are highly sus-
ceptible to both static and dynamic disorder. While examples
of the former include packing defects and broken symmetries,
dynamic disorder arises from stochastic combinations of lat-
tice phonons, i.e., the normal vibrational modes of the crystal.
This disorder transiently alters the inter- and intramolecular
interactions between or within the molecules of the crystal
[6,10–13].

Combinations of experimental and theoretical evidence
suggest that dynamic disorder largely limits the charge-carrier
mobilities of organic semiconductors by reducing intermolec-
ular electronic couplings and by inducing charge-carrier
localization from several molecules (≈ 10) down to single
monomers [14–26]. This effect leads to a necessary shift in
the description of the transport mechanism from delocalized
bandlike to localized hopping and back depending on the
time-varying phonon populations. While band and hopping
models are able to provide reasonable approximations for
electron-phonon coupling in organic semiconductor materi-
als individually [27–32], neither can completely describe the
transport mechanism [21,33–35]. Because disorder-induced
localization limits electrical conduction in these materials,
hopping models are often used to predict trends in mobility.
Constant relaxation time Boltzmann transport theory has been
shown to predict accurate mobility trends of organic crystals
with substantially less computational effort than hopping-
based models [32]. While the limitations of hopping and
band-based models are well understood, they continue to be
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used to screen and understand trends in related sets of crystals
because they are widely available, are based on fundamental
physics, and provide insight in terms of chemical intuition.

Some models have included dynamic disorder by exam-
ining the effect of some normal modes on coupling in a
crystal [27–31]. Of all the possible vibrational modes for a
given material, the low-frequency regime results in the largest
structural distortions on average since these populate vibra-
tional excited states beyond the zero-point energy level. Such
large displacement intermolecular motions induce large elec-
tronic structure rearrangements. The low-frequency regime
has been studied using combinations of transmission electron
microscopy (TEM), molecular dynamics (MD), and density
functional theory (DFT) on various crystalline organic semi-
conductors [15,17,22]. Low-frequency modes dominate the
electron-phonon scattering rates limiting the charge-carrier
mobility [30]. In particular, the lowest-frequency mode of typ-
ical herringbone organic crystals, i.e., a long axis asymmetric
sliding motion, significantly reduces intermolecular electronic
coupling and leads to frequent transient localization events
[17,23].

Theoretical studies investigating the dynamic disorder of
various organic crystals often neglect the majority of the
high-frequency regime (>207 cm−1) because these modes
are not expected to significantly reduce charge-carrier mo-
bility [17,23,31,36–38]. Because the high-frequency modes
are generally restricted to the ground vibrational state (n = 0)
at room temperature, according to the Bose-Einstein occupa-
tion number, they result in root-mean-square displacements
(RMSDs) up to two orders of magnitude less than the low-
frequency regime. However, inclusion of the full frequency
range leads to more accurate mobilities [39,40] and shows that
many modes contribute to dynamic disorder [39,41]. This is
because electronic structure reorganization is not necessarily
correlated with atomic displacement amplitudes.

In this study, the dynamic disorder of tetracene, a pro-
totypical organic semiconductor crystal, is investigated to
reveal the effects that each of its 180 �-point normal
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TABLE I. Unit-cell lattice vectors and angles of the PBEsol0-3c
optimized and the experimental triclinic TETCEN unit cell [42].

a (Å) b (Å) c (Å) α (deg) β (deg) γ (deg) V (Å3)

TETCEN 7.90 6.03 13.53 100.30 113.20 86.30 582.85
PBEsol0-3c 7.99 6.03 13.57 100.75 112.68 86.24 592.96

modes has on the anisotropic charge-carrier mobility. This
is accomplished using a quantum-harmonic-oscillator-based
finite-displacement Boltzmann transport theory model (�-
BTE). Finite-displacement amplitudes are derived from the
uncertainty in the position of each atom, which differs from
the classical analog where displacements are set at the edge
of the harmonic well [31]. A substantial benefit of �-BTE
is that it does not require dimer extraction and electronic
coupling evaluations, and thus serves as a high-throughput
method for screening the normal-mode-induced mobility ef-
fects from band structure renormalization for a wide range of
materials, including both inorganic (e.g., oxides, perovskites,
metal organic frameworks) and organic (e.g., organic single
crystals, covalent organic frameworks, interfaces).

II. COMPUTATIONAL METHODOLOGIES

The PBEsol0-3c solid-state composite density functional
method was used to fully optimize the lattice parameters
and nuclear coordinates of the tetracene (TETCEN) crystal
structure [42] with the CRYSTAL17 code [43,44]. PBEsol0-3c
combines a small atom-centered def2-mSVP basis set with
geometric counterpoise corrections and Grimme’s D3 dis-
persion corrections to accurately and affordably predict the
geometric and electronic structure of many materials, includ-
ing weakly bound organic semiconductor crystals [32,45,46].
For all calculations, the DIIS convergence accelerator was
used. For the optimization, an anisotropic 4 × 5 × 3 k-point
mesh was generated via the shrinking factor (SHRINK) such
that the real-space primitive lattice vectors multiplied by these
were >30 Å. For the Boltzmann transport theory (BTE) cal-
culations, the k-point mesh was quadrupled to increase the
accuracy and to minimize the error of band derivatives. The
self-consistent field (SCF) convergence threshold on total en-
ergy (TOLDEE) was set to 10−8 Hartree for the optimization
and 10−10 Hartree for the frequency calculation. Tolerances
for Coulomb and exchange sums (TOLINTEG) were set to 8
8 8 8 16 for all calculations.

III. RESULTS AND DISCUSSION

The density functional theory (DFT) optimized tetracene
crystal structure closely matches the room-temperature TET-
CEN crystal structure with comparable lattice parameters and
a primitive-cell volume that is only 1.73% larger than exper-
iment (Table I) [42]. A �-point frequency calculation on the
optimized structure produced only positive real eigenvalues,
indicating a minimum. A band gap of 2.54 eV was predicted,
which matches the experimental optical gap of 2.54 eV [47].
Due to a band crossing between the �-point and [−110] direc-
tion, the total theoretical bandwidth is the sum of the widths of
the valence band edge (VB) and the VB-1 band. The predicted

TABLE II. BTE-derived conductivity tensor matrix elements at
the computed Fermi level of the PBEsol0-3c structure. Here, the
carrier concentration is ρ ≡ NF ,T /V . The constant relaxation time
τ is set to 2 fs.

σxx (S/cm) σxy σxz σyy σyz σzz σ1 σ2 σ3 ρ (cm−3)

PBEsol0-3c 43.5 −20.9 0.0 22.4 0.2 6.2 56.4 9.5 6.2 2.9 × 1020

valence bandwidth of 0.35 eV is comparable to previous DFT
and experimental values of 0.39 eV [48] and 0.35–0.7 eV
[49], respectively. The broad experimental range may be the
result of vibrational effects or could be from the convolution
of the bulk band structure with that of a reconstructed surface
[48,49].

The fact that the geometric and the electronic structure of
tetracene are well represented by the PBEsol0-3c compos-
ite density functional confirms its usefulness for predicting
charge transport properties. The conductivity tensor [32] ma-
trix elements in a Cartesian basis x, y, z within the constant
relaxation time approximation of the Boltzmann transport
equation (BTE, Appendix A) [30,43,44,50,51] can be derived
from the optimized structure. By default, CRYSTAL17 aligns
the x vector parallel to the optimized a lattice vector, then sets
y 90◦ away and closest to the b axis, and then sets z orthogonal
to x and y [43,44]. Because the BTE off-diagonal conduc-
tivity matrix elements are nonzero for tetracene, the tensor
is diagonalized (Appendix B) to determine the principal axis
eigenvectors and their corresponding eigenvalues (Table II).

According to BTE, tetracene preferentially conducts along
the e1 direction (Fig. 1) at 56.4 S/cm when a constant relax-
ation time of 2 fs is assumed [52,53]. The angle between e1

and the a lattice vector (θe1,a = 148.4◦) agrees well with the
experimental angle of 141.3◦ [22]. Substantially smaller con-
ductivities are predicted in the e2 (9.5 S/cm) and e3 (6.2 S/cm)
directions. In the e1 direction, the mobility is 1.2 cm2/Vs

FIG. 1. Principal axis eigenvectors (e1, e2, e3) and the primitive
lattice vectors (a, b, c) of the fully optimized PBEsol0-3c tetracene
crystal structure.
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TABLE III. BTE and experimental charge-carrier mobilities along the principal axes of the crystal.

μ1 (cm2/Vs) μ2 (cm2/Vs) μ3 (cm2/Vs) μ1/μ2 θe1,a (deg)

Experiment μH = 0.8 [22], 2.4 [54] μL = 0.4 [22] – μH/μL ≈ 1.5 − 2.0 [22] ≈141.3 [22]
PBEsol0-3c 1.2 0.2 0.1 6.0 148.4

(Table III) when using the intrinsic carrier concentration from
the number of carriers at the Fermi level divided by the
primitive cell volume (Table II), which agrees well with ex-
perimental reports of 0.8 and 2.4 cm2/Vs [22,54].

Projecting the principal axes mobilities in the high mobility
plane (ab) produces a curve (Fig. 2) that agrees with experi-
mental results for crystalline tetracene [22]. BTE predicts an
anisotropy ratio between the high and low mobilities (μH/μL)
of 6 in the high mobility plane, which is of the same order of
magnitude as the experimental value of μH/μL = 1.5–2. Pre-
vious theoretical ratios predicted larger anisotropy ratios, i.e.,
>10 [55,56], indicating an improvement in the description of
the electronic structure with PBEsol0-3c.

�-BTE quantifies the vibration-induced mobility change
by calculating conductivity and carrier concentration at the
Fermi level of the optimized and finite-displaced structures.
The temperature-dependent finite-displacement amplitudes of
each normal mode were determined from the DFT-derived
uncertainty in the positions Eq. (C1). The approximation of
finite displacements provides a way to correct for vibrational
energy without relying on the electronic structure being lin-
early correlated to the vibration. Overall, the majority of the
normal modes are harmonic in energy, with R2(0 K) = 0.9940
and R2(300 K) = 0.9888. A few of the high-frequency modes
that do not significantly change the mobility are marginally
anharmonic in energy (Fig. 3), even though their displacement
amplitudes are harmonic.

The ground-state DFT bandwidth of 349 meV, approxi-
mated by the sum of the VB-1 and VB bandwidths because
these bands cross, is within the 350–700 meV range of ex-
perimentally measured bandwidths [49]. As expected, the
vibrationally perturbed (colored and gray) VB and VB-1
bands are significantly different in both energy and shape
than the bands of the optimized structure (Fig. 4). Isolated
normal modes and the averages over all the modes result in
the narrowing of each band including the VB–1, VB, and
VB+1 (Table IV). This is consistent with a band velocity
reduction and a decrease in the charge-carrier mobility. Ad-
ditionally, a sub-meV reduction in the bandwidths is observed
as a function of increasing the temperature from 0 to 300 K.

TABLE IV. Widths of the frontier bands in meV, including the
highest filled valence band (VB) and one band above (VB+1) and
below (VB−1). The 0 and 300 K bandwidths are averaged over all
the normal modes in both the negative and positive displacement
directions.

VB−1 (meV) VB (meV) VB+1 (meV)

PBEsol0-3c (opt) 161.1 188.1 270.5
PBEsol0-3c (0 K) 160.5 186.6 269.6
PBEsol0-3c (300 K) 160.4 186.2 269.3

Focusing in on normal mode # 4 (yellow), it is easy to see
the effect of bandwidth narrowing as a function of populating
higher vibrational excited states at 300 K when compared to
the zero-point vibrational energy at 0 K. However, substan-
tially larger bandwidth narrowing effects have been observed
both experimentally and theoretically for oligoacene crys-
tals from a combination of polaron formation and thermal
lattice expansion, which �-BTE does not explicitly capture
[55,57–60].

Normal-mode-induced mobility changes happen primarily
in the e1 direction and very little in the e2 and e3 directions
(Fig. 5). For each normal mode, the conductivity tensors
were calculated and diagonalized at each of the normal-mode-
perturbed Fermi levels. Calculated mobilities at 0 and 300 K
(Fig. 6) show large changes across a wide range of frequen-
cies. The percent change in mobility is reported as it results in
the cancellation of τ , eliminating the constant relaxation but
not the effects from electron-phonon scattering.

Interestingly, even though the majority of the modes are
harmonic in energy, in either displacement direction, their
resulting mobilities are not. This mobility anharmonicity is
observed over the full frequency range at both 0 and 300 K. In
fact, for particular modes in either the +M or −M direction,
mobilities infrequently increased in magnitude, suggesting
that those modes could be beneficial for charge transport.
However, because each mode oscillates in both directions, the
average mobility (Fig. 6, right) revealed that all �-point nor-
mal modes are detrimental to the charge transport of tetracene
along the e1 direction.

Mobility differences between 0 and 300 K occur within the
low-frequency regime (< 207 cm−1) because low-frequency
modes populate vibrational excited states, i.e., n > 0, at 300 K
(Fig. 7). Differences in the average mobility changes (Fig. 8)
up to 10% were found for the lowest-frequency normal mode

FIG. 2. Theoretically derived polar mobility curve in the ab
plane of tetracene. The radial component corresponds to the coun-
terclockwise degrees away from the a axis.
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FIG. 3. Anharmonicity in the SCF displacement energies at 0
and 300 K due to the harmonic structural displacement of +M (x
axis) and −M (y axis). The black line corresponds to the best-fit line
between the positive and negative displacement energies.

at 300 K. As frequencies increase beyond 207 cm−1, the
differences between the two temperatures become negligible
as the zero-point vibrational energy level is populated at all
temperatures.

By inspecting the average mobility changes mode by mode,
four normal modes were identified to significantly reduce
the mobility (Figs. 6 and 9). Of the four, the second most

FIG. 4. Fully optimized (black) and the 0 K (top) and 300 K
(bottom) finite-displaced (gray and colored) VB and VB−1 bands
centered around the ground-state Fermi level. Particularly problem-
atic modes (#) are highlighted in red, orange, green, and blue.

FIG. 5. Normal-mode-induced mobility changes along the three
primitive lattice directions (e1, e2, e3) averaged over the +M and
−M finite displacements at 300 K.

detrimental mode is the previously identified intermolecular
asymmetric sliding motion [23]. Interestingly, particular high-
frequency modes (modes 146, 130, and 115) lead to the first-,
third-, and fourth-largest mobility reductions, up to 18.1%.
Even though their average structural displacements are con-
siderably small, of the order of 0.005–0.012 Å (Table V and
Fig. 9), their detrimental impact on mobility is not (Table V).
The effects of inelastic electron scattering from phonons likely
limit the maximum mobility of tetracene significantly more
than the band structure changes considered here, however it
is still rather surprising that such small displacements lead to
such large mobility changes. These findings are in contrast
to previous assumptions that only large displacements have a
large effect on the electronic structure. However, this parallels
very recent insights that high-frequency modes contribute to
dynamic disorder found using an electronic coupling-based
approach [41].

To rationalize why these particular high-frequency modes
are so problematic, the valence band projected density matri-
ces are plotted as isosurfaces (Fig. 10). The most detrimental
mode (mode 146, 1568 cm−1) is characteristic of ring breath-
ing and C-C-H in-plane bending. When compared to the
fully optimized projected valence band, the motion (RMSD =
0.005 Å) results in a transiently localized polaronlike band
density. Interestingly, as a function of the vibration, the den-
sity seemingly “hops” between the tetracene monomers along
the principal e1 direction. It should be noted that this is a
report of a switch in the charge transport mechanism be-
tween band and hopping by combining finite displacements
with BTE. Until now, calculating such processes has re-
quired higher-level fragment orbital-based surface hopping
methods [25].

Similar polaronic behavior is observed for the third
(1398 cm−1, ring breathing/C-C-H bending, RMSD =
0.005 Å) and fourth (1236 cm−1, C-C-H bending, RMSD =
0.012 Å) modes, although to a lesser extent (Fig. 10). The in-
termolecular asymmetric sliding phonon (30 cm−1, RMSD =
0.132 Å), however, does not appear to be polaronic. Instead,
the asymmetric sliding motion leads to unfavorable orbital
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FIG. 6. Normal-mode-induced mobility changes along the principal axis (e1) at 0 K (light purple, top) and 300 K (dark purple, bottom).
�μ/μ is expressed as a percentage to allow for easy visualization along a single set of axes.

overlap and electronic coupling along the vibration, as re-
ported previously [23,31]. Interestingly, according to BTE,
it appears that the sliding phonon is detrimental in both
directions of the oscillation, which differs from our results
when evaluating pentacene with a Marcus dimer projection
method [31].

IV. CONCLUSION

�-BTE is an efficient method for evaluating the dynamic
disorder of molecular crystals with finite temperature and
zero-point energy effects. It correctly predicts both the mo-
bility magnitudes and the preferential transport direction of
tetracene after conductivity tensor diagonalization. �-BTE is
relatively cheap so the full frequency range can be explored.
This allows high-frequency modes that result in significant
mobility reductions, even with minuscule structural changes,

to be identified. Surprisingly, three of tetracene’s four most
detrimental modes are high-frequency ring-breathing modes
that appear to be polaronic. This means that neglecting the
high-frequency regime when evaluating vibrational effects in
molecular semiconductors misses an important part of the
transport picture at finite temperatures.
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TABLE V. The four most detrimental modes identified by �-BTE at 0 and 300 K. The RMSDs were calculated on four molecule clusters
extracted from the unit cells.

Temperature (K) Rank mode (#) RMSD (Å) cm−1 �μ1 (cm2/Vs) �μ1/μ1 (%) Description

0 1 146 0.005 1568 −0.22 −18.1 ring breathing/C-C-H bending
2 130 0.005 1398 −0.12 −9.8 ring breathing/C-C-H bending
3 115 0.012 1236 −0.10 −8.4 C-C-H bending
4 129 0.005 1397 −0.07 −5.8 C-C-H bending

300 1 146 0.005 1568 −0.22 −18.1 ring breathing/C-C-H bending
2 4 0.132 30 −0.15 −12.4 long-axis asymmetric slide
3 130 0.005 1398 −0.12 −9.9 ring breathing/C-C-H bending
4 115 0.012 1236 −0.10 −8.5 C-C-H bending
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FIG. 7. Expected vibrational quantum number (〈n〉, dark blue)
and the uncertainty (�xn, gray) in the position at 300 K as a frac-
tion of the zero-point energy level maximum classical displacement
amplitude (�xclassical

0 ) for each normal mode.

APPENDIX A: PREDICTING CHARGE-CARRIER
MOBILITIES WITH BOLTZMANN TRANSPORT THEORY

Anisotropic charge-carrier mobilities [μαβ , Eq. (A1)] can
be extracted from periodic density-functional-theory-derived
electrical conductivities [σ , Eq. (A2)] and charge-carrier con-
centrations within the constant relaxation time Boltzmann
transport theory approximation,

μαβ = σαβV

eNF ,T
, (A1)

σαβ (F , T ) = e2
∫

dE

(
−∂ f0(E , T )

∂E

)
�αβ (E ). (A2)

Here, μαβ is the charge-carrier mobility [Eq. (A1)] matrix
element in the αβ direction of the cell. F is the approximate
Fermi level from the highest-energy k point at the top of
the valence bands, E is the energy, V is the volume of the

FIG. 8. Differences in the normal-mode-induced mobility be-
tween 300 and 0 K as a percent of mobility along the primary axis
in the optimized structure (μ1). The red vertical line marks room
temperature (300 K).

FIG. 9. Dimers depicting the four most detrimental modes at
300 K. Gray/white show the optimized structures and the finite-
displaced structure of each mode is shown as a multiple (10x or 25x)
of the maximum classical displacement (dark purple).

primitive unit cell, and e is the fundamental charge of the
carrier. NF ,T is the DFT-derived number of charge carriers at
a particular energy,

NF,T = n

Nk

∑
k

∑
i

1

exp
(

E−F
kBT

) + 1
[E − Ei(k)], (A3)

where n is the number of electrons per state, Nk is the number
of k points, and [E − Ei(k)] is the theta function. The con-
ductivity σαβ is a symmetric second-rank 3 × 3 tensor with
nine unique coefficients [Eq. (A4)],

[σ ] =
⎡
⎣σαα σαβ σαγ

σβα σββ σβγ

σγα σγβ σγγ

⎤
⎦. (A4)

In BTE, σ is derived from the integral over the energy
of the product of the negative partial derivative of the Fermi
Dirac distribution with respect to energy (∂ f0/∂E ). The trans-
port distribution function [χ , Eq. (A5)] is the product of the
band velocities [vi,α (K ) = ∂Ei(K )/∂kα] indexed over each
band combination, i and j,

�αβ (E ) = τ
∑

K

1

NKV

∑
i, j

vi,α (K )v j,β (K ). (A5)
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FIG. 10. Effect of finite displacement on the valence band (VB) projected density. The optimized VB is plotted in purple, while the density
resulting from +M (red) and −M (blue) finite displacement is shown for the four worst modes at 300 K. The VB projected density matrices
are plotted as an isosurface with an isovalue of 0.03.

In the constant relaxation time approximation, � includes a
time τ that approximates the mean charge-carrier lifetime.
Through the paper, τ is assumed to be 2 fs to match what
has been predicted for similar organic materials [52,53].

APPENDIX B: DETERMINING THE PRINCIPAL
TRANSPORT AXES FROM BTE CALCULATIONS

For isotropic conductors, Ohm’s law is defined as J = σE,
where σ is the conductivity, E is the direction of the applied
electric field and J is the current from the applied field. As
the current is not necessarily parallel to the applied field, the
anisotropic form of Ohm’s law is

Jα = σαβEβ. (B1)

With this, the electrical current can be determined from an
applied field with a set of arbitrary defined Cartesian basis

vectors, x, y, and z. The current density vector depends on all
of the electric field components simultaneously,

jx = σxxEx + σxyEy + σxzEz, (B2)

jy = σyxEx + σyyEy + σyzEz, (B3)

jz = σzxEx + σzyEy + σzzEz. (B4)

This makes the electrical conductivity a second-rank 3 × 3
tensor with the number of coefficients depending on the
symmetry of the crystal. For higher symmetry crystals, the
off-diagonal terms may vanish and the diagonal terms can
even become equivalent.

With the symmetric second-rank 3 × 3 conductivity tensor,
i.e., σαβ = σβα , it is possible to transform the arbitrary basis
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vectors into a set of principal axes to simplify the current
vectors to

j1 = σ11E1, (B5)

j2 = σ22E2, (B6)

j3 = σ33E3, (B7)

where σ11, σ22, σ33 ≡ σ1, σ2, σ3. To do this, the tensor is di-
agonalized to satisfy the secular equation, |σ − λI| = 0. The
resulting eigenvalues, or principal values, that satisfy the
equation are labeled in the text as σ1, σ2, and σ3.

APPENDIX C: FINITE NORMAL-MODE
DISPLACEMENTS OF UNIT CELLS

In periodic crystalline systems, the temperature-dependent
dynamic structural disorder can be simply and efficiently de-
scribed by the normal-mode basis at the � point of a particular
crystal. The inclusion of phonon dispersion beyond the �

point is important, but the cost of evaluating such effects often
prohibits it in practice [61]. Recent evaluation of the full Bril-
louin zone shows that �-point analyses can underestimate the
effect of dynamic disorder [39]. At the � point of a crystal, the
total number of normal modes is determined by the number of
spatial dimensions multiplied by the number of atoms in the
primitive/unit/super cell, minus the three zero-energy transla-
tional modes (3N − 3). Each normal mode, represented by i,
has a quantized energy (eigenvalue, h̄ωi) and an eigenvector

(a displacement matrix, +/ − M) that describes how each
atom of the cell moves as a function of time. In this study,
the harmonic approximation was used to displace the atoms
in either positive (+M) or negative (−M) directions. In either
direction, the energies are assumed to be equivalent for small
displacement amplitudes. The matrix elements of the Hessian
(i.e., the second derivatives of the energy) were determined
numerically with the analytical gradients. Frequencies were
determined by diagonalizing the mass-weighted Hessian. The
resulting eigenvectors are the normal modes [43,44].

The displacement amplitudes of each normal modes are
determined from the uncertainty in the positions from the
operator �x̂n. The displacements are correlated to temperature
according to

�x̂n = �x̂0

√
(2n + 1)

=
√(

h̄

2mω

)(
2

eh̄ω/kBT − 1
+ 1

)
.

(C1)

In this expression, �x̂0 is the uncertainty in the positions
at the zero-point energy level, n is the Bose-Einstein occu-
pation number, T is the temperature, ω is the normal-mode
frequency, m is the reduced mass of the normal mode, h̄ is the
reduced Planck’s constant, and kB is Boltzmann’s constant.
The conductivity and mobility changes for each normal mode
can be evaluated at the extrema of the uncertainty displace-
ments at any finite temperature. In the limit where n = 0,
the displacements are equivalent to a quantum mechanical
zero-point energy asymptote.
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