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We study localization and many-body localization transition in one-dimensional systems in the presence of
deterministic quasiperiodic potential. We use single-particle excitations obtained through single-particle Green’s
function in real space to characterize the localization to delocalization transition. A single parameter scaling
analysis of the ratio of the typical to average value of the local density of states (LDOS) of single-particle
excitations shows that the critical exponent with which the correlation length ξ diverges at the transition point
ξ ∼ |h − hc|−ν , coming from the localized side, satisfies the inequality ν � 1 for the noninteracting Aubry-Andre
(AA) model. For the interacting system with AA potential, we study single-particle excitations produced in
highly excited many-body eigenstates across the MBL transition and found that the critical exponent obtained
from finite-size scaling of the ratio of the typical to average value of the LDOS satisfies ν � 1 here as well.
This analysis of the local density of states shows that the localization and MBL transition in systems with
quasiperiodic potential belong to a different universality class than the localization and MBL transition in
systems with random disorder where ν � 2. In complete contrast to this, finite-size scaling of the level spacing
ratio is known to support the same universality class for MBL transitions in systems with quasiperiodic as
well as random disorder potentials. For the interacting systems with quasiperiodic potentials, though finite-size
scaling of the level spacing ratio shows a transition at hlsr

c which is close to the transition point obtained from
LDOS within numerical precision, the critical exponent obtained from finite-size scaling of level spacing ratio is
ν ∼ 0.54 in close similarity to the MBL systems with random disorder.

DOI: 10.1103/PhysRevB.109.094204

I. INTRODUCTION

Transport properties of a system are significantly influ-
enced by disorder. Any tiny quantity of disorder is sufficient
to localize all the single-particle states in a noninteracting
system in one dimension with quenched random disorder [1].
However, it is feasible to see a localization to delocalization
transition even in one dimension in models with determinis-
tic quasiperiodic potentials, such as the Aubry-Andre (AA)
model [2] and models with Fibonacci potentials [3]. These de-
terministic models have lately been investigated in the setting
of many-body localization (MBL) both theoretically [4–14]
and experimentally [15–19] in the presence of interactions.
Despite active ongoing research in the field, the nature of the
delocalization to MBL transition in these systems remains a
mystery.

Finite-size scaling characteristics of the MBL transition in
systems with AA potential have been studied previously us-
ing numerical exact diagonalization [7,13,20,21]. Finite-size
scaling of bipartite entanglement entropy and the standard
deviation in entanglement entropy, under the assumption that
the correlation length diverges as a power law at the transition
point ξ ∼ |h − hc|−ν , were performed to find the critical ex-
ponent ν < 1 but close to one [7]. Later studies on finite-size
scaling of entanglement entropy and sublattice fluctuations
in magnetization obtained ν = 1.1 for similar system sizes

[20]. In a more recent analysis of the finite-size scaling of the
level spacing ratio across the MBL transition in interacting
AA model, a much smaller critical exponent of ν = 0.54 was
obtained [13]. In complete contrast to these numerical stud-
ies, real space renormalization group calculation predicted
a critical exponent ν = 2.4 [9] and a similar exponent was
obtained from the analysis based on local integral of motion
for quasiperiodic MBL systems [22]. Thus there is no con-
sensus on the value of the correlation length critical exponent
and the universality class to which the MBL transition in
quasiperiodic systems belongs to.

A major issue in understanding the nature of the MBL tran-
sition in quasiperiodic systems is the lack of any generalized
criterion like Chayes-Chayes-Fisher-Spencer (CCFS) [23]
which is applicable for continuous transitions in systems with
fully random disorder. For systems with quasiperiodic poten-
tial, CCFS criterion does not hold but there is an analog of the
relevance-irrelevance Harris-criterion [24] for quasiperiodic
systems known as Luck criterion [25]. According to Luck
criterion, a continuous transition in a clean d-dimensional
system is stable with respect to the quasiperiodicity in the
system if the correlation-length critical exponent ν > 1/d
[25]. But situations in which the transition is caused by
quasiperiodicity itself and the clean system does not undergo
any transition, relevance-irrelevance Luck criterion should
not be applied. The MBL transition in quasiperiodic systems
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should, in principle, belong to a different universality class
than the MBL transition in random disordered systems. Un-
like the deterministic quasiperiodic potential, MBL systems
with random disorder occasionally exhibit regions of very
weak and large disorder. In systems with random disorder,
these uncommon regions are known to be significant close
to the MBL transition [26–30] while these rare regions are
absent in deterministic quasiperiodic systems. Second, while
the delocalized side of systems with quasiperiodic potential
has ballistic dynamics for the noninteracting case and super-
diffusive dynamics for the interacting case [12,31,32], the
delocalized side of systems with random disorder exhibits
diffusive dynamics. MBL transition in quasiperiodic systems
must therefore be distinct from MBL transition in random
systems.

In this work, we study a one-dimensional system of
fermions in the presence of AA potential [2]. We examine
the system in the limit of no interaction as well as in the
presence of nearest neighbor repulsion. We mainly explore
the universal properties of single-particle excitations across
the localization and MBL transitions. To the best of our
knowledge, single-particle excitations have not been explored
so far for systems with AA potentials. For the many-body
interacting system, we compute single-particle Green’s func-
tion in real space in highly excited many-body eigenstates
of the system and analyze the corresponding local density of
states (LDOS). We demonstrate that the finite-size scaling of
the ratio of the typical to average value of the LDOS yields
correlation length critical exponent ν � 1 for the interacting
as well as noninteracting system. This should be compared
with the finite-size scaling of single-particle LDOS for the
MBL system with random disorder for which νrand � 2 in
consistency with the CCFS criterion [33]. Further for MBL
systems with quasiperiodic potentials finite-size scaling of
the level spacing ratio shows ν ∼ 0.54 which is consistent
with earlier study on the AA model [13] and is also very
close to the exponent obtained for MBL systems with random
disorder [33,34]. Additionally, the transition point obtained
from level spacing ratio hlsr is smaller than that from the finite
size scaling of LDOS hc. This difference in transition points
was also observed for MBL systems with random disorder
[33] although the width hc − hlsr of the intermediate phase is
comparatively smaller for MBL systems with quasiperiodic
potential.

The rest of the paper is organized as follows. In Sec. II,
we introduce the model explored in this work. In Sec. III,
we study single-particle LDOS for the noninteracting model
and perform finite-size scaling analysis using the cost function
formalism. In Sec. IV, we study single-particle LDOS and
level spacing ratio for the interacting AA model. We perform
finite-size scaling for both the quantities. In Sec. V, we sum-
marize our results and conclude with some remarks and open
questions.

II. MODEL

We study a model of spin-less fermions in one-dimension
described by the following Hamiltonian:

H = −t
∑

i

[c†
i ci+1 + H.c.] +

∑

i

hini +
∑

i

V nini+1 (1)

with periodic boundary conditions. Here t is the nearest neigh-
bor hopping amplitude fixed to be one here, V is the strength
of nearest neighbor repulsion between Fermions and hi is
the on-site potential of the form hi = h cos(2πβi + φ) where
β =

√
5−1
2 is an irrational number and φ ∈ [0, 2π ) is a random

phase taken from a uniform distribution. We study this model
at half-filling of fermions. In the noninteracting limit (V = 0),
hi corresponds to the Aubry-Andre potential [2] which has
a delocalization-localization transition at h = 2t [2,35]. The
model in Eq. (1) has been studied extensively in the context of
MBL, theoretically [4,7–13,20,21] as well as experimentally
[15–19,36]. However, to the best of our knowledge, the anal-
ysis of the single-particle excitations and the corresponding
LDOS to characterize the MBL phase and to understand the
nature of the localization transition has not been explored so
far for this model and this is the main focus of our work.

III. LDOS FOR NONINTERACTING
QUASIPERIODIC MODELS

In this section, we discuss local density of states for the
noninteracting AA model of Eq. (1). The LDOS for the non-
interacting model is given by ρi(ω) = ∑

n |	n(i)|2δ(ω − En)
where En are the eigenvalues of the Hamiltonian in Eq. (1)
for V = 0 and 	n(i) are the corresponding eigenfunctions.
We introduce a small infinitesimal η to broaden the delta
functions into Lorentzians such that ρi(ω) = 1

π

η|	n(i)|2
(ω−En )2+η2 . We

chose η to be a few times the average eigen value spacing.
The typical value of LDOS ρtyp(ω) is obtained by calculating
the geometric average over the lattice sites, energy bin and
various independent disorder configurations while the average
value ρavg(ω) is obtained by simple arithmetic average over
sites, energy bin and a large number of independent disorder
configurations obtained by changing the random phase φ in
Eq. (1). Figure 1 shows the ratio of typical to average value
of the LDOS ρtyp(ω)/ρavg(ω) for ω ∼ 0 as a function of
disorder strength h. For small values of h, ρtyp ∼ ρavg and as h
increases, typical value reduces faster than the average value.
For h � 2, ρtyp/ρavg is very small and shows a clear decrease
as the chain size increases. Thus single-particle excitations are
suppressed on the localized side resulting in vanishingly small
values of the typical LDOS while the excitation typically
propagate over large length scale on the delocalized side. One
sees a clear transition at h = 2 as expected in this noninteract-
ing AA model and ρtyp/ρavg acts as a good order parameter to
distinguish the delocalized phase from the localized phase.

We perform finite-size scaling of ρtyp(ω = 0)/ρavg(ω = 0)
assuming that the characteristic length scale diverges with
a power law ξ ∼ |h − hc|−ν at the localization transition
point hc. As a result a normalized observable X obeys the
scaling X [δ, L] ∼ X̄ (δL1/ν ) with δ = h − hc. For the nonin-
teracting disordered system, it is well known that ρtyp(ω =
0)/ρavg(ω = 0) ∼ L−aX̄ (δL1/ν ) at the localization transition
point; where a is related to the position of peak in the sin-
gularity spectrum [37–39]. To have a quantitative estimate
of the scaling collapse, we calculate the cost function for
X = Laρtyp(ω = 0)/ρavg(ω = 0) as

CX =
∑Ntotal−1

j=1 |Xj+1 − Xj |
max{Xj} − min{Xj} − 1, (2)
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FIG. 1. Noninteracting AA model. First panel shows the ratio of the typical to average LDOS ρtyp/ρavg at ω = 0, as a function of the
disorder strength h. The data presented have been obtained for η equal to twice the average level spacing and has been averaged over
500–8000 independent disorder configurations for L = 10946–377, respectively. Second panel shows the cost function CX for X = La[ρtyp(ω =
0)/ρavg(ω = 0)] as a function of the correlation length exponent ν for hc = 2t for various values of a. The minimum of the cost function occurs
at ν ∼ 1.48 for a = 0.18. Third panel shows the finite-size scaling of the ratio of the typical to average LDOS, La[ρtyp/ρavg], at ω = 0. A good
scaling collapse is observed close to the transition point and even away from it on the localized side of the transition. Green curve shows the
asymtotic behavior of ρtyp

ρavg
∼ (hc − h)β with β = aν ∼ 0.26.

where Ntotal is the total number of values of {Xi} for various
values of disorder h and system sizes L [33,40,41]. Each Xi is
a disorder averaged quantity over a large number of disorder
realizations. One has to sort all Ntotal values of Xi according
to increasing values of (h − hc)L1/ν which is then used in
Eq. (2) to obtain the cost function CX . If X is a smooth mono-
tonic function of (h − hc)L1/ν , then

∑Ntotal−1
j=1 |Xj+1 − Xj | =

XNtotal − X1 = max{Xj} − min{Xj}. Thus, in case of an ideal
collapse, CX → 0 but for a practical purpose here we look for
a minimum of CX which is always positive.

For the noninteracting AA model, since the transition point
hc is already known, we use the known value of the transition
point, hc = 2t , and calculate the cost function for various
values of the exponent ν. Middle panel in Fig. 1 shows the
cost function CX vs the critical exponent ν. The cost function
has a minimum at a = 0.18 and ν ∼ 1.48 > 1. The value of ν

is consistent with earlier works on AA model which predicted
ν � 1 based on finite-size scaling of inverse participation
ratio (IPR) [35]. In the third panel of Fig. 1, scaling collapse
of ρtyp(ω = 0)/ρavg(ω = 0) is presented. A good quality of
scaling collapse is obtained close to the transition point and
even away from it on the localized side of the transition.
Ratio of typical to average DOS ρtyp(ω = 0)/ρavg(ω = 0)
continuously goes to zero at hc = 2t with the asymptotic form
(hc − h)β with β = aν ∼ 0.26 as shown in the third panel of
Fig. 1.

IV. NATURE OF MBL TRANSITION
IN QUASIPERIODIC SYSTEMS

In this section, we study single-particle Green’s function in
real space for interacting AA model in Eq. (1). We will mainly
focus on the Green’s function calculated for the eigenstates
in the middle of the many-body spectrum. This is because
MBL transition involves highly excited many-body eigen-
states [42–44]. Many-body eigenstates in the middle of the
spectrum get localized in the end as the disorder strength is
increased for a fixed strength of interaction. Density of states
for the model in Eq. (1) is sharply peaked in the middle of
the spectrum and hence an infinite temperature limit, which
basically gives average over the entire spectrum, will also have

a dominant contribution from states in the middle of the spec-
trum. Thus we calculate single-particle Green’s function for
E = En−Emin

Emax−Emin
∼ 0.5. The Green’s function in the nth eigen-

state is defined as Gn(i, j, t ) = −i�(t )〈	n|{ci(t ), c†
j (0)}|	n〉

where i, j are lattice site indices. The Fourier transform
of Gn(i, j, t ) in the Lehmann representation can be written
as

Gn(i, i, ω) =
∑

m

|〈	m|c†
i |	n〉|2

ω + iη − Em + En
+ |〈	m|ci|	n〉|2

ω + iη + Em − En
.

(3)

Here if |	n〉 is the nth eigenstate of the Hamiltonian in Eq. (1)
for Ne particles in the chain, states |	m〉 used in the first
(second) terms in Eq. (3) are obtained from the diagonaliza-
tion of Ne + 1 (Ne − 1) particle systems. We would like to
emphasize that unlike in the noninteracting case, for the inter-
acting system there may not exist a general relation between
the finite-size scaling of LDOS and inverse participation ratio
(IPR) in the Fock space. Note that though we are calculating
Gn(i, i, ω) mainly for many-body eigenstates in the middle of
the spectrum, the Lehmann sum in Eq. (3) still runs over all
values of Em. All the data shown for the interacting model are
for V = t . η is a positive infinitesimal and is set to be a small
finite value for sufficient broadening of the delta function into
Lorentzian. Since many-body eigenstates in the MBL phase
are multifractal, a careful choice of η is required [45]. Typical
value of the LDOS depends on the broadening η. In the ther-
modynamic limit, in the localized phase the typical value of
the LDOS scales proportionally to η while in the delocalized
phase the typical LDOS is independent of η. For a finite size
system, this independence of typical LDOS in the delocalized
phase is seen for a range of η between the average value of
the level spacing of a system of size L and the average level
spacing of the system of size equal to the correlation length
[45–47]. For a finite size system, we fix an η to be larger than
average level spacing such that for small values of h, ρtyp is
independent of η and for very large values of h, ρtyp increases
with η for various system sizes under consideration. This is
consistent with the approach used in most of the numerical
works, e.g., Refs. [48–50].
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FIG. 2. Interacting AA model. First panel shows the ratio of the typical to average LDOS ρtyp/ρavg at ω = 0, as a function of the disorder
strength h. The data shown have been obtained from Green’s function calculated in the middle of the many body spectra with E ∼ 0.5 for
η = 0.01 and has been averaged over 50–10 000 independent disorder configurations for L = 18–12, respectively. Second panel shows the
cost function CX for X = ρtyp(ω = 0)/ρavg(ω = 0) as a function of the correlation length exponent ν and the critical disorder strength hc.
Third panel shows the finite-size scaling of the ratio of the typical to average LDOS ρtyp/ρavg at ω = 0. We find hc ∼ 3.94 and ν ∼ 1.21 from
minimization of the cost function as shown in Fig. 3.

Figure 2 shows the ratio of the typical to average value
of the LDOS for interacting AA model as a function of dis-
order strength h for various system sizes. In close similarity
to the noninteracting case, for weak disorder ρtyp(ω = 0) ∼
ρavg(ω = 0) with the ratio being close to one. However, the
ratio increases as the system size increases for small values
of h in contrast to the noninteracting weak disorder case.
As the disorder strength increases, ρtyp(ω = 0)/ρavg(ω = 0)
decreases and becomes vanishingly small in the MBL phase.

We further calculate the cost function defined in Eq. (2) in
the h − ν plane as one needs to determine the transition point
hc as well as the critical exponent ν for the interacting model.
To determine the exact position of the transition point hc and
the critical exponent at the transition point, the cost function
C(hc, ν) is minimized with respect to ν for each value of hc

and various values of a. This results in Cν
min which has been

plotted as a function of hc in the left panels of Fig. 3. The
global minima with respect to hc is obtained by finding the
minima of Cν

min as a function of hc. Similarly, minimizing the
cost function with respect to hc for each value of ν results in
Ch

min vs ν plot shown in the right panels. The global minima
with respect to ν is obtained by finding the minima of Ch

min
with respect to ν. As one can see from Fig. 3, that the cost
function has a minimum at hc ∼ 3.94, a ∼ 0, and ν ∼ 1.21.
Any nonzero value of a increases the cost function in most of
the parameter regime. With these values of hc and ν we obtain
a very good quality scaling collapse of the data as shown in the
third panel of Fig. 2, especially in the vicinity of the transition.

FIG. 3. Minimum of the cost function Cν
minm

as a function of the
disorder strength h for various values of a for ρtyp(ω = 0)/ρavg(ω =
0) for the interacting AA model. The right panel shows Ch

minm
as a

function of the correlation length exponent ν.

This shows that even in the interacting AA model, critical
exponent ν > 1. Interestingly the value of ν obtained is very
close to that obtained in earlier work from finite-size scaling
of bipartitie entanglement entropy and sublattice magnetiza-
tion [20].

We also analyzed the finite-size scaling of the level spacing
ratio averaged over the entire spectrum, which is frequently
used to study the MBL transition. Figure 4 shows the level
spacing ratio rn = min{
n,
n+1}

max{
n,
n+1} with 
n = En+1 − En as a
function of h for various system sizes. The data shown have
been obtained by averaging over the entire spectrum for a
given disorder configuration and then averaged over a large
number of independent disorder configurations. As expected,
for weak disorder ravg is close to the average value for Wigner-
Dyson distribution and for strong disorder ravg is close to the
average value for a Poisson distribution. The cost function
calculated using Eq. (2) is shown in the middle panel of Fig. 4.
A proper minimization procedure of the cost function, shows
that the minimum occurs at hlsr = 3.527 and νlsr = 0.537,
as shown in Fig. 5. This value of exponent ν is consistent
with the recent work on AA model [13] and is also very
close to the value obtained for the MBL systems with random
disorder [33]. Further, the critical exponent obtained from the
level spacing ratio is much smaller than that obtained from
the finite-size scaling of LDOS. We believe that, just like it
has been argued for MBL system with random disorder [33],
the level spacing ratio obeys dimensionality of the effective
Anderson model in Fock space and hence might have critical
exponent ν � 1/dF where dF ∼ L is the typical connectivity
of the Fock space configurations resulting in exponents ν < 1
for MBL systems with AA model as well as random disorder.
Finite-size scaling of LDOS, on the other hand, provides very
different values of the exponent for MBL systems with AA
model and random disorder [33]. It is important to notice that
the scaling collapse for level spacing ratio using the param-
eters obtained from the minimization of the cost function is
not as good as the collapse for the ratio of typical to average
values of LDOS and may be improved by studying larger
system sizes.

Another important observation to be made here is that
the transtion point hc obtained from the finite-size scal-
ing of LDOS is consistent with the predictions from local
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FIG. 4. First panel shows the disorder-averaged level spacing ratio, ravg, as a function of disorder strength h at V/t = 1 for various system
sizes for the interacting AA model. Data shown have been averaged over 50–10 000 disorder configurations for L = 18–12, respectively.
Second panel shows the cost function CX for X = ravg as a function of the correlation length exponent ν and the disorder strength hc. The
minimum of the cost function occurs at ν ∼ 0.537 at hlsr ∼ 3.527. The third panel shows the finite-size scaling of the disorder-averaged level
spacing ratio.

integrals of motion for the interacting AA model [22] and
is slightly larger than the transition point obtained from level
spacing ratio hlsr . Studies on spin chains using time dependent
variation principle have also found the transition point from
density imbalance to be larger than the one obtained from
level spacing ratio [10]. One possible explanation for this may
be that the two quantities have different approach to the ther-
modynamic limit and the two transition points should come
closer for bigger system sizes. In MBL systems with random
disorder, where hc − hlsr is much larger [33] compared to
what we have observed for the interacting AA model, rare
region effects [26–30] are supposed to be the reason behind
this intermediate phase. This difference in the two transition
points for the MBL systems with random disorder is also
consistent with the scenario of system-wide rare resonances
[51]. But in deterministic model that we are studying here,
there are no rare regions of disorder and hence what may
be the mechanism behind an intermediate phase or a cascade
of transitions for the interacting quasiperiodic models, is not
obvious. Thus we believe that the two transition points should
merge as the system-size increases.

V. CONCLUSIONS AND DISCUSSIONS

In this work, we investigated the characteristics of the
localization and MBL transition in deterministic quasiperi-
odic AA chains. In particular, we calculated the local density
of states (LDOS) of single-particle excitations across the
delocalization-localization transition in the interacting as
well as noninteracting systems. For the interacting system,
we analysed single-particle excitations generated in highly

FIG. 5. Interacting AA model. Minimum of the cost function
Cν

minm
for ravg as a function of the disorder strength h. The right panel

shows Ch
minm

as a function of the correlation length exponent ν.

excited many-body eigenstates. We performed finite-size scal-
ing of the ratio of the typical to average value of the LDOS,
assuming that the characteristic length scale ξ diverges as
a power law at the transition point ξ ∼ |h − hc|−ν . In the
noninteracting as well as interacting quasiperiodic systems,
we found the critical exponent ν � 1 which is consistent with
the IPR scaling for noninteracting AA model [35] and the
finite-size scaling of bipartite entanglement entropy for the
interacting AA model [20].

We also studied level spacing ratio of consecutive eigen-
values for MBL systems with quasiperiodic AA potential.
Finite-size scaling of level spacing ratio under the assumption
of power-law divergence of the correlation length gives ν ∼
0.54. Interestingly, the value of ν for quasiperiodic system is
very close to that obtained for the MBL system with random
disorder [33,34]. It is well known that ν resulting from level
spacing ratio severely violates the CCFS criterion for MBL
systems with random disorder. One of the potential causes
of this might be that the level spacing ratio obeys dimen-
sionality of the effective Anderson model in the Fock space
[33] rather than the physical dimension of the system. Also
the transition point obtained from level spacing ratio hlsr is
always smaller than hc obtained from LDOS for systems with
quasiperiodic as well we random disorder. Whether the two
transitions will merge in the thermodynamic limit needs to be
explored.

Intuitively, one would expect the MBL transition in
quasiperiodic systems to be in a different universality class
than the MBL transition in systems with random disorder.
MBL systems with random disorder have rare regions of very
weak and large disorder while the deterministic quasiperiodic
potential does not have those rare regions. The delocalized
side of the random disorder systems have diffusive dynamics
while the delocalized side of the systems with quasiperiodic
potentials have superdiffusive dynamics. In complete contrast
to this, from the finite-size scaling of the level spacing ratio,
the MBL systems with random disorder and quasiperiodic
potential seems to belong to the same universality class. Our
finite-size scaling analysis of the LDOS reveals a clear dis-
tinction between the MBL systems with quasiperiodic and
random potentials. According to the finite-size scaling of
LDOS ν � 1 for MBL systems with quasiperiodic potential,
whereas ν � 2 for MBL systems with random disorder [33]. It
would be interesting to come up with more physical quantities
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which can support these findings and can help in understand-
ing the nature of the MBL transition in quasiperiodic systems.

ACKNOWLEDGMENTS

A.G. would like to acknowledge A. D. Mirlin for many
insightful discussions and critical comments. A.G. would also
like to acknowledge V. Ravi Chandra and Atanu Jana for dis-
cussions on related projects. Y.P. would like to acknowledge

the National Research Foundation of Korea for the financial
assistance. We acknowledge National Supercomputing Mis-
sion (NSM) for providing computing resources of PARAM
Shakti at IIT Kharagpur, which is implemented by C-DAC
and supported by the Ministry of Electronics and Information
Technology (MeitY) and Department of Science and Tech-
nology (DST), Government of India and SINP central cluster
facilities.

[1] P. W. Anderson, Phys. Rev. 109, 1492 (1958).
[2] S. Aubry and G. André, Ann. Isr. Phys. Soc. 3, 133 (1980).
[3] J. Vidal, D. Mouhanna, and T. Giamarchi, Phys. Rev. Lett. 83,

3908 (1999).
[4] S. Iyer, V. Oganesyan, G. Refael, and D. A. Huse, Phys. Rev. B

87, 134202 (2013).
[5] X. Li, S. Ganeshan, J. H. Pixley, and S. Das Sarma, Phys. Rev.

Lett. 115, 186601 (2015).
[6] R. Modak and S. Mukerjee, Phys. Rev. Lett. 115, 230401

(2015).
[7] V. Khemani, D. N. Sheng, and D. A. Huse, Phys. Rev. Lett. 119,

075702 (2017).
[8] S. Xu, X. Li, Y.-T. Hsu, B. Swingle, and S. Das Sarma, Phys.

Rev. Res. 1, 032039(R) (2019).
[9] S.-X. Zhang and H. Yao, Phys. Rev. Lett. 121, 206601 (2018).

[10] E. V. H. Doggen and A. D. Mirlin, Phys. Rev. B 100, 104203
(2019).

[11] F. Weiner, F. Evers, and S. Bera, Phys. Rev. B 100, 104204
(2019).

[12] Y. B. Lev, D. M. Kennes, C. Klöckner, D. R. Reichman, and C.
Karrasch, Europhys. Lett. 119, 37003 (2017).

[13] A. S. Aramthottil, T. Chanda, P. Sierant, and J. Zakrzewski,
Phys. Rev. B 104, 214201 (2021).

[14] Y. Prasad and A. Garg, Phys. Rev. B 105, 214202 (2022).
[15] M. Schreiber, S. S. Hodgman, P. Bordia, H. P. Lüschen, M. H.

Fischer, R. Vosk, E. Altman, U. Schneider, and I. Bloch,
Science 349, 842 (2015).

[16] H. P. Lüschen, P. Bordia, S. Scherg, F. Alet, E. Altman, U.
Schneider, and I. Bloch, Phys. Rev. Lett. 119, 260401 (2017).

[17] T. Kohlert, S. Scherg, X. Li, H. P. Lüschen, S. Das Sarma,
I. Bloch, and M. Aidelsburger, Phys. Rev. Lett. 122, 170403
(2019).

[18] P. Bordia, H. Lüschen, and U. Schneider, Nat. Phys. 13, 460
(2017).

[19] H. P. Lüschen, P. Bordia, S. S. Hodgman, M. Schreiber, S.
Sarkar, A. J. Daley, M. H. Fischer, E. Altman, I. Bloch, and
U. Schneider, Phys. Rev. X 7, 011034 (2017).

[20] M. Lee, T. R. Look, S. P. Lim, and D. N. Sheng, Phys. Rev. B
96, 075146 (2017).

[21] X. Bu, L.-J. Zhai, and S. Yin, Phys. Rev. B 106, 214208 (2022).
[22] H. Singh, B. Ware, R. Vasseur, and S. Gopalakrishnan, Phys.

Rev. B 103, L220201 (2021).
[23] J. T. Chayes, L. Chayes, D. S. Fisher, and T. Spencer, Phys. Rev.

Lett. 57, 2999 (1986).
[24] A. B. Harris, J. Phys. C 7, 1671 (1974).
[25] J. Luck, Europhys. Lett. 24, 359 (1993).

[26] R. Vosk, D. A. Huse, and E. Altman, Phys. Rev. X 5, 031032
(2015).

[27] A. C. Potter, R. Vasseur, and S. A. Parameswaran, Phys. Rev. X
5, 031033 (2015).

[28] P. T. Dumitrescu, R. Vasseur, and A. C. Potter, Phys. Rev. Lett.
119, 110604 (2017).

[29] T. Thiery, F. Huveneers, M. Müller, and W. De Roeck, Phys.
Rev. Lett. 121, 140601 (2018).

[30] V. Khemani, S. P. Lim, D. N. Sheng, and D. A. Huse, Phys. Rev.
X 7, 021013 (2017).

[31] A. Purkayastha, S. Sanyal, A. Dhar, and M. Kulkarni, Phys.
Rev. B 97, 174206 (2018).

[32] Y. Prasad and A. Garg, Phys. Rev. B 103, 064203 (2021).
[33] A. Jana, V. R. Chandra, and A. Garg, arXiv:2212.8480.
[34] P. Sierant and J. Zakrzewski, Phys. Rev. B 99, 104205 (2019).
[35] Y. Hashimoto, K. Niizeki, and Y. Okabe, J. Phys. A: Math. Gen.

25, 5211 (1992).
[36] P. Bordia, H. P. Lüschen, S. S. Hodgman, M. Schreiber, I.

Bloch, and U. Schneider, Phys. Rev. Lett. 116, 140401 (2016).
[37] M. Janssen, Phys. Rep. 295, 1 (1998).
[38] E. Brillaux, D. Carpentier, and A. A. Fedorenko, Phys. Rev. B

100, 134204 (2019).
[39] J. H. Pixley, P. Goswami, and S. Das Sarma, Phys. Rev. Lett.

115, 076601 (2015).
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