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Imaging interfacial topography with coherent x-ray reflectivity
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The use of coherent x-ray reflectivity to image interfaces is illustrated using model calculations for three cases:
a thin film, a semi-infinite substrate, and a coherently strained epitaxial thin film. The intensities and phases of
the coherent scattering signals are calculated based on a fully atomistic model (where the phases are assumed
to have been recovered by a phasing algorithm). We describe the characteristics of the effective density that are
obtained by direct inverse Fourier transformation of the complex structure factors, using a window function to
define the data range. These effective densities include significant artifacts like oscillations and negative values
derived from the finite vertical momentum transfer of the window function. Two approaches are described to
extract the surface topography from the effective densities for three-dimensional visualization: (i) multiplying
the effective density by a phase factor and (ii) analyzing the data as a hybrid structure factor F(x, Q). The
explicit surface sensitivity and specificity of measurements is illustrated when the film or substrate Bragg peaks
are excluded. These considerations show that images of interfacial topography can be obtained using currently
available experimental capabilities with parameters corresponding to epitaxial thin films.
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I. INTRODUCTION

The use of x-ray coherence to image materials has led
to a revolution in the ability to observe and probe aperiodic
structures. After the conceptual definition of oversampling
by Sayre [1] and the development of phasing algorithms to
recover the unmeasured phase [2], Miao and Sayre [3] and
Miao et al. [4,5] demonstrated the concept of using diffuse
scattering to image nonperiodic structures through phase re-
trieval from measured intensities. This concept has since been
extended to individual crystalline nanoparticles [i.e., Bragg
coherent diffraction imaging (BCDI)] [6-8], interfacial coher-
ent scattering [9—11], as well as ptychographic reconstructions
of complex (crystalline and noncrystalline) extended struc-
tures [12—14]. Significant advances have also been made in
probing interfacial dynamics using x-ray photon correlation
spectroscopy (XPCS) [15], including observations during epi-
taxial growth [16-18] and etching [19]. Of these areas, the
use of coherent scattering to image interfacial structure and
topography is perhaps the least well developed and has been
hindered by inherently weak scattering signals coupled with
the limited coherent flux from third-generation x-ray sources.
The advent of fourth-generation x-ray synchrotron facilities
such as MAX-IV [20], the ESRF-EBS [21], the APS-U [22],
and other facilities is leading to increases of 2-3 orders of
magnitude in the coherent flux at hard x-ray energies [23].
In this context, the use of coherent x-rays to probe interfaces
will become increasingly powerful especially since interfacial
signals are weak and require a high flux to be observed.
Substantial improvements can be expected in the ability to
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probe interfacial dynamics with XPCS and more specifically
in its enhanced time resolution which can potentially reach
the microsecond time scale thanks to the signal-to-noise ratio
rising quadratically with the gain in coherent flux [24,25].
These advances in coherent sources will also strongly impact
the ability to image the extended structure and topography
of interfaces using variations of BCDI and ptychographic
imaging [23].

In their seminal work, Vartanyants et al. [9] demonstrated
the concept of imaging surface topography by laterally over-
sampling the reflectivity signal in the low-angle (i.e., Fresnel)
regime. Such measurements, which were performed at grazing
incidence, are challenged by the extended incident beam foot-
print that is intrinsic to the small grazing angle of incidence.
Zhu et al. [10] and Pierce et al. [11] extended this concept
to the crystal truncation rod (CTR) regime. While successful
in observing the location of steps, the height of each terrace
was not recovered. Also, the recovered amplitudes exhib-
ited nonuniform interfacial values from a nominally uniform
substrate. This likely derives from an important simplifying
assumption, in which they phased detector images obtained in
the reflection geometry using algorithms that were developed
to phase forward scattering data (i.e., near Q = 0). However,
there is an important difference between data obtained in
the forward scattering and reflection geometries. Scattering
intensities exhibit inversion symmetry, i.e., 1(Q) = I(—Q),
as defined by Friedel’s law [26], where Q is the momen-
tum transfer vector. In the forward scattering geometry, this
is apparent within any detector image since the range of
momentum transfer probed is centered on the origin of re-
ciprocal space. In contrast, detector images in a reflectivity
measurement are inherently asymmetric because the momen-
tum transfer within the detector plane (i.e., Ewald sphere) is
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FIG. 1. Scheme of a coherent reflectivity measurement: (a) A coherent incident beam (with a transverse size o},) is incident (at an angle o)
on an interface, defined by a height function h(x), with vertical and lateral lattice spacings of ¢ and a. The shape of the illuminated density is
defined by a combination of the top and bottom interfaces of the film as well as the lateral illumination defined by the beam (insets for the full
object and a detail of a single step). (b) Schematic of the reciprocal space structure (as a function of lateral and vertical momentum transfers
O, and Q,) including Bragg peaks (at O, = 0 and 27 /c), specular truncation rod (with a lateral width controlled by the beam illumination
within the surface plane o0,/ sin(6), where o, is the transverse width of the beam) and elongated speckles parallel to the crystal truncation rod
(CTR). The scattering geometry is shown (with incident k; and reflected ks beams), and the Ewald sphere (dashed line) indicates the range of

momentum transfers probed at a fixed scattering geometry.

centered on a point along the CTR and is tilted away from the
surface normal direction by the incident angle defined by the
specular reflection condition. Consequently, any asymmetry
in the measured detector image will be explained by the for-
ward phase retrieval algorithm by the inclusion of a complex
interfacial density for internal consistency but which will be
an artifact.

An important feature of interfacial scattering is that to-
pography is a pure phase object of the form exp[iQ.h(x)c]
[9,27-29], where Q, is the vertical momentum transfer, /4(x)
is the surface height function, an integer valued function of
position x, and c is the vertical lattice spacing (Fig. 1). Con-
sequently, it can be expected that topography will be encoded
in the phase of the interfacial scattering intensities. This has
been demonstrated in the use of x-ray reflection interface
microscopy (XRIM) in which the reflected surface topography
was imaged with an incoherent x-ray beam focused through an
objective lens [28]. This result shows that information about
the topography (i.e., the location of each step and the height
of each terraces) is encoded in the localized variation of the
spatially resolved reflected intensity across each step in the
recovered image and derives from the interference between x
rays reflected from these neighboring terraces [29].

Here, model calculations are presented to identify the
information content that can be obtained from coherent reflec-
tivity measurements once the complex phases of the scattered
intensities have been recovered through the use of phase re-
covery algorithms [30,31]. We consider the idealized case in
which the intensities are measured within an extended recipro-
cal space region of a one-dimensional (1D) crystalline surface
that is periodic within the surface plane (except for topo-
graphic variations in the surface height) and that is either finite
or semi-infinite along the surface normal direction (corre-

sponding to thin films, surfaces, and interfaces). The extension
to three-dimensional (3D) imaging of two-dimensional (2D)
interfaces is obvious. The focus of the discussion includes
(i) describing the characteristics of the effective densities ob-
tained from the inverse Fourier transform (FT) of complex
structure factors and (ii) extracting intrinsic characteristics
of the interfacial and thin-film topography from these effec-
tive densities. We also illustrate the mechanism of interfacial
specificity that derives from the effective density. We assume,
for simplicity and without loss of generality, that the termi-
nation of the substrate is the same at every surface site, i.e.,
the substrate density can be described by the same column of
density pco1, except for a vertical displacement by an integer
multiple of the layer spacing c, to describe the surface topog-
raphy A(x) (Fig. 1). For computational convenience, we also
assume that the lattice termination is bulklike, i.e., every atom
is in a bulk unit-cell position, although incorporation of real-
istic features such as surface relaxations and reconstructions
is straightforward.

II. COHERENT CTR SCATTERING FROM SURFACES
AND THIN FILMS USING KINEMATIC SCATTERING

Consider the case of a fully coherent x-ray beam (with
energy E) incident at an interface with a fixed angle «,
on an interfacial density p(x,z)= X;p;(x,z), where p; is
the atomic density of atom j located at [x, z] = [x}, z;] [as
shown schematically in Fig. 1(a)]. For simplicity, these calcu-
lations are limited to a 1D interface within the x — z plane
that corresponds to the scattering plane, where x is the in-
plane coordinates, while z is perpendicular to the surface
plane. The incident beam wave vector is k; = ku; (where
|k;| =k =E/hc and hc = 1973 evA) and u; is the unit
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vector corresponding to the incident beam direction defined
by «. These calculations assume a coherent beam illumination
magnitude having a Gaussian transverse shape A(x, xg, z) =
G{[(x — x9) — z/ tan(«)]/0p}, which characterizes the beam
intensity above and below the surface for a transverse beam
width o;,. The shape of the beam within the surface plane,
atz = 0, A(x, xg, 0), defines the surface illumination function
whose maximum corresponds to the beam position xj in the
surface plane and has a lateral size oy, = 0}/ sin(«). Here,
we consider the idealized case in which the beam is real
valued. The inclusion of a complex-valued beam profile (i.e.,
due to beam focusing) can be performed without any loss of
generality.

The film or surface has a lattice structure that is defined by
the lateral and vertical lattice spacings (a and c, respectively)
with a surface topography h(x) and either a semi-infinite
substrate or a finite film with a flat bottom surface (more
generally, the bottom surface has its own surface height func-
tion). These calculations assume a transverse beam width
0, = 20a (where a = 3 A), although the specific value of the
width is unimportant whenever the reciprocal space data are
oversampled to allow for the phasing of the intensities. The
product of the film density and the illumination field defines
the illuminated object that is being imaged [Fig. 1(a), inset].
Within this model, the object is bounded vertically by the
actual top and bottom interfaces of the film and laterally by
the finite width of the illumination function.

The scattering condition is defined by the vector mo-
mentum transfer Q= k; —k; =[Oy, O;] (Fig. 1). Within
kinematic scattering theory, the scattering signals are calcu-
lated by the structure factor F (Qy, Q;):

F(Q.. Q) = / A%, x0, 2)p(x, 2) expli(Qux + 0.2)1dz dx,

X,z

= Y A, x0,2)) p(xj, 7)) expli(Q x; + Q- 7))
J

=Y [i(Q) Axj, x0, 2) expli(Qy x; + Q- 2))].
J
()

Here, f;(Q) is the atomic scattering factor for atom j. The
scattering intensity can then be calculated as

1(Qx, 0.) = [F(Q, Q). 2)

The calculated intensities have features that are expected
for interfacial and thin-film scattering [as shown schemati-
cally in Fig. 1(b)], including the Bragg peaks at O, = 0 and
0, = 271 /c, a surface truncation rod (CTR) located at O, = 0,
and nonspecular (i.e., diffuse) scattering deriving from the
surface roughness (for |Q,| > 0). While the diffuse scattering
intensities would be largely featureless when probed by an
incoherent beam, they appear as speckles when probed with
a coherent beam. These speckles are laterally sharp (having
a width AQ, ~ 27 /oy, controlled by the lateral beam foot-
print op,) but elongated along the surface normal direction
[32]. Note that the use of Eq. (1) assumes that the scat-
tering intensities and structure factors are defined solely by
the momentum transfer Q and implicitly assumes that the
incident beam direction (e.g., angle of incidence) is fixed.

Instead, measurements typically sample reciprocal space by
systematically varying the incident angle.

III. IMAGING THIN FILM AND
INTERFACIAL STRUCTURES

A. Imaged structure as an effective density

Images of an interface probed by coherent x-ray scattering
are obtained in two steps: first by phasing the experimental
scattering intensities that define the magnitude of the complex
structure factor. Second, the unknown structure is imaged by
inverse FT, the complexed valued structure factor:

Pett (X, 2) = / W(Qx, Q)F (Qx, Q)
0:,0:

x exp[—i(Qwx + 0.2)1dQ, dQ,

=W(x,2) ® p(x, 2). (3a)
W(x,2) = fouS 0:W (Qx, Qz) exp[—i(Qux + Q:2)]d Q. d O,
(3b)

Here, we define F (Qx, Q:) = [1(Qx, Q1'% expli®(Qx, 0.1,
where [I(Qy, Q.)]"/? is the structure factor amplitude and
d(Q,, Q,) is the associated phase (i.e., recovered by a phasing
algorithm). In this expression, the integration range includes
all reciprocal space. However, the measurement range is indi-
cated by a window function W(Q,, Q). Since the choice of
W (Qy, O;) has a direct impact on the details of the recovered
object, we refer to the recovered density as an effective den-
sity, a reminder that it is necessary to explicitly account for
those details in interpreting the resulting image and to extract
the characteristics of the original object from the effective
density. This is emphasized in the second part of Eq. (3),
where the effective density can also be written as the con-
volution of the intrinsic density p(x, z) and the real-space
window function, W (x, z), which is the FT of the reciprocal
space window function W (Qy, Q,). From this perspective, it
is apparent that the finite range of the measurement can have
a direct bearing on the details of the effective density.

B. Imaging thin films

We begin with the case of scattering from an unsup-
ported film, as the structure factor can be calculated directly
from Eq. (1). Three thin-film structures are considered
[Figs. 2(a)(i)-2(a)(iii)] to illustrate the key features of coher-
ent interfacial x-ray imaging. These include (i) a flat thin-film
structure with N, = 15 layers, illuminated by an x-ray beam
at an incident angle of 45°; (ii) a rough film with a variable
surface height [defined by the height function A(x)]; and (iii)
the same rough film illuminated by a beam at an incident
angle of 90° which maintains the same lateral footprint and
whose magnitude produces the same flux. Consequently, the
results in Figs. 2(a)(iii) are directly comparable with those in
Figs. 2(a)(i) and 2(a)(ii). The illuminated volumes (i.e., the
product of the density with the illumination) are shown in
Fig. 2(a), and the corresponding intensities calculated numeri-
cally using Eq. (3) are shown in Fig. 2(b). For the uniform thin
film [Fig. 2(b)(1)], the intensities show the expected behavior
with a laterally narrow CTR that connects the thin-film Bragg
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FIG. 2. Illuminated structures, reciprocal space structure, and effective densities: (a) Illuminated thin-film structures for (i) a flat thin film
and (ii) a rough film (both with an incident beam illumination at @ = 45°), and (iii) the same rough film with vertical illumination (o = 90°).
The uniform film is 15 unit cells thick, and the roughness corresponds to changes in the surface height of —1c and —2c, as shown. (b) Reciprocal
space structures presented as calculated scattering intensities (shown as log,([/(Q, Q)]), calculated using Eqgs. (1) and (2). The white box is
the region of interest (ROI) used to sample the scattered intensities (Qo, = 0.50g, Q. = 0.7Q0g, where Qg = 27 /c is the momentum transfer
at the Bragg peak position). (c) The recovered images corresponding to the real part of the effective densities for each of the illuminated

structures shown in (a) with a threshold of 10% of the maximum density.

peaks at O, = +27 /c and whose lateral size is controlled by
the in-plane width of the illumination function o3,. The CTR
also shows intensity oscillations along the specular rod with a
period AQ, = 27 /Ngimc corresponding to the thin film hav-
ing a thickness of Ngj, = 15. In addition, these oscillations
are skewed (i.e., the locations of the minima in O, depend on
the value of Q,) as a direct result of the tilted incident beam
illumination A(x, xg, z).

As expected from the discussion concerning Eqgs. (1) and
(2), the scattering intensities for the film with a rough surface
[Fig. 2(b)(ii)] also include diffuse scattering in the form of
speckles that are laterally sharp (but broader than the CTR
due to the smaller average size of the illuminated surface
domains with respect to the beam footprint) and elongated
along the surface normal direction. The role of the incident
beam direction is illustrated by comparing these results to
the intensities obtained from the same rough film with an
incidence beam at normal incidence [Fig. 2(b)(iii)], where the
calculated scattering intensities are nearly identical to those
for the tilted beam [Fig. 2(b)(ii)] except for differences near
the thin-film Bragg peaks and the surface truncation rod. Most
notably, the Kiessig fringes along the specular rod are tilted to

be orthogonal to the incident beam direction. In comparison,
the diffuse scattering signals at momentum transfer values
away from the specular truncation rod appear to be unaf-
fected by the choice of the beam direction. This illustrates that
these interfacial coherent scattering signals along the CTR are
sensitive not only to momentum transfer Q but also to the
specific beam direction « and that care needs to be considered
properly for these details.

The effective densities [Fig. 2(c)] are obtained by inverse
FT of the complex structure factor using a window func-
tion that includes a broad segment of the CTR along Q,
[white boxes in Fig. 2(b)]. For this example, the region of
interest (ROI) is centered vertically at Qp, = %QB (where
O = 27 /c) with a vertical window size 6Q, = 0.7Qp and
laterally at Qy, = O with a lateral window size §Q, = 1.2 /a.
Inclusion of the mirrored window, centered at Q = —Q, (not
shown), ensures that the effective density is a real-valued
function. These images show the positive real-valued part of
the effective densities with a threshold corresponding to 10%
of the maximum effective density. The effective density of the
flat film [Fig. 2(c)(i)] shows the two flat and counterpoised
surfaces of the film that are sharp but also include multiple
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fringes along the surface normal direction z. As expected, the
top and bottom surfaces are laterally displaced, corresponding
to the regions of the film that are illuminated by the incident
beam. This image can be compared with the effective density
obtained for the rough film [Fig. 2(c)(ii)], which is essentially
the same in all respects except that the height of the top sur-
face varies with position, directly following the topography of
the original surface object (while the bottom surface remains
unaffected). This confirms that the reflectivity data, properly
phased, images the topography of an isolated film, albeit
with artifacts corresponding to negative densities and layers
of effective density that are parallel to the surface (these are
discussed in more detail below). Finally, the image obtained
from the nontilted beam with the rough surface [Fig. 2(c)(iii)]
is essentially identical to that obtained with the tilted beam,
except that the lateral location of the bottom surface is shifted
laterally corresponding to the intersection of the beam with the
bottom surface. These differences are controlled by the small
differences in the skewness of the oscillations on the specular
rod, most notably near the film Bragg peak, as identified
above. In other words, these images immediately reveal that
the coherent CTR signals are not only interface sensitive, but
they are also interface specific (i.e., they derive only from the
interface).

It is useful to consider the resolution of the data in in-
terpreting these images. A simple estimation of resolution
can be obtained from the range of reciprocal space that is
probed (i.e., the same consideration that defines a microscope
resolution from its numerical aperture [33]), which can be
written §r &~ 2 /§Q. These images therefore have a vertical
resolution of ~1.1¢, while the lateral resolution is ~1.7a. The
lateral atomic layer spacing within the crystal is therefore not
resolved, and the interfaces are seen as a continuous density
within the surface plane. In contrast, the vertical resolution
nearly resolves the individual atomic layers, but the images
display what appears to be a single layer that defines the
surface plane. The generality of this observation is explained
below (Sec. III F).

C. Imaging the interface of a semi-infinite crystal

Extending these observations to a semi-infinite crystal re-
quires a closed-form expression for the structure factor of
a coherent CTR. The distinguishing character of a coherent
CTR is the explicit inclusion of the spatial extent of the inci-
dent beam rather than the laterally infinite plane-wave beam
that is normally assumed. A closed-form expression for the
case of a flat semi-infinite crystal can be derived in the limit
of a simple lattice having a flat and bulklike termination in
which all atoms in a given column are identical and separated
by the bulk layer spacing c (the extension to the case where
the substrate unit cell has multiple atoms can be accounted
for by inclusion of a unit cell form factor). The difference in
the illuminated structure between subsequent layers involves
a vertical shift of the layer (corresponding to a single layer
spacing c¢) and a lateral shift of the illumination function, by
c/tan(«), where « is the angle of incidence [the illuminated
structure is shown in Fig. 3(a)]. From these considerations, the
coherent CTR form factor for the specular truncation rod can

(a)

Height, z

(b)

3nlc

2nlc A
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7lC A

Height, z

Qp, = 0.8Qg, 50z = 0.2Q4 02

Position, x

FIG. 3. Role of the region of interest (ROI) on the imaged ef-
fective density: (a) [lluminated semi-infinite interface (with the same
surface roughness from Fig. 2 and o« = 45°) and (b) the associated
reciprocal space structure (displayed as log;,[/(Qx, Q)] and calcu-
lated using Egs. (1) and (2). Three ROIs are indicated (white box:
Qo, = 0.508, 60, = 0.703; red-dashed box: Qy, = 0.50g, 80, =
0.2; yellow-dashed box: Qp, = 0.80g, 60, = 0.20y, where QOp =
27 /c is the momentum transfer at the substrate Bragg peak position).
The real part of the effective densities for the three ROIs are shown
in (c)—(e) with a threshold corresponding to 10% of the maximum
density.

be derived:

Aoexp{—(Qx o3x)*}exp(iQyxo)
1- CXp{—i[QZ - Qx/tan(a)]c} ’

where Ag is a scale factor. Comparing this expression with
that for incoherent reflectivity, i.e., the well-known CTR form
factor, Ferr = 1/[1—exp(—iQ,c)] reveals that the coherent
CTR has a Debye-Waller term, exp[—(Q, Opy)? /2], that de-
rives from the lateral extent of the beam o}, an overall phase
exp(iQyxp) that is controlled by the beam position xy. The de-
nominator of the CTR term contains the term Q, — O,/ tan(«)
rather than Q, which accounts for the tilt of the beam.

Within the assumption of an ideal bulklike terminated sur-
face, the structure factor of a rough surface can be obtained by
making use of the additivity properties of the structure factor:

Feetr(Qx, Q7)) = 4)

Frough = Fecrr + AE’ough’ (53)
AFougn(Qx Q) = ) fi(@)A(x;, x0, /) A0,
J
x expli(Qurj + Q:z))).  (5b)

Here, AFouen(Qx, Q;) is a differential structure factor that
adds or removes atoms from the surface to create a rough sur-
face. Consequently, AQ; is the change in occupation factor of
each atom j, with respect to the flat surface (i.e., AO; =1 or
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—1 corresponds to atoms that are added on top of, or removed
from within, a flat surface, respectively). Through this ap-
proach, we can calculate the scattering intensities [Fig. 3(b)]
using the same surface topography considered above (Fig. 2).
The similarity in the diffuse scattering intensities of the rough
semi-infinite surface (Fig. 3) and the rough film (Fig. 2) is
immediately obvious and expected since the bottom surface
of the film did not contribute to those signals, but there are
notable differences from the thin films. These include a CTR
that consists of continuous vertical streaks (rather than the
modulated intensity along Q). Also, the CTR is laterally
split near the anti-Bragg condition (i.e., at Q, =n/c) due to
tilted rods of intensity that originate from the Bragg peaks
(at Q, = 0 and Q, = Qg, where Qg = 27 /c) associated with
the local miscut of the illuminated surface. Finally, the sharp
substrate Braggs peaks are asymmetrically broadened with
tilted diffuse streaks in the direction transverse to the beam
direction. The effective density [Fig. 3(c)] is recovered using a
window function [white box, Fig. 3(b)] that is the same as that
used for the case of the thin film [Fig. 2(c)]. This image shows
an effective density that appears identical to that obtained for
the case of the thin film except for the absence of the bottom
interface.

This calculation scheme enables us to evaluate the role of
the window function on the effective densities for a rough
semi-infinite surface. The effective density (with a threshold
of 10% of the maximum density) obtained from the large
window located at the anti-Bragg position [Fig. 3(c), Qp, =
0Og/2 and §Q, = 0.7Q0g] is compared with a smaller window
function centered (i) at the anti-Bragg condition [Fig. 3(d),
at Qp, = Op/2, with §Q, = 0.20g, and a corresponding res-
olution of §r = 5c¢] and (ii) at an arbitrary location [Fig. 3(e),
Qo, = 0.805, with §Q, = 0.20g]. In all cases, the interfacial
topography can be clearly seen as a vertical shift of the effec-
tive density, although the details of the effective density are
distinct for the three choice of window locations. The choice
of a smaller vertical window size leads to an image with
more broadly distributed fringes along Q, [Figs. 3(d) and 3(e)]
consistent with its lower spatial resolution, suggesting that
interface is no longer well resolved in the vertical direction.
Note also that the spacing of the fringes along z depends
directly on the window location Qy,.

D. Extracting the surface height from the effective density

The results in the previous section reveal that inter-
face images obtained from coherent reflectivity data are
strongly influenced by the details of the experimental mea-
surement [i.e., the shape and location of the window function
W (Qx, O,)]. While such images may be useful in themselves
(since the topography can be inferred visually), it is valu-
able to extract quantitative information from these effective
densities. In this respect, there are two challenges to be ad-
dressed. First, the extended shape of the CTRs along the
surface normal (Q,) direction implies that the window func-
tion can lead to truncation artifacts in the effective density.
Furthermore, we can expect that the vertical window size will
typically be smaller than the spacing between Bragg peaks,
and therefore, the atomistic structural features of the inter-
face are unlikely to be resolved. In this section, we consider

approaches to extract the surface height function A(x) and
the effective illumination function A.¢ (x) from these effective
densities.

We begin by considering the real-space window function
W (z) along the surface normal direction. This can be calcu-
lated in general for a window location Q, and a window range

8Q; as

in(80.2/2 .

W (2) =exp(—iQp:2)8 Q- [%] = exp(—iQ0:2)Wo (2).
' (62)
in(80.,z/2

Wolz) = aQZ[%} (6b)

This function is complex because we considered only the
window at +|Qy.|. Here, Wy(z) is the equivalent expression
of the same window function centered at Qy, = 0. It controls
the broadening of the effective density as defined by the data
range §Q.. This is inherent to any imaging measurement and
is seen as an envelope function that broadens the effective
density. Equation (6) also shows that measurements centered
at nonzero Qy, lead to an additional phase factor exp(—iQ.z).
Since the effective density is the convolution of the density
with the window function [e.g., as shown in Eq. (3)], this term
leads to high-frequency modulations of the effective density.
Note that the periodicity of these oscillations is defined by the
choice of Qp, [as seen by comparing Figs. 3(d) and 3(e)]. For
example, the periodicity of the real-space window function at
Qo, =n/c is exactly twice the layer spacing 2c, as expected
from Eq. (6).

A strategy for dealing with these features can be adapted
from BCDI imaging [34]. There, measurements centered on
a Bragg peak (i.e., at Qyp = 27 /c = QOp) have sensitivity to
the layer density along the direction of the momentum trans-
fer vector. A continuous effective density is obtained with a
change of variables by using a reduced momentum transfer

q=0—0Qas
pere(z) = FT ' [F(QW(Q)] = exp [—iQoz] perr—0(2).  (7)

Here, per—0(z) =/ F(Qo + q)W(Qo + q) expl—igzldq is
the effective density that would be obtained by direct FT of
the data as if they were centered at the origin [i.e., Qy = 0;
i.e., by using a fast FT (FFT) of the data centered on the Bragg
peak]. That term then will be controlled primarily by the effect
of resolution broadening. Consequently, a continuous density
profile can be obtained from the effective density by

Pett—0(z) = exp [iQoz] pefr (2). (8)

Equation (8) reveals that an image of the effective density
without the contribution of the high-frequency oscillations,
deriving from data at finite Qy,, can be obtained by multiply-
ing the effective density by a phase factor exp[iQox]. This is
confirmed in Fig. 4, where the magnitude of (a) pef(z) and
(b) expliQoz]pett (z) are compared (for the case of Qy, =n/c,
80, = 2m /5c and 6Q, = 1.2 /a). The same topography can
be seen both without and with the phase correction, but the
image with the phase correction is a continuous function of
height z, and therefore, the location of the interface (i.e.,
the height of the maximum value of the effective density)
can more easily be determined. A plot of these two effective
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FIG. 4. Removing artifacts: Magnitude of the effective density
[obtained using the red region of interest (ROI) in Fig. 3, for a
reciprocal space window with Qg, = 0.5Q05, §Q, = 0.203g] both (a)
without and (b) with the use of a phase shift to remove the high-
frequency artifacts (shown with a threshold corresponding to 10%
of the maximum density). (c) A comparison of the real part of the
effective density (at the lateral location at x = 125 px) before and
after the phase shift, showing both positive and negative values of
the effective density as well as the extended oscillations away from
the interface location (located at a height z ~ 500 px).

densities as a function of height [Fig. 4(c)] confirms that the
phase-corrected density is the envelope function that defines
the extrema of the original uncorrected effective density hav-
ing high-frequency oscillations.

With these details in mind, we can now extract useful
information from the effective densities. Figure 5 shows the
magnitude of the phase-corrected effective densities obtained
by applying Eq. (8) to the effective densities shown in Fig. 3.
In all cases, the effective density now reveals the topography
without the fine-structure modulations associated with the
window function location Qp,. The surface height profile of
the effective densities is visually clear and can be extracted by
evaluating the height at which this function is maximized at
each surface position x or by calculating an average height by
numerical integration of the effective density along the z di-
rection < h(x) >= X,z0ef.0(X, 2)/ 2 Pett-0(X, 2), as shown in
Figs. 5(a)(iii), 5(b)(iii), and 5(c)(iii). The two approaches give
generally similar height profiles albeit with some differences
that are due to the finite pixel size of the image of the effective
density. The height obtained from the maximum value of the
effective density is expected to be less accurate.

The variation of the effective density magnitude is obtained
by vertically integrating the effective density [Figs. 5(a)(1),
5(b)(i), and 5(c)(i)] along the surface normal direction
Acif (X) = X peii-o(x, 2) [Figs. 5(a)(ii), 5(b)(ii), and 5(c)(iD)].
This quantity has two contributions. As might be expected,
the lateral shape reflects the illumination of the interface
(determined by the Gaussian shape of the incident beam
and its projected footprint). Superimposed on this Gaussian
beam profile are additional modulations that are associated
with the location of individual steps [dashed vertical lines,
Figs. 5(a)(ii), 5(b)(ii), and 5(c)(ii)]. While these modulations
are generally mild perturbations of the illumination func-
tion in Figs. 5(a)(ii) and 5(c)(ii), the recovered amplitude in
Fig. 5(b)(ii) shows a nearly complete node near x = 150 but
without any visible modulations near x = 170 and 220. This
is because the single and double step heights are exactly out
of phase and in phase at that specific scattering condition
Q,; =m/c. The sensitivity of these features to the details
of the step height and scattering condition is the same as
that in imaging interfacial topography using incoherent x-ray
beams (e.g., XRIM [28]). Since the structure factor amplitude
should be independent of position (except for the illumination
function) for a homogenous surface with topography, infor-
mation about topography from XRIM derives solely from
these interfacial modulations that are controlled by the local
phase difference between neighboring terraces, as described
previously [29].

E. Imaging epitaxial thin films

These ideas can now be extended to the case of an epitaxial
thin film. Here, the film structure is assumed to be conformal
and in lateral registry with the semi-infinite substrate but with
a larger vertical lattice spacing corresponding to the case of a
coherently strained film (afm = @, cfim = 1.1c¢). This strained
film has a thickness of 10 atomic layers with a scattering
factor that is 50% larger than the substrate fo am = 1.5f0
(Fig. 6). The calculated scattering intensities for this structure
are now substantially more complex than observed for the case
of either an isolated thin film (Fig. 2) or a bare surface (Fig. 3)
with the same topography. The intensities include both the
vertical oscillations corresponding to the film thickness but
also substantial lateral streaks emanating from the film Bragg
peak and associated Kiessig fringes because of the disruption
of the internal film structure due to the substrate topography.

The effective densities from this film are obtained for
two ROIs of the same size (6Q, = 0.5Q0p), one centered
at the substrate anti-Bragg condition [Qy, = 0.5Q0p, white
box, Fig. 6(b)] and the other at Oy, = 0.7Qg [yellow dashed
box, Fig. 6(b)] so that the ROI includes the thin-film Bragg
peak. The effective density for Qp, = 0.50g, both without
[Fig. 6(c)(1)] and with the phase shift [Fig. 6(c)(ii)], reveals
the top surface and film-substrate interface, very similar to
that obtained for an isolated thin film. One important differ-
ence is that the observed magnitude of the effective density
at the film-substrate interface is reduced by the destructive
interference between the film and substrate lattices. This can
be understood qualitatively by noting that no distinct interface
would be observed in the effective density in the limit where
the film has the same scattering factor and lattice spacing
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FIG. 5. Recovering the surface topography and effective illumination amplitude: Column (i) magnitude of the effective densities (with
a threshold set to 10% of the maximum density); column (ii) recovered amplitudes; and column (iii) height profiles obtained for the three
regions of interest (ROIs) in Fig. 3: (a) Qo, = 0.5Q08, 60, = 0.705; (b) Qp; = 0.50s, §Q, = 0.203; (¢) Qo, = 0.805, §Q, = 0.20g, where
Qg = 21 /c is the momentum transfer at the substrate Bragg peak position. The dashed vertical lines in the recovered amplitudes correspond

to the step locations.

as the substrate, a situation in which the two contributions
would exactly cancel. It is apparent from these images that we
can separately quantify the topography of the top and bottom
film surfaces using the approach described above (Fig. 5).
Therefore, we can expect that interfaces having a variable film
thickness (i.e., a nonconformal film) would be immediately
apparent by direct inspection of the phase-shifted effective
densities. In comparison, the effective density obtained with
an ROI at Qp, = 0.7Q0p (i.e., which includes the thin-film
Bragg peak) now images the full extent of the thin-film struc-
ture [Fig. 6(d)(i)], and the beam illumination is clearly seen
in the lateral variation of the effective density magnitude after
phase shift [Fig. 6(d)(ii)].

F. Mechanism for interfacial sensitivity

Since any density distribution can be written as a superpo-
sition of the contributions from individual atoms, the effective
density can also be viewed as the summation of the (complex
valued) effective densities from each atom. This is a useful
approach to understand how the reflectivity data for a defect-
free substrate or thin film only sees the interfaces (as indicated
by the effective densities) even though all atoms below the top
surface are illuminated by the incident beam. Consider the
specific example of imaging a single atom (i.e., along the z
direction). In the case where the measurement range does not
resolve the intrinsic shape of the atom, the atomic density can
be approximated as a delta function p(z)= §(z — zo). In this

case, we can derive the effective density:

Petr(x,2) = W(2) ® 8(z — 20)

= exp [—iQo:z] exp [—iQo:20]Wo(z — 20)-  (9)

Comparison with Eq. (7) shows that the effective den-
sity includes the usual interference function to account for
broadening Wy, centered at z = zp, multiplied by a phase term
exp[—iQy.z] (and a fixed complex phase exp[iQ,z0]). When
Qo; = 27 /c, the phase term modulates the density along z
with a period of c. Thus, for two atoms (or equivalently layers)
separated in z by a separation c, the two layers add construc-
tively since their phases at each position z are identical, with
a total density that is nearly double that of an individual layer
[Fig. 7(a)]. The summation of 15 atomic layers (as in the
example in Fig. 1) leads to a slab of density where the indi-
vidual atomic contributions are not observed but in which the
effective density includes oscillations that are observed both
within the slab and outside [Fig. 7(b)]. In contrast, the same
analysis for Qg = /c (i.e., the midzone position) shows that
the effective density of neighboring atoms has a relative phase
shift of 7 at every point, leading to destructive interference.
The sum of the effective densities of the two neighboring
atoms therefore has a node at the midpoint between the two
atoms [black line, Fig. 7(c)] and exhibits two peaks that do
not coincide with the location of either atom (blue dots).
When extended to 15 layers, the effective density exhibits
peaks near the top and bottom interfaces with additional small
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FIG. 6. Imaging supported thin films: (a) Illuminated semi-
infinite interface (with the same surface topography from Fig. 2
and o =45°) with a 10-layer-thick epitaxial film with a verti-
cal lattice spacing cqm = 3.3. (b) the associated reciprocal space
structure (shown as log,,[/(Qx, Q)] and calculated using Egs. (1)
and (2)). Two regions of interest (ROIs) are indicated (white
box: Qo, = 0.505, §Q, = 0.505; yellow-dashed box: Qy, = 0.70sg,
80, = 0.50g, where Qg = 27 /c is the momentum transfer at the
substrate Bragg peak position). The real part of the effective density
is shown in rows (c) and (d), respectively, both (i) without and (ii)
with the phase shift described in Fig. 4.

oscillations throughout the displayed range [Fig. 7(d)], reveal-
ing the interfacial specificity of the effective density (i.e., only
the interfaces are imaged under this condition). The shape of
these peaks becomes independent of the sample size once the
top and bottom interfaces are separated in the effective den-
sity. Note also that the peaks at the top and bottom interfaces
of the 15 layer film have a magnitude that corresponds to N%
of that for an individual atom. Furthermore, the peak position
of the interfacial density is maximized at locations % of a
lattice spacing outside of the top and bottom layers of the film
corresponding to the inflection point for the corresponding
continuous density profile. This is fully consistent with the
observation that the complex structure factor of a CTR at
Q. =m/c has a value of % of that corresponding to a single
atomic layer and a phase factor corresponding to an outward
displacement of c¢/2. Therefore, the phase for the individual
atomic contributions to the density leads to effective densities
that image only the interfaces of the 15-layer-thin film.

G. Spatially resolved hybrid structure factor F (x, Q,)

In the previous section, we have emphasized the imag-
ing of an interfacial topography from the phased coherent
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FIG. 7. Effective density as a superposition of atomic contribu-
tions: The complex effective densities for (a) two atoms (indicated as
blue dots) separated by a lattice spacing c, as imaged at Qy, = Qg and
§Qq; = %QB. The effective density magnitude is indicated by lines
and its phase is indicated by the line color. The magnitude of the sum
of the two effective densities (black line) shows that these effective
densities add constructively because their phases are the same at each
point within the central peak (vertical dashed lines). (b) Effective
density for 1 and 15 layer films (blue and black lines, respectively)
with atoms separated by ¢ from data measured at Qp, = Qg (actual
atom locations are indicated by blue dots). (c) The effective density
for the same two atoms separated by a lattice spacing ¢, as imaged
at Qg, = %QB with a range §Q, = %QB. Note that the two atoms are
out of phase by 7 at every point within the central peak (see dashed
lines at the atom positions), and therefore, the two effective densities
(black line) add destructively, and the sum cancels at the midpoint
between the two atoms. (d) Effective density for 1 and 15 layer films
with atoms separated by ¢ and measured at Qy, = %QB (black line).

scattering data through examination of the effective density
in direct space and showed how the surface topography can
be extracted from those images directly. However, when the
interfacial structure becomes more complex (e.g., with spa-
tially variable interfacial structures, such as an interface with a
thin-film coating whose thickness varies with position), it may
not be possible, in general, to infer the relevant information
from the real-space images. For instance, while the top and
bottom interfaces of a thick film likely can be fully resolved,
this information may become ambiguous for thin films that
are not well resolved by the data. Consequently, it may be
advantageous to analyze the data in reciprocal space. That is,
the data can be viewed as a spatially resolved structure factor
that can be obtained by inverse FT of the phased structure
factors within the surface plane (or equivalently the FT of the
effective densities along the direction normal to the interface):

Fhgbria (X, Q2) = FT H{F (Qx, Q2)} = FT{ perr(x, 2)}. (10)

Here, FTZ?: { } indicates the inverse FT within the surface plane
(i.e., along Q,). This hybrid structure factor (along with the
recovered phase information) then can be analyzed at any
position on the surface x using an appropriate model. For ex-
ample, the signal within an area of interest could be examined
through a model-dependent analysis (like a traditional CTR
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FIG. 8. The effective density as a hybrid structure factor: (a)
The hybrid structure factor (as a function of position x and vertical
momentum transfer Q,) corresponding to the region of interest (ROI)
at Qgp, = 0.80g, 60, = 0.2053. (b) Plot of the magnitude and (c) the
phase of the hybrid structure factor at two positions [indicated in
(a) by the vertical green and red dashed lines]. (d) Effective density
magnitude (obtained by integrating the hybrid structure factor along
Q.). (e) Vertical phase gradient of the hybrid structure factor, corre-
sponding to the surface height A(x).

analysis but also using the recovered phases). In principle, one
could analyze the structure at every nanometer-scale laterally
resolved position within the approximately micron-sized illu-
mination region. This can provide ~10° to 10° independent
CTRs to reveal the nanometer-resolved interfacial structure
at a level of detail comparable with that currently used to
understand spatially homogenous interfaces using incoherent
reflectivity.

To illustrate this concept, we use this approach to extract
the surface height profile and beam illumination for the same
results from Fig. 3 that were obtained above through direct
analysis of the effective density per (Fig. 5). The hybrid
structure factor is shown in Fig. 8(a), as a function of lateral
position x and vertical momentum transfer Q.. Here, the ver-
tical extent of the data is defined by the vertical reciprocal
space window (with Qp, = Qg and §Q, = 0.20Qg), while the
lateral extent of the data (along x) is controlled by the beam
illumination. Plots of the phase and intensity at two points on
the surface [indicated by red and green vertical dashed lines,
in Fig. 8(a)] show the increasing intensity of the CTR as a
function of Q. and the cutoff of the window function near
Q.=14and 1.9A! [Fig. 8(b)] defined by the ROIs of the
original data. The integrated area of this signal at each position
is then plotted as a function of position [Fig. 8(d)], where we
recover the same amplitude that was obtained directly from
the effective densities.

The scattering phase as a function of Q. is shown
[Fig. 8(c)] at the same two locations on the surface. As can
be seen, the phase gradient as a function of Q, is clearly
different for the two positions. Considering a system with
a locally uniform surface but with a variation of interfacial
topography, a simple structure factor model (ignoring beam
illumination) suggests that the hybrid structure factor for a
surface with a variable height /(x) should have a functional

form of F (x, Q,) =~ Fctr(Q;) expliQ;h(x)c]. This implies that
the structure factor phase will vary as ¢ = Q,h(x)c, and con-
sequently, h(x)= (1/c) d¢/dQ,. The recovered height profile
[Fig. 8(e)] provides the same topographic information ob-
tained by analysis of the phase-corrected effective density
(Fig. 5). While this simple example shows how the topo-
graphic information can be obtained from the hybrid structure
factor, extensions of this same approach could be used to un-
derstand more complex interfacial details (e.g., film thickness,
composition).

H. Experimental details/kinematics

We have so far used simulated data in which the individ-
ual pixels are arranged on an orthogonal grid, as is required
for efficient transformation of the data between reciprocal
and direct spaces by using FFTs. Specifically, phase retrieval
algorithms require, at minimum, a twofold oversampling to
provide a unique and robust retrieval of the phases [3,4,35].
The oversampling ratio is calculated as the ratio of the real-
space Fourier window size 27 /§Q (where §Q is the data point
spacing in reciprocal space) to the sample size.

In an actual experiment, the data are registered through
a rocking scan, consisting in varying slightly the incidence
angle by small angular steps 8y to record a series of 2D parallel
slices of the diffracted intensity distribution with the detector
around a specific point of the reciprocal space. In the resulting
dataset, the arrangement of data pixels within a given detector
image (defined by the directions ur; and urpp, within and
transverse to the scattering plane) is not orthogonal to either
the momentum transfer Qo or the scan direction u/,. This is a
consequence of the tilt of the Ewald sphere (i.e., the detector
plane in reciprocal space). For specular reflectivity, the Ewald
sphere is tilted by an angle o with respect to the momentum
transfer [Fig. 9(a)]. As a result, the data are collected in a
nonorthogonal reference frame, and their inversion will pro-
duce a distorted image of the object. A general solution for
this issue accounts for the nonorthogonal reference frame of
the data defined by the vectors u,, and ur) into an orthogonal
reference frame [36,37].

Here, we provide a brief description of the oversampling
constraints as a function of the beam size o}, film thick-
ness Ay, the angular size of the detector pixels 8,9, and
the rocking scan point spacing §p for the case of specular
reflectivity [Fig. 9(b)]. The detector angular pixel spacing
829 defines the reciprocal space sampling frequency within
the detector plane. Thus, the pixel spacing in reciprocal
space AQt; = kb9 corresponds to a real-space window size
Arr) = 2w /AQr in that direction [Fig. 9(b)]. The degree of
oversampling is then determined by the ratio of this window
size with the sample size projected onto the detector plane
(i.e., transverse to the exit beam) o, + 2A ¢ cos(a). In this ex-
pression, the first term is due to the incident beam illumination
of the surface, and the second term accounts for the finite film
thickness A, [Fig. 9(b)]. An m-fold oversampling condition
Arri = m[op + 2Af cos(ar)] then determines the necessary
detector pixel size:

2

82 = . 11
¥ = nklop + 24 cos (@)] (112)
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FIG. 9. Assessing conditions for oversampling: (a) Sampling of
the reciprocal space near the specular reflection condition through
a rocking scan. The Ewald sphere (blue lines) indicated for multi-
ple incident angles around « is tilted with respect to the direction
momentum transfer Qo, and scanned along u,. The inset at right in-
dicates the nonorthogonal detector pixel arrangement. (b) Schematic
of the real-space Fourier window size (black lines) within the surface
and detector planes (Ar,, and Arpp). Also shown is the imaged
object. The size of the illuminated surface (bold red line) is controlled
by the incident beam width (03,) and the subsurface film thickness A,
(pale blue region). Projections of the illuminated sample size within
the surface plane and transverse to the reflected beam direction are
indicated for the case without and with a surface film (red and blue,
respectively).

Similarly, the angular data point spacing in the rocking
scan &y corresponds to a reciprocal space sampling frequency
AQ,; = Qo606 along u,,. The resulting lateral Fourier window
size in real space is Ar;; = 27w /AQ,,. This can be compared
with a lateral sample size of o3,/ sin(a) + Ay /tan(a). Con-
sequently, the condition for m-fold oversampling within the
surface plane (i.e., along x) becomes

i
mklop + Agcos(a)]

8y = (11b)

Notice that, in the limit of Ay =0, the two equations
are equivalent if §yg = 8,9/2. Furthermore, these relations re-
veal how a sample with a finite film thickness A, alters the
oversampling constraints with respect to a simple terminated
surface by requiring a smaller angular sampling of the data
(both 8,4 and §y) to maintain the same degree of oversampling
that would be achieved with an isolated surface.

There is one special case that is of interest. As seen in
Fig. 9, the oversampling condition within the detector plane
Arr; can be sufficient to image a projection of the sample
onto the detector plane. Therefore, interfacial imaging of a
surface using a single detector image would be possible as a
projection of the object observed from the detector perspec-
tive [10,11] in a similar fashion as that for Bragg projection

ptychographic imaging [32]. In this case, the interfacial image
reveals primarily the locations of steps and the local step
contrast (i.e., as shown in Fig. 5) in essentially the same way
as XRIM [28,29]. In contrast, the use of full 3D datasets, as
described above, maintains direct sensitivity to the interfacial
topography since it observes the surface as a 3D object.

We now consider the experimental constraints on a mea-
surement to ensure the oversampling of the intensities that
are needed to invert the scattering data. Specifically, we con-
sider the case of otavite (CdCOs3) films epitaxially grown
on dolomite (Ca;,;Mg;,2,COs3) substrates [38,39], with ver-
tical bulk lattice spacings of 2.96 and 2.88 A, respectively.
Measurements performed at a photon beam energy of E =
10 keV near a vertical momentum transfer corresponding to
the otavite thin-film Bragg peak (at Q. = 2.13 A~") would
have an incident beam angle of o = 12.1°. For the case
where the detector has a pixel size of §,, = 75 um positioned
Ryer = 1700 mm from the sample, the pixels subtend an angle
of 829 = 8px/Ruer (i-€., 0.0025°), corresponding to a spacing
in reciprocal space of Q1) = kdy = 2.2 x 107*A~! and a
window size of Arr; = 27 /6011 = 2.8 um. A rocking scan
that uses an angular point spacing 8y that is one-half of the cor-
responding to the detector pixel size (89 = d29/2 = 0.00125°)
corresponds to a lateral point spacing in reciprocal space
of 8011 = 00.8s = 2.2 x 107* A~ within the surface plane,
corresponding to a real-space window size Ar;, = 13.1um.
Consequently, the twofold oversampling condition is satisfied
if the beam size is smaller than half the Fourier window size
or 0, < 1.4 um (when there is no surface film) [2,4,35]). For
an interface that is coated with a 200-nm-thick film, the nec-
essary beam size is reduced to o, < 1.2 um. These focusing
conditions can be readily achieved with current x-ray optics,
including compound refractive lenses, x-ray zone plates, and
KB mirrors [40].

Another key experimental parameter is the degree of co-
herence of the beam and its effect on low signal-to-noise
ratio scattering systems such as interfaces [41]. In the case
of partially coherent beam in the transverse direction, we
expect, as described for BCDI [42], a blurring of the diffrac-
tion pattern which would lead to a loss of speckle visibility.
This effect reduces the spatial extent of the system which
can be reconstructed, which becomes comparable with the
transversal coherence length. Even for fourth-generation syn-
chrotrons, where the transversal coherence length is >10 um,
partial coherence considerations may need to be included in
the reconstruction strategies to improve the poor convergence
abilities of phase retrieval algorithms when inverting partially
coherent diffraction patterns [43—45]. In the case of partial
longitudinal coherence arising from an incomplete monochro-
maticity of the beam, the effect that we expect is like the one
produced by a pink beam. A pink beam consists of a beam
containing a finite bandwidth (AE/E = 1.3 x 1072) [16,46]
of the radiation spectrum. When a pink beam illuminates the
sample, there is not a single momentum transfer Q but a range
of them which is simultaneously probed. This could lead to
a method of sampling the reciprocal space corresponding to
a multiplexing of the intensity along the CTR. The scanning
of the beam wavelength rather than the rocking angle to sam-
ple the reciprocal space has also been explored in the BCDI
geometry [47].
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IV. CONCLUSIONS

In this paper, we describe how coherent x-ray data can
be used to image interfaces using 3D data volumes. In this
paper, we incorporate the relevant details of the measurement
using calculated scattering intensities obtained by atomistic
model structures. Coherent images of the interface obtained
from phased intensities of the truncation rod of a substrate
or thin film reveal an effective density corresponding to the
interface(s) if the associated Bragg peaks are not included.
While the surface topography A(x) is evident in the vertical
shift of the effective densities as a function of position x, the
specific shape of the effective densities are, however, strongly
influenced by the Q range that is used. This includes modula-
tions whose period is controlled by the average data window
location Qp and within an envelope function whose width is
controlled by the window range §Q. These features can be
removed by multiplying the complex effective density with a
phase factor, so that the interface is observed as a continuous
density profile, in which the surface height corresponds to the
location of the maximum of the density profile as a function
of height z at each point on the surface x. These ideas are illus-
trated for the case of an isolated thin film, a substrate surface,
and a coherently strained epitaxial thin film supported by a
substrate. The mechanism for interfacial sensitivity is assessed
with a simple model that considers the effective density as a

sum of the contributions from each layer in the lattice. We also
describe how the complex structure factors can be analyzed
as a hybrid structure factor (i.e., a spatially resolved CTR),
using the surface topography as an example. These results
demonstrate how interfacial structure and topography can be
understood once the phases of the measured intensities are
recovered with phase retrieval algorithms.
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