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Modulating near-field thermal transfer through temporal drivings:
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The traditional approach to studying near-field thermal transfer is based on fluctuational electrodynamics.
However, this approach may not be suitable for nonequilibrium states due to dynamic drivings. In our work, we
introduce a theoretical framework to describe the phenomenon of near-field heat transfer between two objects
when subjected to periodic time modulations. We utilize the machinery of the nonequilibrium Green’s function
to derive general expressions for the DC energy current in Floquet space. Furthermore, we also obtain the energy
current under the condition of small driving amplitude. The external drivings create a nonequilibrium state,
which gives rise to various effects such as heat-transfer enhancement, heat-transfer suppression, and cooling.
To illustrate these phenomena, we conduct numerical calculations on a system of Coulomb-coupled quantum
dots, and specifically investigate the scenario of a periodically driving electronic reservoir. In our calculations,
we employ the G0W0 approximation, which does not require self-consistent iteration and is suitable for weak
Coulomb interaction. Our theoretical formalism can be applied to study near-field energy transfer between two
metallic plates under periodic time modulations.
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I. INTRODUCTION

Near-field heat transfer between objects with nanoscale
separations has recently received significant attention due to
its potential in energy harvesting and thermal management
applications [1–7]. The theoretical treatment is typically for-
mulated within the framework of fluctuating electrodynamics,
which is based on the fluctuation-dissipation theorem by as-
suming a thermal equilibrium state for each object [8,9]. This
approach allows for the calculation of the near-field thermal
current between objects, taking into account their geometries,
material properties, and the frequency and polarization of the
electromagnetic fields involved [6].

Recently, there has been a growing interest in the use of
temporal modulation as a promising approach to control and
manage thermal radiation [10–23]. In the near-field regime,
Latella et al. reported on the shuttling effect between two
bodies with an oscillating temperature difference or photon
chemical potential difference. However, it is important to
note that this work assumes the two bodies are always in
thermal equilibrium [11]. Other recent studies have focused
on the time modulation of resonance frequencies to generate
synthetic electric and magnetic fields [19–21]. These studies
have reported nonreciprocity in the heat transfer transmission
function using quantum Langevin equations. It is worth men-
tioning that the validity of the fluctuation-dissipation theorem
has been assumed under certain conditions. Furthermore, the
manipulation of spatial coherence in thermal radiation has
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been achieved by using a time-modulated lossless layer on top
of a semi-infinite lossy substrate [17,18]. The time modulation
enables the spatial-coherence transfer and correlations be-
tween different frequency components. A quantum theoretical
formulation, based on macroscopic quantum electrodynam-
ics, has been proposed by assuming that the time-varying
susceptibility modulation is local in time [22]. This theory
predicts several nontrivial effects, including nonlocal correla-
tions between fluctuating currents, far-field thermal radiation
surpassing the blackbody spectrum, and quantum vacuum am-
plification effects.

In addition to the traditional theoretical formalism based
on fluctuational electrodynamics [9], a fully quantum theoret-
ical framework utilizing the nonequilibrium Green’s function
(NEGF) has been established to calculate the near-field heat
current mediated by charge fluctuations [24–30]. In this
work, we start from the microscopic Hamiltonian and extend
the NEGF formalism to study near-field energy transfer in
the presence of periodic time modulations. We derive gen-
eral expressions for the energy current in the Floquet space
without relying on the fluctuation-dissipation theorem. Ad-
ditionally, we expand the energy current up to the second
order of the driving amplitude. Using numerical calculations,
we demonstrate several effects induced by the driving, such
as heat-transfer enhancement, heat-transfer suppression, and
cooling in a system consisting of Coulomb-coupled quantum
dots.

The paper is structured as follows. In Sec. II, the model
Hamiltonian and the derivation of the energy currents from
two perspectives are presented. Some of the details are pro-
vided in the appendices. In Sec. III, we discuss the specific
scenario of small driving amplitude. Section IV is devoted
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FIG. 1. Schematic plot of the near-field energy transfer between
two objects by considering charge fluctuations. The two subsystems
where the electronic reservoirs serving as the heat baths are explicitly
shown are denoted by L and R. The average energy current flowing
out of heat bath α is denoted as ĪαB with α = L, R. With the external
driving applied to object α (driving Hamiltonian Ĥα), the average
energy current pumped into the object is ĪαD. There is a conservation
of energy current being expressed as Īα = ĪαB + ĪαD. It should be
noted that if the driving is only applied to the bath Hamiltonian ĤαB,
we have Īα = ĪαB.

to the numerical results of the system of Coulomb coupled
quantum dots, along with their physical interpretations. Our
work is summarized in Sec. V.

II. THEORETICAL FORMALISM

A. System and Hamiltonian

We investigate the near-field heat transfer between two ob-
jects by considering the contribution from charge fluctuations,
as shown in Fig. 1. The energy transport between the two
subsystems which are separated by a vacuum gap is mediated
by electromagnetic field. To facilitate energy transport, the
electronic reservoirs which serve as the heat baths in the sub-
systems are explicitly considered in the theoretical formalism.
This will become clear later when we derive the expression of
the energy current. The total Hamiltonian of the open quantum
system can be partitioned as

Ĥtot = Ĥe + Ĥφ + Ĥeφ. (1)

The electronic Hamiltonian is given by

Ĥe =
∑

α

(Ĥα + ĤαB + V̂αB + V̂ †
αB), (2)

where α = L, R denotes the two subsystems (see Fig. 1). In
the tight-binding model, the Hamiltonian of object α is

Ĥα =
∑
i, j∈α

hi jc
†
i c j, (3)

where i and j run over all the electronic sites of object α. The
electronic reservoir which provides the dissipation channel for
the energy current is considered in the Hamiltonian ĤαB with

ĤαB =
∑

k

εkαd†
kα

dkα. (4)

The coupling between object α and its corresponding reser-
voir is given by

V̂αB =
∑
k,i∈α

tkα,id
†
kα

ci, (5)

which means that an electronic reservoir is attached to every
site of the object. The degrees of freedom of the reservoirs
can be analytically integrated out and act as self-energies in
the electronic Green’s functions. Both Ĥα and ĤαB can be
time-dependent, depending on the problems to study. In our
numerical calculation in Sec. IV, we drive ĤαB by applying an
AC voltage bias to the electronic reservoir. To drive the object
Hamiltonian Ĥα via time-dependent electromagnetic fields,
the Peierls substitution which ensures the gauge invariance is
used. This substitution adds a scalar potential to the diagonal
term and also introduces a vector potential as a phase factor in
the hopping matrix elements with [31]

hi j (t ) = [hi j − e0ϕ(ri, t )δi j] exp
[ ie0

h̄

∫ r j

ri

dr · A(r, t )
]
. (6)

Here, ri represents the coordinates of electronic site i
and e0 denotes the elementary charge. The time-periodic
scalar potential ϕ(r, t ) can be achieved by applying a gate
voltage to semiconductor nanostructures, such as quantum
dots and quantum wires. In the case of two-dimensional
metallic materials, the scalar potential (or carrier density)
can be dynamically modulated using all-optical techniques
[32,33]. Additionally, the time-periodic vector potential
A(r, t ) can be realized by applying circularly polarized
light.

In the context of near-field energy transfer, retardation
effects due to the finite speed of propagation of electro-
magnetic fields can be disregarded. As a result, we do not
need to consider the vector potential arising from the trans-
verse component of the fluctuating electric currents, which
is responsible for the far-field thermal radiation. Instead, our
focus is on the scalar potential caused by the longitudinal
fluctuating electric currents [24,29,34–38]. The observation
that the Coulomb interaction is the primary mechanism for
near-field heat transfer between metals was first made by
Mahan [34].

The traditional approach to studying the Coulomb interac-
tion involves eliminating the scalar field and focusing on the
instantaneous interaction. However, in this work, we consider
the scalar field as a fundamental quantum operator and define
it in terms of the usual NEGF method [24,29]. This approach
allows us to treat the Green’s functions for electrons [as shown
in Eqs. (12) and (14)] and the scalar Coulomb field [as shown
in Eq. (26)] on an equal footing. Moreover, it also facilitates
discussing the symmetry properties of the Green’s functions
(see Appendix C). The Hamiltonian of the scalar Coulomb
field φ is given by [39]

Ĥφ = −ε0

2

∫
dr

{
[φ̇(r)]2/c2

0 + [∇φ(r)]2
}
. (7)

Here, ε0 is the vacuum permittivity. Due to the instantaneous
nature of the Coulomb interaction, the scalar field φ does not
have a free field dynamics and hence no conjugate momentum
from the perspective of quantum field theory. Therefore, a
fictitious speed of light c0 is introduced. We take c0 to infinity
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at the end of the calculations. For further details, we refer
to Ref. [29]. The Hamiltonian that describes the interaction
between the Coulomb field and electronic charges is given by

Ĥeφ = −e0

∑
i

ρiφ(ri ), (8)

where ρi = c†
i ci is the number operator at electronic site i with

coordinate ri, and e0 represents the elementary charge. In the
limit of c0 → ∞, this theory is equivalent to the instantaneous
Coulomb problem. The Hamiltonian Ĥφ + Ĥeφ captures the
electron-electron interaction expressed by

∑
i, j vi jc

†
i c†

j c jci/2
with the interaction strength vi j = e2

0/(4πε0|ri − r j |).
Below we derive the expressions for the DC energy cur-

rent from the perspectives of both electronic transport and
Coulomb field. The equivalence between these two perspec-
tives is proven in Appendix D and Appendix E. The main
result is presented in Sec. II C and Sec. III. One who is not
interested in electronic transport can skip Sec. II B without
losing any coherence.

B. Perspective from the electronic transport

We start deriving our formalism from the perspective of
electronic transport. The average energy current consists of
two components: one flowing out of the electronic reservoir
and the other pumped by the external drive (see Fig. 1). The
energy current flowing out of electronic reservoir α at time t
is calculated in the Heisenberg picture by

IαB(t ) = 1

ih̄
〈[Ĥtot (t ), ĤαB(t )]〉

= 1

ih̄
〈[V̂αB(t ) + V̂ †

αB(t ), ĤαB(t )]〉

=
∑
k,i∈α

〈tkα,iḋ
†
kα

ci + t∗
kα,ic

†
i ḋkα〉. (9)

The ensemble average is defined as 〈· · · 〉 = tr(ρ̂ · · · ), where
ρ̂ is the density-matrix operator. The time evolution of d†

kα
and

dkα is governed by the total Hamiltonian, as shown by

[d†
kα

, Ĥtot] = [d†
kα

, ĤαB] −
∑

i

t∗
kα,ic

†
i , (10)

[dkα, Ĥtot] = [dkα, ĤαB] +
∑

i

tkα,ici. (11)

By plugging these equations into Eq. (9), the contributions
from the second terms cancel with each other. It is worth
mentioning that the expression of Eq. (9) in terms of electronic
Green’s functions has been derived in many works before
[29,40,41]. We provide a brief sketch of the derivation for
completeness. By defining the following Green’s function on
the Keldysh contour with

Gi,kα (τ, τ ′) = 1

ih̄
〈T ci(τ )d†

kα
(τ ′)〉, (12)

where T is the contour time-ordering operator, the thermal
current can be expressed using the lesser component G<

i,kα as

IαB(t ) = −ih̄
∑
k,i∈α

[tkα,i∂t ′G<
i,kα (t, t ′)]|t ′=t + c.c. (13)

In this work, the time variables in Greek letters sit on the
Keldysh contour while those in Latin letters are normal ones.
We can express Gi,kα in terms of the Green’s functions of
object α and the corresponding isolated electronic reservoir,
Gi j and gkα , respectively, as

Gi,kα (τ, τ ′) =
∑

j

∫
dτ1Gi j (τ, τ1)t∗

kα, jgkα (τ1, τ
′). (14)

Using the Langreth rule [42], the energy current IαB(t ) can be
expressed as

IαB(t ) = − ih̄
∫ ∞

−∞
dt ′tr

[
Gr

α (t, t ′)∂t�
<
α (t ′, t )

+ G<
α (t, t ′)∂t�

a
α (t ′, t )

] + c.c. (15)

Here, the entries of Gα and �α are, respectively, Gi j and �i j

with �i j (τ, τ ′) = ∑
k t∗

kα,igkα (τ, τ ′)tkα, j . The superscripts <,
r, and a denote the lesser, retarded, and advanced components,
respectively. In this work, the symbol tr denotes trace over
electronic sites only. Note that the time derivatives are on the
electronic self-energies, and the positions are important for the
driven case.

We map to the Floquet space, which is explained in more
detail in Appendix A. Using Eqs. (A12) and (A13), the DC
component ĪαB ≡ ∫ T

0 dtIαB(t )/T with period T = 2π/� is

ĪαB =
∫

BZ

dE

π h̄
Re

[
Tr

(
EGr

α�<
α + EG<

α �a
α

)]
, (16)

where the symbol Tr denotes trace over both the electronic
sites and the Floquet spaces. It is a generalization of the Meir-
Wingreen formula [40,43] for the energy transport in Floquet
space under periodic modulation. Here and below, we use
the boldface letters to denote the matrices in Floquet space.
The entries of matrices E and F are, respectively, Emδm,n and
Fmn with Em = E + mh̄�. Note that the integration region is
restricted to the “first Brillouin zone” with −h̄�/2 < E �
h̄�/2, which is denoted as “BZ”. Equation (16) gives the
energy current flowing out of electronic reservoir α. It is
applicable in cases where the electronic reservoir or the object
are periodically driven, or both are driven.

In the scenario where the external drive is applied to object
α represented by Ĥα , the energy current pumped into system
α is given by

IαD(t ) =
∑
i j∈α

ḣi j (t )〈c†
i (t )c j (t )〉 = −ih̄ tr[ḣα (t )G<

α (t, t )].

(17)
Using Eq. (D6), the DC component becomes

ĪαD = 1

T

∫ T

0
ih̄ tr{hα (t )[∂t G

<
α (t, t )]}dt . (18)

Using Eqs. (A11)–(A13), we obtain its expression in the en-
ergy domain as

ĪαD =
∫

BZ

dE

2π h̄
Tr(hα[E, G<

α ]), (19)

where hα is a Toeplitz matrix in the Floquet space with entries

[hα]l p = 1

T

∫ T

0
hα (t )ei(l−p)�t dt . (20)
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The total near-field energy current is the sum of ĪαB and
ĪαD.

C. Perspective from the Coulomb field

We can also derive the expression of the energy current
from the energy density of the Coulomb field with

u = −ε0

2

{
[φ̇(r)]2/c2

0 + [∇φ(r)]2
}
. (21)

The conservation law in a differential equation form is ob-
tained as [29]

∂t u = −ε0
[
φ̇φ̈/c2

0 + ∇φ̇ · ∇φ
]

= −∇ · j + e0

∑
i

ρiφ̇(ri )δ(r − ri ), (22)

where we have set c0 to infinity, defined the Poynting vector
due to the Coulomb field as j = ε0φ̇∇φ, and used the Poisson
equation ∇2φ(r) = e0

∑
i ρiδ(r − ri )/ε0 with e0 the elemen-

tary charge. By integrating over volume and using Gauss’s
law, Eq. (22) can be rewritten as∮

α

〈 j〉 · dA = e0

∑
i∈α

〈ρiφ̇(ri )〉 −
∫

α

〈∂t u〉dr, (23)

where A is the surface that encloses object α. The left-hand
side describes the energy current mediated by the Coulomb
field. The right-hand side consists of two terms: the first
term describes Joule heating by longitudinal current, while
the second term describes the energy change rate of the dy-
namical Coulomb field. They are respectively denoted as Iα (t )
and Iαd (t ). We also refer to Iαd as the displacement energy
current. It is analogous to the displacement current in AC
electronic transport [44,45]. The displacement energy current
only exists in the Coulomb field and does not involve any
real energy transfer, which means that its DC component
vanishes, i.e., Īαd = 0. Therefore, the average energy cur-
rent flowing out of an object is solely contributed by Joule
heating.

In the time domain, the bare (unscreened) Coulomb poten-
tial V satisfies

ε0

(
1

c2
0

∂2

∂t2
− ∇2

)
V (rt, r′t ′) = e2

0δ(r − r′)δ(t − t ′). (24)

It is seen that e2
0V

−1 = −ε0∇2 under c0 → ∞. Using the
Poisson equation ∇2φ(r) = e0

∑
i ρiδ(r − ri )/ε0, we have

Iα (t ) = Re

{
ε0

∫
α

dr〈[∇2φ(rt ′)]φ̇(rt )〉|t ′=t

}

= Re

{
ih̄

∫
α

dr[V −1∂tW
<(rt, rt ′)]|t ′=t

}
, (25)

which can be expressed in terms of the dynamically screened
Coulomb potential defined on the Keldysh contour as

W (rτ, r′τ ′) = e2
0

ih̄
〈T φ(rτ )φ(r′τ ′)〉. (26)

The dynamically screened Coulomb potential is related to the
unscreened Coulomb potential V and the polarization function

 defined in Eq. (B13) through the Dyson equation as shown

in Eq. (B12). Using Eqs. (A11) and (A13), the average of Iα (t )
in the energy domain can be expressed as

Īα = Re

[∫
BZ

dE

2π h̄
Trα (EV −1W <)

]

= Re

[∫
BZ

dE

2π h̄
Trα (E�<W a + E�rW <)

]
, (27)

where Eq. (B23) has been used to get the second identity.
Equation (27) is one of the main results of this work. It is
similar in form to Eq. (16) where W represents the Green’s
function for the scalar field, analogous to the electronic
Green’s function G, and the polarization function � corre-
sponds to self-energy from electronic reservoir. The relation
Īα = ĪαB + ĪαD is proven in Appendix D and Appendix E. Us-
ing the symmetries in Eq. (C2), we can alternatively express
Īα as

Īα = 1

2

∫
BZ

dE

2π h̄
Trα[E�<W a + E�rW < − (� ↔ W )].

(28)

III. THE CASE OF SMALL DRIVING AMPLITUDE

To gain a more intuitive physical understanding, we con-
sider the case where the driving amplitude is small. By
considering up to the second order of the driving amplitude,
the polarization function can be expanded as

�γ
α = �γ 0

α + �γ 1
α + �γ 2

α , (29)

with γ =<, r, a. Here, �γ 0
α represents the polarization func-

tion in the absence of external driving. The drivings induce
�γ 1

α and �γ 2
α , which are proportional to the first and

second order of the driving amplitude, respectively. Both
�γ 0

α and �γ 2
α are diagonal in Floquet space. On the other

hand, the term �γ 1
α is tridiagonal and its value depends

on the phase of the external driving. Using Eq. (B23),
the dynamically screened Coulomb potential is thus
expanded as

W γ = W γ 0 + W γ 1 + W γ 2. (30)

Therefore, in the case of small driving amplitude, the energy
current flowing out of the part L is expressed as

ĪL = ĪL0 + ĪL2 + ĪLθ . (31)

The zeroth-order contribution is given by

ĪL0 = Re

{ ∫
BZ

dE

2π h̄
Tr

[
E

(
�<0

L W a0
LL + �r0

L W <0
LL

)]}
, (32)

which represents the energy current in the absence of tempo-
ral driving. The term that is first order in driving amplitude
vanishes. The second-order contribution consists of two
terms, denoted as ĪL2 and ĪLθ . The expression of ĪL2 is
given by

ĪL2 = Re

{ ∫
BZ

dE

2π h̄
Tr

[
E

(
�̃

<2
L W a0

LL + �̃
r2
L W <0

LL

+ �<0
L W a2

LL + �r0
L W <2

LL

)]}
, (33)
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with

�̃
r2
α = �r2

α + �r1
α W r0

αα�r1
α , �̃

a2
α = (

�̃
r2
α

)†
, (34)

�̃
<2
α = �<2

α + �<1
α W a0

αα�a1
α + �r1

α

(
W <0

αα�a1
α + W r0

αα�<1
α

)
,

(35)

W a2
LL = W a0

LL�̃
a2
L W a0

LL + W a0
LR�̃

a2
R W a0

RL, (36)

and

W <2
LL = W <0

LL �̃
a2
L W a0

LL + W r0
LL

(
�̃

<2
L W a0

LL + �̃
r2
L W <0

LL

)
+ W <0

LR�̃
a2
R W a0

RL + W r0
LR

(
�̃

<2
R W a0

RL + �̃
r2
R W <0

RL

)
.

(37)

It is evident that ĪL2 remains finite as long as one of the
electronic reservoirs is subjected to periodic drivings. In the
case where both electronic reservoirs are driven, it is inde-
pendent of the phase difference between the drivings. As we
will see in the later numerical calculation, this term is relevant
to heat-transfer enhancement, heat-transfer suppression, and
cooling. The expression of ĪLθ is given by

ĪLθ = Re

{ ∫
BZ

dE

2π h̄
Tr

[
E

(
�<1

L W̃
a1
L + �r1

L W̃
<1
L

)]}
, (38)

with

W̃
a1
L = W a0

LR�a1
R W a0

RL (39)

and

W̃
<1
L = W <0

LR�a1
R W a0

RL + W r0
LR

(
�<1

R W a0
RL + �r1

R W <0
RL

)
. (40)

The term ĪLθ is finite only when both reservoirs are driven and
depends on the phase difference between the drivings.

IV. NUMERICAL RESULTS

In this section, we present the numerical results for the sys-
tem of Coulomb-coupled quantum dots with the Hamiltonian

Ĥα = εαc†
αcα (41)

to demonstrate the physical implications of the periodic tem-
poral modulation. We specifically focus on the case of driving
the electronic reservoir with a small driving amplitude. We
consider a sinusoidal drive, which can be described by εkα =
ε0,kα + εα (t ), where εα (t ) = μα cos(�t + θα ) with driving
amplitude μα , driving angular frequency � and phase θα . This
driving can be realized through an AC voltage bias applied to
the electrode. The reservoir self-energy �

γ
α with γ =<, r, a in

the time domain is given by [41]

�γ
α (t1, t2) = �

γ

α0(t1 − t2) exp

[
1

ih̄

∫ t1

t2

εα (t )dt

]
, (42)

with �
γ

α0(t1 − t2) representing the self-energy in the ab-
sence of periodic drive and κα = μα/(h̄�). By using
Eq. (A8) and the Jacobi-Anger expansion exp(iκ sin x) =∑

n Jn(κ ) exp(inx) with Jn the Bessel function of the first kind,
we find[

�γ
α (E )

]
mn = ei(n−m)θα

∑
l

Jm−l (κα )Jn−l (κα )�γ

α0(El ). (43)

In the wide-band limit, which assumes energy-independent
tunneling rates between the quantum dots and the electronic
reservoirs, we have �

r/a
α0 (El ) = ∓iη, where η is the half

linewidth broadened by the electrode. Thus, the retarded and
advanced self-energies are diagonal in Floquet space with[

�r/a
α (E )

]
mn

= ∓iηδmn. (44)

The lesser component �<
α is obtained by noticing that

�<
α0(El ) = 2iη fα,l , where the Fermi-Dirac distribution func-

tion is fα,l = 1/{exp[βα (El − μ0)] + 1} with βα = 1/(kBTα ).
We consider the case where the driving amplitude is small,
i.e., κα 
 1. Expanding to the second order of κα while main-
taining a tridiagonal structure, one has[
�<

α (E )
]

mn = 2iη
[

fα,m + (
κ2

α/4
)
( fα,m−1 + fα,m+1)

]
δmn

+ iκαη( fα,m − fα,n)(eiθα δm,n−1 − e−iθα δm,n+1).

(45)

The electronic Green’s fucntions Gr
0 and G<

0 are obtained
through Eq. (B21).

We use the G0W0 approximation [46] which requires no
self-consistent iteration and is good for weak Coulomb in-
teraction. Having obtained the Green’s functions G0, the
polarization functions and dynamically screened Coulomb
potentials are then calculated using Eqs. (B22) and (B23). In
the numerical calculation, the quantum-dot levels are set as
equal with εL = εR = 15 meV. The half linewidth broadened
by the electronic reservoirs is η = 30 meV. The temperatures
of the left and right reservoirs are TL(R) = T0 ± �T/2 with
T0 = 300 K. The driving frequency is given by h̄� = 5 meV.
The Coulomb potential between the two quantum dots is
set to be 20 meV. The parameters of the system under con-
sideration are highly tunable. The quantum-dot levels and
the coupling parameter η can be experimentally controlled
through gate voltages. The Coulomb potential is given by
v = e2

0/(4πεeffd ), where d represents the effective distance
between the dots and εeff is the effective static dielectric
constant, which depends on the physical properties of the
quantum dots. It is important to note that the magnitude of
the quantum dot levels, coupling parameter, and Coulomb
potential do not influence the physics discussed below.

We begin by examining the scenario where only the elec-
tronic reservoir in part R is driven with κR = 0.3. Figure 2(a)
illustrates the relationship between the energy current ĪL and
the temperature difference �T . The energy current dimin-
ishes to zero at a certain positive �T , referred to as �Tc.
When �T < 0 (TR > TL), the energy current is increased
compared to the undriven case, indicating an enhancement
in heat transfer. In the range of 0 < �T < �Tc, the energy
current continues to flow from part R to part L, suggesting
active cooling of the lower temperature region. This implies
that periodic temporal modulation presents a promising alter-
native for achieving the near-field cooling effect [7,47–49].
For �T > �Tc, the heat transfer is suppressed due to the
periodic driving. The unequal energy-current magnitude by
reversing the temperature difference allows for achieving ther-
mal rectification effect. All of these phenomena are a result of
the nonequilibrium state induced by the periodic driving.

We now investigate the scenario in which both elec-
tronic reservoirs are subjected to periodic drivings with the
same amplitude and frequency. In the presence of a finite
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FIG. 2. (a) The energy current ĪL versus the temperature difference �T ≡ TL − TR, with only electronic reservoir R being driven. The
energy current diminishes to zero at a finite �T , denoted as �Tc. The dashed line represents the case without any drivings, for comparison.
(b) The spectrum function of the heat current is shown for a temperature difference of �T = 40 K. The solid line represents the case where
both electronic reservoirs are subjected to the same periodic driving, while the dashed line represents the case without any drivings. (c) In the
absence of a temperature difference, the energy current versus the phase difference θ ≡ θL − θR is shown when both electronic reservoirs are
subjected to periodic drivings with the same amplitude and frequency. The inset zooms in the curve at small θ .

temperature difference, these drivings enhance the thermal
transfer. The enhancement is mainly due to ĪL2, and the
contribution from ĪLP can be neglected in this case. The en-
hancement can be observed in Fig. 2(b), which depicts the
energy current spectrum �L defined as

ĪL =
∫

BZ

dE

2π h̄

∑
m

�L(E , m). (46)

When there is no temperature difference between the two
parts, the energy current ĪL2 becomes zero. However, there
is still a small but nonzero energy current ĪLθ , as shown in
Fig. 2(c). Notably, the energy current demonstrates periodicity
with respect to the phase difference of the drivings, denoted
as θ . The finite negative energy current at θ = 0 suggests that
energy is pumped into the system from the drivings.

V. CONCLUSION

We have developed a theoretical framework using the
nonequilibrium Green’s function method to investigate the
near-field energy transport between two bodies when sub-
jected to periodic temporal drivings. The energy current has
been derived from both electronic transport and Joule heat-
ing, and the equivalence between these two perspectives has
been demonstrated. In addition, we have expanded the energy
current to the second order of the driving amplitude. The
nonequilibrium state due to the external drivings is respon-
sible for various effects including heat-transfer enhancement,
heat-transfer suppression, and cooling. These have been
demonstrated numerically in a system of Coulomb-coupled
quantum dots under the G0W0 approximation. Our formalism
can be extended to study more complex systems, such as the
near-field energy transfer between two metallic plates where
the electron densities are dynamically modulated.
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APPENDIX A: FLOQUET REPRESENTATION

We give a brief introduction to the Floquet representation
of a function F that has two independent arguments of time, t1
and t2 [31,50–52]. By defining variables tr = t1 − t2 and ta =
(t1 + t2)/2, it is also possible to write in its Wigner form, Fw,
as follows:

F (t1, t2) ≡ Fw(ta, tr ). (A1)

In equilibrium, F only depends on tr because of continuous-
time translational invariance. However, in the presence of a
periodic drive, the system is out of equilibrium, causing F
to depend on both tr and ta. Maintained by the discrete-time
translational invariance, we have the following periodicity,

F (t1 + T, t2 + T ) = F (t1, t2), Fw(ta + T, tr ) = Fw(ta, tr ),
(A2)

where T is the period of the driving field.
The Wigner transformation of Fw(ta, tr ) into energy do-

main with energy E and single integer index l is given by

Fw
l (E ) = 1

T

∫ T

0
dta

∫ ∞

−∞
dtrei(E/h̄)tr+il�ta Fw(ta, tr ), (A3)

where � = 2π/T is the driving angular frequency. The in-
verse transformation is

Fw(ta, tr ) =
∑
l∈Z

∫ ∞

−∞

dE

2π h̄
e−i(E/h̄)tr−il�ta Fw

l (E ). (A4)

The Floquet representation of F with Floquet indices m and n
can be related to the Wigner representation via

Fmn(E ) ≡ Fw
m−n

(
E + m + n

2
h̄�

)
. (A5)

The range of E in Fmn(E ) is limited to the “first Brillouin
zone” (BZ), which is −h̄�/2 < E � h̄�/2 [31,50]. As a
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result, Eq. (A3) is equivalent to

Fmn(E ) = 1

T

∫ T

0
dta

∫ ∞

−∞
dtr F (t1, t2)

× ei
(

E
h̄ + m+n

2 �

)
tr+i(m−n)�ta . (A6)

To simplify this expression, we assume 0 < t2 � T and t1 =
lT + t ′

1 with integer l , so that 0 < t ′
1 � T . The exponential

phase factor in Eq. (A6) is given by Em(t ′
1 + lT )/h̄ − Ent2/h̄

with Em = E + mh̄� and En = E + nh̄�. Using the Jacobian

∂ (tr, ta)

∂ (t ′
1, t2)

= 1, (A7)

Eq. (A6) can be rewritten as

Fmn(E ) = 1

T

∫ T

0
dt2

∫ ∞

−∞
dt1F (t1, t2)eiEmt1/h̄−iEnt2/h̄. (A8)

Equation (A4) is equivalent to

F (t1, t2) =
∑
l,p

∫
BZ

dE

2π h̄
e−i(Ep/h̄)tr−il�ta Fw

l (Ep), (A9)

where the integral interval denoted by “BZ” is −h̄�/2 < E �
h̄�/2. Changing the variables l and p to m and n through the
transformations l = m − n and p = (m + n)/2, we arrive at a
more symmetric form with

F (t1, t2) =
∑
mn

∫
BZ

dE

2π h̄
Fmn(E )e−iEmt1/h̄eiEnt2/h̄. (A10)

The diagonal elements represent the dependence on the time
difference t1 − t2, while the off-diagonal elements represent
the dependence on the average time (t1 + t2)/2. The deriva-
tives with respect to time indices are

∂t1 F (t1, t2) = − i

h̄

∑
mn

∫
BZ

dE

2π h̄
(EF )mne−i(Emt1−Ent2 )/h̄,

(A11)

∂t2 F (t1, t2) = i

h̄

∑
mn

∫
BZ

dE

2π h̄
(FE )mne−i(Emt1−Ent2 )/h̄, (A12)

where E and F are matrices with entries Emδm,n and Fmn,
respectively. For t1 = t2 = t , the time average of F (t, t ) can
be obtained as

F̄ ≡ 1

T

∫ T

0
F (t, t )dt =

∑
n

∫
BZ

dE

2π h̄
Fnn(E ). (A13)

To provide a more complete understanding, let us relate
Fmn(E ) to F (E , E ′) which is defined as

F (E , E ′) =
∫∫

dt1dt2eiEt1/h̄−iE ′t2/h̄F (t1, t2). (A14)

By substituting Eq. (A10) into the above equation, we obtain

F (E , E ′) =
∑
mn

2π h̄δ(E − E ′ + (n − m)h̄�)Fmn(E − mh̄�),

(A15)
where m is fixed by restricting E − mh̄� to the range of
(−h̄�/2, h̄�/2]. This equation demonstrates that F (E , E ′) is
nonzero only when E and E ′ differ by a multiple of h̄�.

The Floquet representation preserves the multiplication
structure by mapping from the time domain to the energy
domain with

C(t, t ′) =
∫

dt ′′A(t, t ′′)B(t ′′, t ′) → C(E ) = A(E )B(E ).

(A16)

We also have the following rules:

C(t1, t2) = A(t1, t2)B(t1, t2)

→ Cmn(E ) =
∑

l p

∫
BZ

dE ′

2π h̄
Al,p(E ′)Bm−l,n−p(E − E ′)

(A17)

and

C(t1, t2) = A(t1, t2)B(t2, t1)

→ Cmn(E ) =
∑

l p

∫
BZ

dE ′

2π h̄
Al,p(E ′)Bp−n,l−m(E ′ − E ).

(A18)

The mappings in Eqs. (A17) and (A18) are, respectively, use-
ful for obtaining the electronic self-energies due to Coulomb
interactions and the polarization functions in energy space.

APPENDIX B: NONEQUILIBRIUM GREEN’S FUNCTION

The Dyson equation on the Keldysh contour, which does
not take into account Coulomb interactions, can be expressed
as

G0(τ, τ ′) = g(τ, τ ′) +
∫∫

dτ1dτ2g(τ, τ1)�B(τ1, τ2)

× G0(τ2, τ
′), (B1)

where g represents the Green’s function of the free elec-
tronic system, and �B represents the self-energies due to the
coupling to the electronic reservoirs. All time variables are
defined on the Keldysh contour. The free electronic Green’s
function is given by g−1

α = ih̄∂τ − hα (τ ). Electronic sites
are considered using matrix multiplication in Eq. (B1). In-
cluding Coulomb interactions with the Hartree self-energy
�H and Fock-like self-energy �φ , we have the following
expression:

G = G0 + G0(�φ + �H )G, (B2)

where the time variables and the integral as in Eq. (B1) have
been omitted. The structures of g, �B, G0, �φ , �H , and G are
all diagonal in subsystem space. Taking G as an example, it
can be represented as a block matrix as

G =
[

GL 0
0 GR

]
. (B3)

Under the GW approximation [46], the self-energy �φ has the
form

�φ (τ, τ ′) = ih̄G(τ, τ ′)W (τ, τ ′), (B4)
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where W is the dynamically screened Coulomb potential. The
explicit expressions for the components of �φ can be obtained
using Langreth’s theorem [40,42] as

�<
φ (1, 2) = ih̄G<(1, 2)W <(1, 2), (B5)

�>
φ (1, 2) = ih̄G>(1, 2)W >(1, 2), (B6)

�r
φ (1, 2) = ih̄[Gr (1, 2)W <(1, 2) + G>(1, 2)W r (1, 2)],

(B7)

�a
φ (1, 2) = ih̄[Ga(1, 2)W <(1, 2) + G>(1, 2)W a(1, 2)],

(B8)

where the indices 1 and 2 include those of time and electronic
sites. The lesser and greater components of the Hartree self-
energy vanish. The retarded and advanced components are
equal and diagonal in electronic site space. They are expressed
as

�r
H, j j (t, t ′) = �a

H, j j (t, t ′)

= −ih̄δ(t − t ′)
∑

k

∫
dt1V (r jt, rkt1)G<

kk (t1, t1).

(B9)

The Hartree term for homogeneous systems is canceled out by
the contribution from the background ions. We will demon-
strate later on that it does not contribute to the energy
transport.

In the time domain, the bare Coulomb potential satisfies

ε0

(
1

c2
0

∂2

∂t2
− ∇2

)
V (rt, r′t ′) = e2

0δ(r − r′)δ(t − t ′). (B10)

Under c0 → ∞, we ignore the term of ∂2/∂t2. The retarded
and advanced components of V are equal and given by [29]

V (rt, r′t ′) = e2
0

4πε0|r − r′|δ(t − t ′). (B11)

The instantaneous nature results in the vanishing of its lesser
and greater components. The Dyson equation for the screened
Coulomb potential W on the Keldysh contour can be ex-
pressed as

W (rτ, r′τ ′) =V (rτ, r′τ ′) +
∑

i j

∫∫
dτ1dτ2V (rτ, riτ1)

× 
(riτ1, r jτ2)W (r jτ2, r′τ ′). (B12)

The polarization function on the Keldysh contour is defined
as


(riτ, r jτ
′) = 1

ih̄

〈
T ρi(τ )ρ j (τ

′)
〉
. (B13)

Under the random phase approximation, we have


(riτ, r jτ
′) = −ih̄Gi j (τ, τ

′)Gji(τ
′, τ ). (B14)

Here, only the irreducible diagrams are considered in a
Feynman-diagrammatic expansion with the Coulomb interac-
tion in defining the polarization function. Its components are

obtained using the Langreth theorem as


<(1, 2) = −ih̄G<(1, 2)G>(2, 1), (B15)


>(1, 2) = −ih̄G>(1, 2)G<(2, 1), (B16)


r (1, 2) = −ih̄[Gr (1, 2)G<(2, 1) + G<(1, 2)Ga(2, 1)],
(B17)


a(1, 2) = −ih̄[Ga(1, 2)G<(2, 1) + G<(1, 2)Gr (2, 1)].
(B18)

As the electronic Green’s function G, 
 is diagonal in subsys-
tem space with


 =
[

L 0
0 
R

]
. (B19)

Since 
 is only nonzero on electronic sites, the relevant co-
ordinates of W in calculating energy current are those of the
electrons, as shown in Eq. (27). Therefore, it is convenient to
partition V and W in numerical calculation using subsystem
space as shown below with

V =
[

VLL VLR

VRL VRR

]
, W =

[
WLL WLR

WRL WRR

]
. (B20)

Under the GW approximation, it is necessary to calculate
G, �φ , W , and 
 self-consistently, which can be a challenging
task involving the Floquet space. To reduce computational
costs, we take the G0W0 approximation, which does not re-
quire self-consistent iteration and is valid for weak Coulomb
interactions. In this approach, we use G0 instead of G to obtain
the polarization functions 
 through Eqs. (B15)–(B18). We
then obtain the dynamically screened Coulomb potential W .
Furthermore, we obtain the interaction-induced self-energy
�φ by replacing G with G0 in Eqs. (B5)–(B8). The compo-
nents of the electronic Green’s function used to calculate ĪαB
and ĪαD are obtained via Eqs. (B2).

In the energy domain, the Dyson and the Keldysh equa-
tions for the electronic Green’s function G0 are, respectively,

Gr
0 = (

E − h − �r
B

)−1
, G<

0 = Gr
0�

<
B Ga

0. (B21)

To obtain the Floquet representation of the polarization func-
tion, we apply Eq. (A18) to Eqs. (B15)–(B18). For example,
considering the lesser component, we have the following
equation under the G0W0 approximation:

�<
mn(i, j, E ) = −i

∫
BZ

dE ′

2π

∑
l p

[G<
0 ]l+m,p+n(i, j, E ′)

× [G>
0 ]p,l ( j, i, E ′ − E ), (B22)

where i and j in the parentheses denote the electronic site
indices. For the dynamically screened Coulomb potential, we
have

W r = V + V�rW r, W < = W r�<W a. (B23)

Given � and W , the energy current can be calculated from
Eq. (27).

We apply Eq. (A17) to Eqs. (B5)–(B8) to obtain the Flo-
quet representation of the Fock-like self-energy �φ . Taking
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the lesser component as an example, we have

�<
φ,mn(i, j, E ) = i

∫
BZ

dE ′

2π

∑
l p

[G<
0 ]l,p(i, j, E ′)

× [W <
0 ]m−l,n−p(i, j, E − E ′). (B24)

The retarded and advanced components of the Hartree self-
energy are expressed as

�r
H,mn( j, j, E ) = �a

H,mn( j, j, E ) = −i
∑

k

V ( j, k)
∫

BZ

dE ′

2π

×
∑

l

[G<
0 ]l+m,l+n(k, k, E ′). (B25)

The electronic Green’s functions G in energy domain can then
be obtained through Eq. (B2) with the Dyson and Keldysh
equations, respectively, as

Gr = Gr
0 + Gr

0

(
�r

φ + �r
H

)
Gr, (B26)

G< = Gr (�<
φ + �<

B )Ga. (B27)

The information of the nonequilibrium electron distributions
is contained in G<.

APPENDIX C: SYMMETRIES OF THE GREEN’S
FUNCTIONS

Starting from the basic definition of the electronic Green’s
function, we have its symmetries in the time domain as

[Gr (2, 1)]∗ = Ga(1, 2), [G<,>(2, 1)]∗ = −G<,>(1, 2),
(C1)

where indices 1 and 2 include both time and electronic sites.
Moving on to the energy domain with Floquet representation,
one has

[Gr (E )]† = Ga(E ), [G<(E )]† = −G<(E ), (C2)

where the Hermitian conjugate operator † swaps both Floquet
and electronic indices and then takes the complex conjugate.
The symmetries of G remain consistent for �α , �φ , W , and
�.

Additionally, using the bosonic commutation relation, we
have further symmetries in the time domain for the dynami-
cally screened Coulomb potential:

W r (2, 1) = W a(1, 2), W >(2, 1) = W <(1, 2). (C3)

In the energy domain, these symmetries can be expressed as

W r
m,n(i, j, E ) = W a

−n,−m( j, i,−E ), (C4)

W >
m,n(i, j, E ) = W <

−n,−m( j, i,−E ), (C5)

where m and n are Floquet indices, and the electronic sites are
indicated by i and j. The symmetries of W are also applicable
for �.

APPENDIX D: PROOF OF ENERGY CONSERVATION
ON THE OPERATOR LEVEL

We demonstrate the equivalence between the perspectives
from electronic transport and Coulomb field by showing the

conservation of average energy currents with

Īα = ĪαB + ĪαD (D1)

on the operator level. Equation (D1) implies that the average
energy current emitted by object α, Iα , includes the average
energy current taken from the electronic reservoir, as well as
that pumped in by external drive. Let us define the Hamilto-
nian of a finite subsystem as

ĤαC = Ĥα + V̂αφ. (D2)

The energy current that flows out of this subsystem can be
calculated as

IαC (t ) = − 〈dt ĤαC〉 = 1

ih̄
〈[Ĥtot, ĤαC]〉 − 〈∂t ĤαC〉

= 1

ih̄
〈[V̂αB + V̂ †

αB + Ĥφ, ĤαC]〉 − IαD(t ). (D3)

Similarly to how we obtained the last equality in Eq. (9), we
have

1

ih̄
[V̂αB + V̂ †

αB, ĤαC] =
∑
k,i∈α

tkα,id
†
kα

ċi + t∗
kα,i ċ

†
i dkα, (D4)

where time derivatives in ċ†
i and ċi denote the time evolution

with respect to the total Hamiltonian.
For a periodically driven system, the ensemble average of

an operator Â with one time variable is periodic with 〈Â(t )〉 =
〈Â(t + T )〉, where T is the driving period, so that the time
derivative of the ensemble average is in general finite with
∂t 〈Â(t )〉 = 〈∂t Â(t )〉 �= 0. By further taking the time average,
which is denoted by a bar, one has

〈∂t Â(t )〉 = 0. (D5)

This property implies that

〈∂t (ÂB̂)〉 = 〈 ˙̂AB̂〉 + 〈Â ˙̂B〉 = 0. (D6)

Using Eq. (D6), we obtain

〈tkα,id
†
kα

ċi + H.c.〉 = −〈tkα,iḋ
†
kα

ci + H.c.〉 = −〈IαB〉. (D7)

The above equality is only valid when taking the time average
since the couplings between the subsystems and the electronic
reservoirs periodically store and release energy in response
to the driving field [53]. For DC components, we thus
obtain

ĪαC = −ĪαB + Īα − ĪαD, (D8)

where we have used

[Ĥφ, ĤαC] = [Ĥφ, V̂α] = −e0

∑
i∈α

ρi[Ĥtot, φ(ri )]. (D9)

Since ĤαC has finite degrees of freedom, we have ĪαC = 0
using Eq. (D5). Thus, the energy conservation described in
Eq. (D1) is proved.

APPENDIX E: PROOF OF ENERGY CONSERVATION
USING NEGF

We prove the energy conservation Īα = ĪαB + ĪαD in the
framework of NEGF. Equation (B2) can be written as

G = g + G(�B + �φ + �H )g, (E1)
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where g is the Green’s function of the isolated subsystem. The
corresponding lesser component is

G<g−1 = [G(�B + �φ + �H )]<, (E2)

which can be transformed to the energy space as

G<(E − h) = [G(�B + �φ + �H )]<. (E3)

Using this relation, we add Eq. (16) and Eq. (19) to obtain

ĪαB + ĪαD = −
∫

BZ

dE

2π h̄
Trα[E(G�φ + G�H )< + H.c.]

= −
∫

BZ

dE

2π h̄
Trα[E(Gr�<

φ + G<�a
φ ) + H.c.],

(E4)

where Trα denotes trace over electronic sites in subsystem
α and Floquet space. The Hartree self-energy does not con-
tribute to energy transport because of the symmetry of G<

shown in Eq. (C2), and the fact that �a
H is a real diagonal

matrix. Switching to the time domain, we obtain

ĪαB + ĪαD = − ih̄

T

∫ T

0
dt1

∫ ∞

−∞
dt2trα[∂t1 Gr (t1, t2)�<

φ (t2, t1)

+ ∂t1 G<(t1, t2)�a
φ (t2, t1) + �<

φ (t1, t2)∂t1

× Ga(t2, t1) + �r
φ (t1, t2)∂t1 G<(t2, t1)], (E5)

where trα traces over electronic sites in part α. We can write
the terms in trα[· · · ] as

ih̄[∂t1 Gr (t1, t2)G<(t2, t1)W <(t2, t1)

+ ∂t1 G<(t1, t2)Ga(t2, t1)W <(t2, t1)

+ ∂t1 G<(t1, t2)G>(t2, t1)W a(t2, t1)

+ W >(t2, t1)G<(t1, t2)∂t1 Ga(t2, t1)

+ W >(t2, t1)Gr (t1, t2)∂t1 G<(t2, t1)

+ W a(t2, t1)G>(t1, t2)∂t1 G<(t2, t1)]. (E6)

The fourth to sixth terms above are obtained by taking the
Hermitian conjugate of the first to third terms and using the
symmetry shown in Eq. (C3) and Eq. (C1) for W . By omitting
the factor ih̄, we can symbolically write above terms as(

∂1Gr
12

)
G<

21W
<

21 + (∂1G<
12)Ga

21W
<

21 + (∂1G<
12)G>

21W
a

21

+ G<
12

(
∂1Ga

21

)
W >

21 + Gr
12(∂1G<

21)W >
21 + G>

12(∂1G<
21)W a

21,

(E7)

where the subscripts 1 and 2 represent time variables t1 and
t2, respectively. Taking the sum of the first and fifth terms of
Eq. (E7) yields(

∂1Gr
12

)
G<

21W
<

21 + Gr
12(∂1G<

21)W >
21

= [(
∂1Gr

12

)
G<

21 + Gr
12(∂1G<

21)
]
W <

21 − Gr
12(∂1G<

21)W a
21,

(E8)

where the term Gr
12(∂1G<

21)W r
21 is omitted as it vanishes.

Adding the second and the fourth terms of Eq. (E7) results
in

(∂1G<
12)Ga

21W
<

21 + G<
12

(
∂1Ga

21

)
W >

21

= [
(∂1G<

12)Ga
21 + G<

12

(
∂1Ga

21

)]
W <

21 − G<
12

(
∂1Ga

21

)
W a

21

+ G<
12

(
∂1Ga

21

)
W r

21. (E9)

Adding the first, the second, the fourth, and the fifth terms of
Eq. (E6) thus yields

− (
∂1


r
12

)
W <

21 − ih̄
[
Gr

12(∂1G<
21) + G<

12

(
∂1Ga

21

)]
W a

21

+ ih̄G<
12

(
∂1Ga

21

)
W r

21. (E10)

Similarly to the procedure above, by adding the third and the
sixth terms of Eq. (E6), we obtain

− (∂1

<
12)W a

21 + ih̄
[
Gr

12(∂1G<
21) + G<

12

(
∂1Ga

21

)]
W a

21

− ih̄G<
12

(
∂1Gr

21

)
W a

21, (E11)

where we have used

G>
12(∂1G<

21) = G<
12∂1G>

21 + G<
12

(
∂1Ga

21 − ∂1Gr
21

)
+ (

Gr
12 − Ga

12

)
∂1G<

21, (E12)

and omitted the vanishing term −Ga
12(∂1G<

21)W a
21. By taking

the sum of Eqs. (E10) and (E11), Eq. (E6) is equivalent to

− (
∂1


r
12

)
W <

21 − (∂1

<
12)W a

21

+ ih̄G<
12

[(
∂1Ga

21

)
W r

21 − (
∂1Gr

21

)
W a

21

]
. (E13)

Using the fact that

Ga
21 = −θ (t1 − t2)(G>

21 − G<
21),

Gr
21 = θ (t2 − t1)(G>

21 − G<
21), (E14)

one has(
∂1Ga

21

)
W r

21 − (
∂1Gr

21

)
W a

21 = − δ(t1 − t2)(G>
21 − G<

21)

× (
W r

21 − W a
21

)
. (E15)

Therefore, we arrive at

ĪαB + ĪαD = Ii + ih̄

T

∫ T

0
dt1

∫ ∞

−∞
dt2trα[∂t1


r (t1, t2)W <(t2, t1)

+ ∂t1

<(t1, t2)W a(t2, t1)], (E16)

where the purely imaginary term Ii comes from the second
line in Eq. (E13). Using the symmetry in Eq. (C3), Eq. (E7) is
equivalent to

W >
12

(
∂1Gr

12

)
G<

21 + W >
12 (∂1G<

12)Ga
21 + W r

12(∂1G<
12)G>

21

+ W <
12G<

12

(
∂1Ga

21

) + W <
12Gr

12(∂1G<
21) + W r

12G>
12(∂1G<

21).
(E17)

Similarly to the steps from Eq. (E8) to Eq. (E15), we have

ĪαB + ĪαD = − Ii + ih̄

T

∫ T

0
dt1

∫ ∞

−∞
dt2trα[W <(t1, t2)∂t1

× 
a(t2, t1) + ∂t1

<(t2, t1)W r (t1, t2)]. (E18)

By adding Eq. (E16) and (E18), we eliminate the term Ii and
arrive at

ĪαB + ĪαD = 1

2

ih̄

T

∫ T

0
dt1

∫ ∞

−∞
dt2trα[∂t1


r (t1, t2)W <(t2, t1)

+ ∂t1

<(t1, t2)W a(t2, t1) + W <(t1, t2)∂t1

× 
a(t2, t1) + W r (t1, t2)∂t1

<(t2, t1)], (E19)
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which can be expressed in the energy domain as

ĪαB + ĪαD = 1

2

∫
BZ

dE

2π h̄
Trα[E(�rW < + �<W a

− W <�a − W r�<)]. (E20)

Thus, the energy conservation regarding the DC currents Īα =
ĪαB + ĪαD is proved from the perspective of NEGF. It can be
demonstrated that this conservation is still upheld under the
G0W0 approximation.
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