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Ultrafast charge transfer in anisotropic black phosphorus/TiS3 heterostructures for photoconversion
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Construction of two-dimensional van der Waals (vdW) heterostructure has been well recognized to provide an
avenue towards designing functional optoelectronic and photovoltaic devices. Here, a type-II vdW heterostruc-
ture consisting of anisotropic black phosphorus (BP) and TiS3 possessing ultrafast interlayer charge transfer for
photoconversion is established using ab initio nonadiabatic molecular dynamics with HSE06 hybrid functional.
The present results demonstrate that the ultrafast interlayer electron and hole transfer occur within 42 and
467 fs, respectively, which is mainly ascribed to the electron-phonon coupling dominantly contributed by an
interlayer breathing mode and the stretching mode of TiS3 induced by in-plane vibration of interfacial S-S pairs.
Moreover, it is discovered that the interlayer charge transfer process can be effectively controlled by the external
electric field (EEF); i.e., positive (negative) EEF can sustain (slow down) the ultrafast carrier dynamics and
facilitate (degenerate) the separation of electron and hole. The present findings pave the way to developing
high-performance functional optoelectronic devices based on two-dimensional vdW heterostructure.
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I. INTRODUCTION

Two-dimensional (2D) atomic-layer materials have
emerged as promising platforms for high-performance
optoelectronic and photovoltaic applications due to their
unique optical, electronic, and mechanical properties [1–4].
Based on the weak interlayer van der Waals (vdW) interaction
and intralayer strong covalent bonding, one can establish
functional heterostructures via stacking various 2D materials
vertically without the constraint of lattice mismatch, which
provides more opportunities for exploring new physics and
practical applications [5–10]. Moreover, the design of a
potential vdW heterostructure with type-II band alignment
is expected to effectively separate the photoexcited carrier
into consisting components and reduce the undesirable
electron-hole recombination [11–15].

Particularly, 2D anisotropic materials with moderate band
gap and reasonably high carrier mobility demonstrate great
potential for next-generation electronic devices such as field-
effect transistors and polarization-sensitive photodetectors
[16–20]. Black phosphorus (BP) as a representative of such
anisotropic material is recognized with its tunable thickness-
dependent direct band gap ranging 1.5–2.0 eV for monolayer
to 0.3 eV for bulk, high hole mobility up to 1000 cm2/V s and
superior mechanical flexibility [21–25]. However, BP is easy
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to oxidize in ambient conditions, thus various effective encap-
sulation and passivation methods have been adopted to protect
BP from air contact [26,27]. Titanium trisulfide (TiS3) is an
emerging member of the transition metal trichalcogenides
family possessing not only dynamical and thermal stabilities
but also promising electronic properties such as a direct band
gap of ∼1.0 eV and high anisotropic electron mobility up to
10 000 cm2/V s [28–30]. Apart from the in-plane electronic
anisotropy, it also exhibits ultrahigh efficiency of the visible
photoresponse [31]. Thus, it is proposed that the combination
of BP and TiS3 with both high hole and electron mobility
can collectively provide great potential applications in opto-
electronics and photovoltaics. Specifically, the TiS3 protecting
overlayer can not only suppress the oxidation of BP in air
conditions, but also lead to greatly improved functionalities
due to the separation of photogenerated carriers across the
heterostructure interface.

The performance of heterostructure in light harvesting and
photoconversion is dominated by the dynamics of photogen-
erated charge carriers that are mostly determined by band
alignment and interlayer coupling, which in turn inspires
researchers to explore various approaches to modulate the
interlayer coupling and electronic properties to improve the
performances of heterostructures for practical application. Wu
et al. summarized different performance modulation tech-
niques including mechanical based, external fields assisted,
and particle beam irradiation based methods to tune the
interlayer coupling and properties in vdW heterostructure
[32]. Among the above methods, external electric field (EEF)
as a nondestructive and reversible strategy is recognized as
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one of the most efficient ways to manipulate the electric and
optical properties of vdW heterostructures [33,34]. The previ-
ous studies of electric field mostly focused on its effects on the
electronic and optical properties, phase transition, valley spin-
tronics [35–41]. For example, Wang et al. studied the effect of
external electric field on modulation the band alignment, op-
tical properties, and further energy conversion efficiency [40].
Cheng et al. reported the emergence of electric-field-tunable
interfacial ferromagnetism in 2D antiferromagnet heterostruc-
ture [41]. Recently, Liu et al. investigated the ultrafast
interlayer charge transfer in graphene/WS2 heterostructure
tunable by the electric field which changes the coupling be-
tween donor and acceptor states and hence the charge transfer
rate [33]. However, the introduced influence by electric field
is not only the band alignment and corresponding coupling
between donor and acceptor states, but also the vibration
phonon modes and charge carrier relaxation pathways. Thus,
it is significant to comprehensively understand the underlying
mechanism of electric field modulation on interfacial charge
transfer dynamics, which essentially determines the overall
performance of functional devices.

Here, using ab initio nonadiabatic molecular dynamics
(NAMD) simulation, we design a 2D vdW heterostructure as
BP/TiS3 and then investigate the ultrafast interfacial charge
transfer process and its modulation by EEF. Our results
demonstrate that photoexcited electron and hole transfer at
the interface of BP/TiS3 heterostructure with type-II band
alignment take within 42 and 467 fs, respectively. Further
analysis shows that the ultrafast electron and hole trans-
fer of BP/TiS3 heterostructure is dominantly governed by
the electron-phonon (e-ph) coupling contributed by low fre-
quency interlayer breathing mode at 46 cm−1 induced by vdW
interaction and high frequency AS−S

g mode of TiS3 around
600 cm−1 induced by in-plane vibration of the interfacial S-S
pairs. Moreover, the interlayer charge transfer presents strong
dependence on EEF; i.e., negative EEF slows down the car-
rier dynamics whereas positive EEF can sustain the ultrafast
carrier dynamics and facilitate the separation of electron and
hole. The present results provide a valuable option in design
and modulation of high-performance 2D functional optoelec-
tronic devices and photocatalysts.

II. COMPUTATIONAL METHODS

The ab initio NAMD calculations are performed using
HEFEI-NAMD code with phase correction version [42,43],
which augments the Vienna ab initio Simulation Package
(VASP) with the NAMD capabilities within time-dependent
Kohn-Sham theory and surface hopping method based on
classical path approximation similar to Refs. [44,45]. This
NAMD approach is computationally tractable and has been
utilized in several studies of photoexcited carrier dynamics in
various materials [14,46–50]. The projector-augmented wave
(PAW) method and the Perdew-Burke-Ernzerhof (PBE) func-
tional under the generalized gradient approximation (GGA)
are used to optimize the structure [51,52]. Then the hybrid
Heyd-Scuseria-Ernzerhof (HSE06) functional is adopted to
get accurate electronic structure. The kinetic energy cutoff for
plane-wave expansion is set to be 450 eV. All the structures
are fully relaxed until the total energy and atomic forces are

smaller than 10−5 eV and 0.01 eV/Å, respectively. A vacuum
space of 16 Å in the z direction is used to eliminate spurious
interaction between the periodic images of the 2D materials.
The vdW interactions are described with Grimme’s DFT-D3
approach [53]. The Brillouin zone is sampled only at the �

point for the 2 × 4 TiS3 supercell matching with the 3 × 3
BP with negligible lattice mismatch as discussed later. After
the geometry optimization, the systems are heated to 300 K
by repeated velocity rescaling. Then, a 5-ps ab initio molec-
ular dynamics trajectory is obtained in the microcanonical
ensemble with 1 fs atomic time step. The NAMD simulation
results are based on averaging over 100 random initial config-
urations and 20 000 surface-hopping trajectories sampled for
each initial structure. For the frozen phonon method, atomic
trajectories are generated along a selected phonon mode. The
average kinetic energy of each phonon mode is determined
by 〈K〉 = 3N 1

2 KBT , where N is the number of atoms. In this
work, we use T = 300 K to generate a reasonable vibrational
amplitude. More details of the NAMD theory can be found
in the Supplemental Material [54] (see also Refs. [55–58]
therein). It is worth mentioning that the HSE06 hybrid func-
tional is adopted to give accurate electronic properties in
our NAMD simulation with an expensive calculation cost.
The decoherence effect is not considered in our calculation.
Usually, when we study the charge carrier dynamics such as
electron-hole recombination dynamics, which has a very long
time scale (usually nanosecond), the decoherence needs to be
considered, because these processes take much longer time
than the decoherence time scale and then the coherent electron
states tend to collapse to a pure state.

III. RESULTS AND DISCUSSION

As a starting point, we first introduce the geometric config-
uration and electronic properties of BP/TiS3 heterostructure,
as shown in Fig. 1(a). The optimized lattice constants of
TiS3 (BP) along the a and b directions are 4.98 (3.30) and
3.39 (4.57) Å, respectively, which are in good agreement
with previous reports [22,23,28,30]. Then, we construct the
BP/TiS3 vdW heterostructure using the lattice parameter of
2 × 4 TiS3 supercell to cover over a 3 × 3 cell of BP,
which minimizes the lattice mismatch to 0.6% and 1.04%
along a and b directions, respectively. The optimized atomic
positions of heterostructure are presented in the Supplemen-
tal Material [54]. The calculated band gap of the BP/TiS3

vdW heterostructure is 0.68 eV, which is smaller than that of
monolayer TiS3 (1.14 eV) and BP (1.59 eV), respectively. The
binding energy per P atom between BP and TiS3 is calculated
according to the formula Eb = (EBP/TiS3 − EBP − ETiS3 )/NP,
where EBP/TiS3 , EBP, and ETiS3 are the total energies of BP/TiS3

heterostructure, monolayer BP, and TiS3, respectively, and NP

is the number of P atoms in the unit cell. The average binding
energy per P atom is calculated to be −79.78 meV, which
is comparable with that of other heterostructures [59,60].
The negative binding energy indicates that the heterostruc-
ture is thermodynamically favorable, and the lower the Eb

is, the stronger interlayer interaction between BP and TiS3

is. This is further verified by the differential charge density
as shown in Fig. S1(a) in the Supplemental Material; a no-
table charge redistribution occurs at the interface of BP/TiS3
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FIG. 1. (a) Optimized geometry and (b) DOS of BP/TiS3 vdW heterostructure with purple, light blue, and yellow balls representing P,
Ti, and S atoms, respectively. Schematic diagram of photoexcited carrier dynamics is presented in (a). (c) Charge density distributions for
VBM@TiS3, VBM@BP, CBM@TiS3, and CBM@BP with an isosurface value of 0.0006 e/bohr3.

heterostructure. From the projected density of states (PDOS)
shown in Fig. 1(b), the valence band maximum (VBM) and
the conduction band minimum (CBM) of BP/TiS3 system are
respectively contributed by BP and TiS3, indicating that this
heterostructure possesses a type-II band alignment, which is
beneficial for effective separation of photoexcited electrons
and holes. The band offsets in the VB and CB parts are
0.41 and 1.05 eV, respectively. Figure 1(c) demonstrates the
charge densities of the key energy states involved in the pho-
togenerated charge transfer process. It can be seen that the
electron donor state is hybridized by BP and TiS3, whereas the
hole donor and acceptor states are respectively contributed by
TiS3 and BP. Moreover, the photoabsorption spectra present
anisotropy with high photoresponse along the armchair direc-
tion; see Fig. S1(b) in the Supplemental Material.

Now, we turn to the dynamic processes of charge trans-
fer by photoexcitation. As implied in Fig. 1(b), given that
the photoexcitation initially generates intralayer electrons
and holes in BP and TiS3, respectively, then the electrons
at CBM@BP transfer to CB@TiS3, and the residing holes
at VBM@TiS3 transfer to VB@BP. Figure 2 presents the
dynamics of photoinduced charge transfer and correspond-
ing energy relaxation in BP/TiS3 heterostructure. As seen
in Figs. 2(a) and 2(b), the ultrafast electron transfer from
CBM@BP to CB@TiS3 takes within 42 fs, which is obtained
by exponential fitting using f (t ) = exp(−t/τ ). The hole
transfer from VBM@TiS3 to VB@BP occurs within 467 fs.
The fast charge carrier dynamics can be further confirmed by
the time-dependent average energy evolution of the involved
energy states as deduced by evaluating the electron and hole
probability distributions of the states from the NAMD. As
shown in Figs. 2(c) and 2(d), the average electron (hole) en-
ergy loss 1.0 (0.2) eV from initial 1.6 (−0.8) eV to 0.6 (−0.6)
eV within 1 ps during the charge transfer dynamic process.
The underlying reason for ultrafast charge transfer can be ra-
tionalized by strong interlayer coupling, as discussed shortly.

We now investigate the role of EEF in modulation of the
photoexcited charge transfer at the interface of BP/TiS3 het-
erostructure. First, we analyze the electronic properties of this
heterostructure with EEF ranging −0.3 to +0.3 V/Å. Here,
the positive z direction of the lattice cell is referred to as the
positive direction of EEF. As shown in Fig. 3(a), the applied
EEF has a negligible influence on the electronic states of
BP, however it effectively shifts the energy states of TiS3

[61]. Such contrasting behaviors can be rationalized by the
Ti-S ionic binding in TiS3 which is more sensitive to EEF,
as compared to the P-P covalent binding in BP. Specifically,
when the EEF is negative (positive), the electronic states of
TiS3 undergo an upward (downward) shift. This shift has two

FIG. 2. Time-dependent populations (a),(b) and energy evolu-
tions (c),(d) of electron and hole in BP/TiS3 heterostructure. Panels
(a) and (c) are for electron, (b) and (d) are for hole. The black dashed
lines in (c) and (d) represent the time-dependent average energies of
the involved electronic states.
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FIG. 3. (a) DOS of BP/TiS3 heterostructure under EEF with the strength ranging −0.3 to +0.3 V/Å. (b)–(e) Time-dependent electron
and hole population during the charge transfer dynamics at the interface of BP/TiS3 heterostructure under the EEF of +0.3 V/Å (b),(c) and
−0.3 V/Å (c),(d).

primary consequences. First, it results in a decrease (increase)
in the band offset of both VB and CB. Second, it leads to
a reduction (increase) in the density of both electron and
hole acceptor states. Moreover, the EEF-dependent electronic
structure can also be verified by charge density distributions
of the key energy states involved in charge transfer dynamics;
see Fig. S2 in the Supplemental Material [54].

Next, taking +0.3 and −0.3 V/Å as two typical values
of the EEF, we comparatively investigate the role of EEF in
modulation of the charge transfer dynamics. Under the EEF
of +0.3 (−0.3) V/Å, the band offsets in VB and CB parts
are 0.75 (0.05) and 1.38 (0.77) eV, respectively, which are
larger (smaller) than that of BP/TiS3 heterostructure without
EEF. Figures 3(b) and 3(c) present the photoexcited carrier
dynamics under the EEF of +0.3 V/Å. The electron and hole
transfer processes still maintain at ultrafast time scale with 21
and 726 fs, respectively. In contrast, when EEF = −0.3 V/Å,
the charge transfer dynamics is suppressed significantly with
time scales of 1587 and 5977 fs; see Figs. 3(d) and 3(e). Thus,
one can see that the interlayer charge transfer processes can
be effectively modulated by EEF, which provides convenient
application in optoelectronics.

To understand the charge transfer dynamics across the in-
terface and its response to EEF, we analyzed the nonadiabatic
coupling (NAC) which determines the time scale of electron
and hole transfer. In the ab initio NAMD simulation, the NAC
can be written as

d jk = 〈ϕ j | ∂

∂t
|ϕk〉 =

〈
ϕ j |∇RH |ϕk

〉

εk − ε j
Ṙ,

where H is the Kohn-Sham Hamiltonian, with ϕ j , ϕk , ε j , and
εk corresponding to the wave functions and eigenvalues of the
electronic states j and k, and Ṙ representing the velocity of the
nuclei, respectively. Thus, NAC is determined by three terms:
e-ph coupling element 〈ϕ j |∇RH |ϕk〉, energy gap εk − ε j , and
nuclear velocity Ṙ. Clearly, a relatively large NAC corre-
sponding to the fast charge transfer process is facilitated by
strong e-ph coupling and a small energy gap. NAC determines

the coupling between two electronic states �i and � j . Gen-
erally, the larger NAC is, the shorter time scale is, and the
faster charge transfer dynamics is. However, during the charge
transfer dynamics, it may involve more than one electronic
state. For example, starting from �i, the electron can transfer
to � j or �k . Namely, in this case there are two charge transfer
pathways �i → � j and �i → �k , while NACi,j and NACi,k

determine the transfer probability of these two pathways. The
number of charge transfer pathways is determined by the
DOS. Therefore, one can see that the DOS does not directly
enter the NAC equation, however, it also affects the charge
transfer dynamics. As shown in Fig. 4 and Table I, there are
1, 2, 3 electronic states as hole acceptor states for the case of
EEF = −0.3, 0, +0.3 V/Å, respectively, which can provide
1, 2, 4 charge transfer pathways. Although the NAC of EEF
= −0.3 V/Å is as large as 14.05 meV, which is larger than
6.39 meV (path I for EEF = 0 V/Å) and 1.75 meV (path
I for EEF = +0.3 V/Å). However, it has only one charge
transfer pathway, so that it needs a longer time to accept the
hole. For the case of EEF = 0, +0.3 V/Å, there are two and
four pathways to accept the hole, respectively. Thus, the hole
transfer dynamics under EEF = −0.3 V/Å (with 5977 fs) is
slower than that of EEF = 0, +0.3 V/Å. Hence, the charge
transfer dynamics is complex which is determined by the
relaxation pathways together with NAC.

The reason for electron transfer dynamics faster than hole
transfer is mainly ascribed to two aspects. One is the strong
coupling between electron acceptors and donor, with the
charge density of electron donor distributed on both BP and
TiS3, as shown in Fig. 1(c). Contrastingly, the coupling be-
tween hole donor and acceptors is small, because their charge
distributions are contributed respectively by TiS3 and BP.
The other one is that more electron acceptors (CB@TiS3)
introduce more charge transfer pathways to accept the
photoexcited electron from CBM@BP, as confirmed in
Fig. 1(b). Thus, the electron transfer dynamics is faster than
hole transfer. Moreover, Table II provides the averaged NAC,
band offset, and electron transfer time scale of BP/TiS3
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FIG. 4. The schematic hole relaxation pathways of BP/TiS3 heterostructure under EEF of −0.3, 0, +0.3 V/Å.

heterostructure under different values of EEF. One can see
that the band offset gets larger linearly along with the EEF
strength varying from −0.3, through 0, to +0.3 V/Å, whereas
the NAC does not vary with the inverse trend. Thus, the
e-ph coupling play an essential role in the ultrafast carrier
dynamics.

Here we analyze the e-ph coupling via the energy evolution
of time-dependent Kohn-Sham energy states and their Fourier
transform (FT) spectra, see Fig. 5. Essentially, the energy
fluctuation amplitude reflects the strength of e-ph coupling,
and the major phonon frequencies contributed to the above
energy fluctuation can be figured out by FT spectra. As shown
in Figs. 5(a)–5(c), the fluctuation amplitude of the electronic
states under different values of EEF are all around 0.1 eV, and
strong hybridization occurs for CBM@BP, i.e., the electron
donor state. The EEF has negligible influence on the strength
of e-ph coupling, however, it introduces a significant effect on
the phonon excitation involved in the ultrafast charge trans-
fer processes. First, we consider the case without EEF; see
Fig. 5(e). For the electron transfer process, both the electron
donor and acceptor states are mainly coupled with the AS−S

g

mode at 600 cm−1 with a very high peak, which is contributed
by S-S pairs interfaced with BP. For the hole transfer process,
besides the AS−S

g mode coupled with a hole donor state, low
frequency phonon modes below 200 cm−1 and other optical
phonon modes of BP and TiS3 around 400 cm−1 also partici-
pate in the e-ph coupling, which leads to the fast hole transfer
process. Particularly, the AS−S

g phonon mode plays an essential
role in both electron and hole transfer dynamics across the
interface of BP/TiS3 heterostructure.

Then, we analyze the phonon excitation under EEF. Specif-
ically, when EEF = +0.3 V/Å [see Fig. 5(f)], low frequency
phonon modes below 200 cm−1 and the optical AS−S

g phonon
mode at 600 cm−1 mainly contribute to the fast electron and
hole transfer dynamics. For the case of EEF = −0.3 V/Å [see

Fig. 5(d)], only low frequency phonon modes below 200 cm−1

and optical phonon modes around 400 cm−1 participate in the
e-ph coupling during the charge transfer processes, however,
the dominant AS−S

g phonon mode induced by the in-plane
vibration of the interfacial S-S pairs is strongly suppressed.
Thus, it can be inferred that the charge transfer dynamics of
BP/TiS3 heterostructure and its modulation by EEF is primar-
ily determined by the e-ph coupling contributed by optical
AS−S

g phonon mode and low frequency phonon modes. Espe-
cially, once the AS−S

g mode is suppressed, the charge transfer
is slowed down.

To further confirm the important role of phonon excitation
in the interfacial charge transfer dynamics, taking BP/TiS3

heterostructure without EEF as a prototypical example, we
perform the frozen phonon NAMD simulations for low fre-
quency and representative optical phonon modes. Here, we
put an emphasis on the excitations of the AS−S

g mode at
600 cm−1 and the interlayer breathing mode at 46 cm−1 which
simultaneously contribute to both electron and hole charge
transfer dynamics. The detailed atomic vibrational motions
of these two phonon modes are presented in Figs. 6(a) and
6(b). Figures 6(c)–6(f) show the time-dependent electron and
hole populations when these two phonon modes are respec-
tively excited, which offers the same trend with that of the
BP/TiS3 system shown in Figs. 2(a) and 2(b) when the com-
plex multiple phonon modes are involved. The corresponding
time-dependent energy level evolutions along with the phonon
excitation are shown in Figs. 6(g) and 6(h). One can see that,
for the AS−S

g mode excitation [Fig. 6(g)], the energy states in
the CB part vibrate violently with an amplitude of 0.5 eV,
representing strong e-ph coupling. For the interlayer breathing
mode excitation [Fig. 6(h)], a stronger vibration occurs for the
energy states in CB (VB) part with larger amplitude of around
1.0 eV (0.5 eV). Such violent fluctuation leads to significant
crossing and hybridization between the electronic states of BP

TABLE I. Hole transfer time scale (fs) and the clarification of hole transfer pathways (schematically shown in Fig. 4) with corresponding
NAC (meV) and band gap (eV) of BP/TiS3 heterostructure at different values of EEF (V/Å).

Hole transfer

EEF Time scale Path I Path II Path III Path IV

+0.3 726 NAC 1.75 3.25 10.10 16.38 5.74 16.38 13.96 10.10
band gap 0.82 0.40 0.42 0.17 0.65 0.17 0.23 0.42

0.0 467 NAC 6.39 29.47 13.61
band gap 0.45 0.08 0.37

−0.3 5977 NAC 14.05
band gap 0.41
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FIG. 5. Time evolutions of the Kohn-Sham energy levels (a)–(c) and their Fourier transform spectra (d)–(f) for BP/TiS3 heterostructure
under the EEF of (a),(d) −0.3 V/Å, (b),(e) 0 V/Å, (c), (f) +0.3 V/Å. The stars shown in (a)–(c) represent the initial energy position of
photoexcited electron.

and TiS3. We present the charge wave functions of the elec-
tron donor state at representative snapshots of MD trajectory
under the phonon excitations of 600 and 46 cm−1, as shown in
Fig. S3 [54]. It can be seen that the electron wave function is
a hybridized distribution at the BP and TiS3, which results
in the stronger interlayer coupling and then ultrafast electron
transfer. Moreover, we also examined the excitation of other
representative optical phonon modes of BP and TiS3 ranging

300–500 cm−1, which also participate in the fast interfacial
charge transfer dynamics, as detailed in Figs. S4 and S5 in the
Supplemental Material [54].

To the end, we discuss the impact of EEF to interfacial
charge transfer dynamics of BP/TiS3 heterostructure. First, the
most intuitive cognition is that it shifts the energy positions of
electronic states, especially when the EEF is imposed on the
ionic component, which results in the variation of band offset

FIG. 6. Atomic vibrational motions of (a) AS−S
g mode at 600 cm−1 and (b) interlayer breathing mode at 46 cm−1. (c)–(f) Frozen phonon

NAMD simulations of electron and hole transfer in BP/TiS3 system when these two phonon modes are excited, respectively. (g),(h) Time-
dependent energy level evolution along with the typical phonon excitation.
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TABLE II. Electron transfer time scale (fs), averaged NAC
(meV), and band offset (eV) of BP/TiS3 heterostructure at different
values of EEF (V/Å).

Electron transfer

EEF Time scale NAC Band offset

+0.3 21 20.25 1.38
0.0 42 15.99 1.05
−0.3 1587 7.55 0.77

between charge carrier donor and acceptor states. With the
EEF strength varying from −0.3 to +0.3 V/Å, the band offsets
at the VB and CB parts increase linearly. However, the time
scale of electron and hole transfer dynamics does not vary
with the inverse trend. Second, it is noteworthy that it changes
the density of electron or hole acceptor states, which results
in a profound influence on the charge transfer dynamics. For
the hole transfer with EEF = −0.3 V/Å, the hole acceptor
states contain only one energy state, and such a “narrow”
channel slows down the hole transfer dynamics. Third, the
most significant effect is that it modifies the strength of the
dominant phonon excitation and corresponding e-ph coupling
which determines the interfacial charge transfer dynamics.
Typically, when EEF = −0.3 V/Å, the dominant stretching
AS−S

g mode induced by in-plane vibration of interfacial S-S
pairs is strongly suppressed, which also suppresses the hole
transfer process. Collectively, the ratio between the hole and
electron time scales under negative EEF = −0.3 V/Å is re-
duced to 3.77, as compared with the value of 11.12 in the case
without EEF, as deduced from Table I. However, the positive
EEF = +0.3 V/Å results in an enhanced ratio of 34.57, which
further facilitates the separation of electron and hole carriers.

The charge transfer at the interface of a 2D vdW het-
erostructure with ultrafast time scales less than 100 fs has been
commonly observed and reported in experiments [62–65]. In
this paper, we focus on the relaxation dynamics of charge car-
riers after photoexcitation. The photoexcitation is not included
in the NAMD simulation currently. The photoexcitation pro-
cess can be simulated by real-time TDDFT (rt-TDDFT). As
shown by He and by Zhou et al. [66,67], using a laser plus
with a photon energy of 1.63 eV, a full width at half maximum
(FWHM) of 6.04 fs, and a fluence rate of 13.95 mJ/cm2 can
excite the electron to the excited state within 20 fs. They
used rt-TDDFT to generate the initial excited state and then

performed a NAMD simulation to study the carrier relax-
ation. Due to the very fast time scale (∼21 fs under EEF =
+0.3 V/Å), comparable to the duration of standard ultrafast
femtosecond laser pulses, there might be interplay between
the excitation process and the ultrafast relaxation. The excita-
tion efficiency may be influenced by the ultrafast relaxation,
which will be an interesting project to explore in future work.

IV. CONCLUSION

In conclusion, we design a 2D vdW heterostructure of
BP/TiS3 with type-II band alignment and demonstrate that the
ultrafast interfacial electron and hole transfer dynamics occur
within 42 and 467 fs, respectively. The analysis confirms
that the ultrafast charge transfer is dominated by two phonon
modes: one is an optical AS−S

g phonon mode at 600 cm−1

induced by the in-plane vibrations of the interfacial S-S pairs,
and the other one is the interlayer breathing mode at 46 cm−1

induced by the interfacial vdW interaction. The excitation of
these two phonon modes enhances the interlayer coupling,
which results in ultrafast charge carrier transfer dynamics.
Moreover, the interfacial charge transfer dynamics can be fur-
ther controlled by EEF; namely, it not only modifies the band
offset and the density of charge carrier donor and acceptor
states, but also significantly modulates the strength of phonon
excitation participating in e-ph coupling, which collectively
determines the interfacial charge transfer dynamics. Particu-
larly, positive EEF can sustain the ultrafast carrier dynamics
and facilitate the separation of electron and hole. The present
findings are expected to provide valuable insights on design
and modulation of high-performance functional photovoltaic
devices and photocatalysts.
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