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#### Abstract

We study the behavior of linear and nonlinear spectroscopic quantities in two-dimensional topologically ordered systems, which host anyonic excitations exhibiting fractional statistics. We highlight the role that braiding phases between anyons have on the dynamics of such quasiparticles, which as we show dictates the behavior of both linear response coefficients at finite temperatures, as well as nonlinear pump-probe response coefficients. These quantities, which act as probes of temporal correlations in the system, are shown to obey distinctive universal forms at sufficiently long timescales. As well as providing an experimentally measurable fingerprint of anyonic statistics, the universal behavior that we find also demonstrates anomalously fast thermal relaxation: correlation functions decay as a "squished exponential" $C(t) \sim \exp \left(-[t / \tau]^{3 / 2}\right)$ at long times. We attribute this unusual asymptotic form to the nonlocal nature of interactions between anyons, which allows relaxation to occur much faster than in systems with quasiparticles interacting via local, nonstatistical interactions. While our results apply to any Abelian or non-Abelian topological phase in two-dimensions, we discuss in particular the implications for candidate quantum spin liquid materials, wherein the relevant quantities can be measured using pre-existing time-resolved terahertz-domain spectroscopic techniques.


DOI: 10.1103/PhysRevB.109.075108

## I. INTRODUCTION

Strongly correlated many-body systems in two spatial dimensions can host a remarkably rich variety of novel macroscopic quantum phenomena. Perhaps one of the most striking examples is the existence of emergent excitations that exhibit unconventional statistics-so-called "anyons" [1,2]. These quasiparticles are neither bosonic nor fermionic; rather, they possess nontrivial braiding statistics, meaning that the global wavefunction changes when one anyon moves along a path that encircles another. Remarkably, the wavefunction changes in the same way regardless of how far apart the anyons are throughout this process, which points to an effectively nonlocal interaction between excitations. This is only possible in systems whose ground states possess particular patterns of long-ranged entanglement; namely, in 2D topologically ordered phases [3,4].

Over the last several decades, a great deal of progress has been made in understanding the physics of anyons and the topological phases that host them. By now, there are a number of well-known phenomena that are established as being universal to 2D systems possessing excitations with fractional statistics: to name a few, ground state degeneracies appear

[^0]on surfaces with nonzero genus [5]; quantum numbers can fractionalize [6,7]; and the entanglement entropy of large subregions contains a quantized topological contribution [8,9]. These discoveries each provide important theoretical insight into the nature of topological order, and in some cases also serve as an experimental fingerprint of a given phase of matter.

In addition to the aforementioned properties, which pertain to equilibrium physics, one can also ask about the dynamics of systems with anyons. Besides transport measurements (which are challenging in systems with electrically neutral quasiparticles such as quantum spin liquids), the primary means of probing dynamics in solid-state systems is spectroscopy. Theoretical investigations into the behavior of spectroscopic quantities in topologically ordered systems have begun comparatively recently, and for the most part the focus has been on linear spectroscopy, i.e., one analyzes the signal using linear response theory. For instance, the spin structure factor in quantum spin liquids shows signatures of fractionalization [10-17], where excitations must be created in groups of at least two at a time. Similarly, it has been shown how fractional exclusion statistics (a consequence of anyonic statistics, generalizing Pauli's exclusion principle) can imprint themselves in absorption spectra [18]. While these works provide useful insight into the nature of anyon creation and/or annihilation, there is only so much that can be learned about dynamics from linear response functions, which capture "near-equilibrium" physics.

In this paper, we reveal universal dynamical phenomena associated with the braiding statistics of quasiparticles in
topologically ordered systems, as witnessed by linear and nonlinear spectroscopic quantities. Our primary focus is on pump-probe spectroscopy, where the system is perturbed by a series of two pulses, each of which excite quasiparticles. In particular, we highlight the significance of processes where anyons that were created at different times braid with one another-a possibility that does not arise in linear spectroscopy at zero temperature. As explained in a short paper that serves as a companion to this one [19], such processes dominate the late-time behavior of the pump-probe response function, and the resulting signal takes a universal form [Eq. (4)], which constitutes an experimentally measurable signature of anyonic statistics.

One of our aims here is to present concrete calculations that support and generalize the results reported in Ref. [19], which were justified using more intuitive arguments, most of the time making reference to $\mathbb{Z}_{2}$ quantum spin liquids. In brief, by considering the kinematics of those anyons generated by the sequence of pulses, we can compute the probability that their trajectories link in a way that leads to a nonzero braiding phase. Any such process gives a contribution to the pump-probe response coefficient, and this is responsible for the universal form Eq. (4). Importantly, since anyons can braid without ever coming close to one another, the probability of braiding is always asymptotically higher than a scattering event due to short-ranged interactions between quasiparticles; therefore, as we shall argue, our result is robust against the inclusion of nonuniversal local interactions between excitations.

The pump-probe response coefficient is a particularly useful quantity in this context, since it allows one to isolate the effect that a single additional quasiparticles has on the motion of others. The insight we gain from studying pumpprobe spectroscopy is then applied to reveal salient features of linear response functions at finite temperature. Namely, we can consider the probability that anyons created by the time-dependent perturbation braid with thermally activated quasiparticles. Again we find that these processes occur much more often than scattering does, which leads to an anomalously fast decay of the response function in the time domain: a squished exponential form is seen $C(t) \sim \exp \left(-[t / \tau]^{3 / 2}\right)$, for some temperature-dependent timescale $\tau$ [see Eq. (33)]. This should be contrasted with the ordinary exponential decay that would be expected from local interactions. Since linear response functions serve as a quantifier of temporal correlations in the system, we conclude that topologically ordered systems exhibit much faster thermal relaxation that systems with quasiparticles having conventional statistics.

While we are not the first to study nonlinear spectroscopy in QSLs and other quantum magnets [20-23], previous works have focused on resolving the homogeneously broadened continuum of fractionalized excitations associated with the creation of multiple excitations, rather than detecting braiding statistics themselves. We also note that fractional exclusion statistics (a consequence of anyonic statistics, generalizing Pauli's exclusion principle) can imprint itself in absorption spectra even in the linear response regime, as discussed in Ref. [18]. However, the the signal studied in this manuscript probes the braiding of excitations around one another, rather than the physics of their creation. Moreover, given that the pump-probe response coefficient involves the subtraction of
two signals, one with a pump pulse and one without [see Eq. (3)], our approach has the advantage that the universal late-time behavior can be disentangled from nonuniversal short-distance effects and background contributions, leading to a sharper signal.

Before embarking on any rigorous calculations, we begin our paper by specifying the systems and spectroscopic quantities that are to be studied in this work, and provide intuitive explanation of how the presence of anyonic excitations affects the signal measured in a pump-probe experiment.

## A. Setup and key results

In this paper, we are concerned with gapped twodimensional systems, where quasiparticle excitations above the ground state can exhibit generalized statistics: indistinguishable particles can acquire exchange phases that interpolate between fermionic and bosonic, and mutual statistics can even be defined between distinguishable particles. We wish to study the dynamical response of these systems to external probes in regimes beyond linear response, and to understand how the mutual statistics of the lowest energy quasiparticles affects the relevant response coefficients. Primarily, we have in mind both mesoscopic systems in the quantum Hall regime and spin systems that are in (or proximate to) a spin liquid phase.

Our particular focus will be on the response of these systems to pulses of electromagnetic waves. In either of the aforementioned systems, the relevant energy scales correspond to a wavelength of light much greater than any realistic system size. Therefore we restrict ourselves to external probes that are spatially homogeneous at zero wave vector $k=0$-that is, the operators to which the external electromagnetic fields couple are of the form

$$
\begin{equation*}
\hat{A}=\int d^{2} \vec{r} \hat{\mathcal{A}}(\vec{r}) \tag{1}
\end{equation*}
$$

where $\hat{\mathcal{A}}(\vec{r})$ is a Hermitian operator density. (On a lattice, the integral over space can be replaced by a sum over sites.) Later on, we comment on the possibility of accessing spatially resolved signatures either using inelastic neutron scattering rather than electron spin resonance, or moving to experimental platforms beyond solid state, e.g., ultracold atoms.

We mainly focus on a particular nonlinear response protocol known as pump-probe spectroscopy. Starting from the ground state (i.e., the quasiparticle vacuum) of the unperturbed Hamiltonian $\hat{H}_{0}, \rho_{0}=|\mathrm{VAC}\rangle\langle\mathrm{VAC}|$, at time $t=0$ the system is illuminated by a short, intense, "pump" pulse of light which brings the state of the system out of equilibrium. Denoting the operator to which this pulse couples as $\hat{A}_{0}$, this results in an effectively instantaneous unitary rotation of $\rho_{0}$

$$
\begin{equation*}
\rho_{0} \xrightarrow[\text { pump pulse }]{ } e^{-\mathrm{i} \kappa \hat{A}_{0}} \rho_{0} e^{\mathrm{i} \kappa \hat{A}_{0}} \tag{2}
\end{equation*}
$$

for some constant $\kappa$ controlling the strength of the pulse. After a time $t_{1}$, a second 'probe' pulse is applied, whose purpose is to extract properties of the time-evolved nonequilibrium state. Deferring a proper treatment of the probe pulse and the relevant detection schemes to Sec. VI, for the time being we take it as given that the probe pulse allows one to extract the
real part of the dynamical correlator $\left\langle\hat{A}_{2}\left(t_{1}+t_{2}\right) \hat{A}_{1}\left(t_{1}\right)\right\rangle_{\text {pert }}$, where the expectation value $\langle\cdot\rangle_{\text {pert }}$ is taken with respect to the perturbed state in Eq. (2), and we work in the interaction picture with respect to $\hat{H}_{0}$, i.e., $\hat{A}_{1}\left(t_{1}\right)=e^{\mathrm{i} \hat{H}_{0} t_{1}} \hat{A}_{1} e^{-\mathrm{i} \hat{H}_{0} t_{1}}$. The same experiment can be executed without the pump pulse and the results are subtracted to obtain a signal

$$
\begin{align*}
\chi_{\mathrm{PP}}\left(t_{1}, t_{2}\right)= & L^{-2}\left[\left\langle\hat{A}_{2}\left(t_{1}+t_{2}\right) \hat{A}_{1}\left(t_{1}\right)\right\rangle_{\text {pert }}\right. \\
& \left.-\left\langle\hat{A}_{2}\left(t_{1}+t_{2}\right) \hat{A}_{1}\left(t_{1}\right)\right\rangle_{0}\right] \tag{3}
\end{align*}
$$

where the second expectation value is with respect to the original equilibrium state, which is independent of $t_{1}$, and we have divided by the volume of the system $L^{-2}$ such that $\chi_{\text {PP }}$ is intensive. It is common practice in nonlinear spectroscopy to expand the signal in powers of $\kappa$; following standard nomenclature, we write $\chi_{\mathrm{PP}}=\sum_{n=1}^{\infty} \kappa^{n} \chi_{\mathrm{PP}}^{(n+1)}$. The coefficients $\chi_{\mathrm{PP}}^{(n+1)}$ are nonlinear response functions of second order and higher. In particular, in the present setting the lowest order terms will turn out to be proportional to $\kappa^{2}$, and therefore we write $\chi_{\mathrm{PP}}=\kappa^{2} \chi_{P P}^{(3)}+O\left(\kappa^{3}\right)$.

Exact computations of $\chi_{\mathrm{PP}}^{(3)}$ that are valid at all times are prohibitively hard, and will depend on the details of the microscopic model in question. Nevertheless, here we argue that in systems where some excitations possess nontrivial braiding statistics, in the long-time limit $t_{1,2} \rightarrow \infty$, the response function $\chi_{P P}^{(3)}$ follows a universal behavior. In particular, we will show that

$$
\begin{equation*}
\chi_{\mathrm{PP}}^{(3)}\left(t_{1}, t_{2}\right)=c_{\mathrm{PP}} \chi^{(1)}\left(t_{2}\right)\left[t_{2}^{3 / 2}+o\left(t_{2}^{3 / 2}\right)\right] \tag{4}
\end{equation*}
$$

where $\chi^{(1)}(t)=L^{-2} \operatorname{Tr}\left(\hat{A}_{2}(t) \hat{A}_{1}(0) \rho_{0}\right)$ denotes the linear response function, and $c_{\mathrm{PP}}$ is a coefficient which depends on the details of the model and can generally be hard to explicitly compute. The relationship (4)—which is our main result-is a general feature of 2D systems whose excitations possess nontrivial braiding statistics, and therefore provides a powerful diagnostic tool to characterize fractional statistics using only pulses of light. The magnitude of the subleading term sets a timescale $\tau_{\text {tr }}$ beyond which the transient effects represented by the $o\left(t_{2}^{3 / 2}\right)$ term can be safely neglected and the ratio $\chi_{\mathrm{PP}}^{(3)} / \chi^{(1)}$ takes its universal form $=c_{\mathrm{PP}} t_{2}^{3 / 2}$; this timescale will be characterised in later sections, see also Table I.

Most of the manuscript is dedicated to demonstrating the validity of Eq. (4), but first we find it instructive to review the following intuitive argument explaining this behavior, which we reported in Ref. [19]. In the following, and for most of our calculations, we will make explicit reference to systems where all anyons are Abelian, however the non-Abelian case can be treated in much the same way, as we show in Sec. IV E.

Due to their topological nature, quasiparticle excitations with nontrivial mutual statistics can only be created in multiplets of $N>1$ particles by local operators. Let us focus on $N=2$ for simplicity, and start by considering the behavior of the unperturbed two-point function: the second term in Eq. (3). Since the expectation value is taken with respect to the quasiparticle vacuum, $\hat{A}_{1}$ must create a quasiparticle pair at time $t_{1}$ and some position $\vec{r}_{i}$, which will later be annihilated by $\hat{A}_{2}$ at time $t_{1}+t_{2}$, position $\vec{r}_{f}$ [both $\vec{r}_{i}$ and $\vec{r}_{f}$ are to be integrated over according to Eq. (1)]. Adopting a path integral formalism for this process, we must

TABLE I. Summary of timescales that are relevant to pumpprobe spectroscopy, when nonperturbative effects, short-ranged interactions, and finite temperatures are included. Here, $T$ is the temperature, $\kappa$ is the strength of the pump pulse [Eq. (2)], $v^{*}$ is the maximum group velocity of quasiparticles, $\sigma$ is the scattering cross section (having dimensions of length in 2D), and $\Delta$ is the gap to excitations. The universal form of the finite-temperature linear response function, Eq. (33), can be seen when $\tau_{\text {scat, th }} \gg \tau_{\mathrm{th}} \gg \tau_{\mathrm{tr}}$, which occurs at sufficiently low temperatures. Because thermal effects influence the pump-probe and linear response coefficients in the same way, their ratio remains unchanged; thus to see the universal form (30), we require only $\tau_{\text {scat, } p} \gg \tau_{\text {tr }}$ [see Eq. (31)], which occurs at sufficiently weak pump magnitude.

| Timescale | Scaling | Reference |
| :--- | :---: | :---: |
| Transient effects $\tau_{\text {tr }}$ | $1 / m\left(v^{*}\right)^{2}$ | Sec. II |
| Non-perturbative $\tau_{\text {nonpert }}$ | $\left(c_{\mathrm{PP}} \kappa^{2}\right)^{-2 / 3}$ | Eq. (30) |
| Pump scattering $\tau_{\text {scat,p }}$ | $\left(v^{*} \sigma \kappa^{2}\right)^{-1}$ | Eq. (31) |
| Thermal braiding $\tau_{\text {th }}$ | $e^{2 \Delta / 3 T}$ | Eqs. (33) and (34) |
| Thermal scattering $\tau_{\text {scat,th }}$ | $\left(v^{*} \sigma\right)^{-1} e^{\Delta / T}$ | Sec. IV B |

integrate over all possible trajectories of these particles $\vec{r}_{1}(t)$, $\vec{r}_{2}(t)$ for $t \in\left[t_{1}, t_{1}+t_{2}\right]$, weighted by an appropriate action $e^{\mathrm{iS}\left[\vec{r}_{1}(t), \vec{r}_{2}(t)\right]}$; these are drawn as blue lines in Fig. 1. Supposing for now that the quasiparticles are free bosons $S\left[\vec{r}_{a}(t)\right]=$ $(m / 2) \int d t\left(d \vec{r}_{a} / d t\right)^{2}$, then the amplitude can be evaluated exactly, and the result is proportional to $e^{-2 \mathrm{i} \Delta t_{2}} t_{2}^{-1}$. The frequency of the oscillatory factor $2 \Delta$ is the energy required to excite two anyons relative to the quasiparticle vacuum, while the algebraic decay $t_{2}^{-1}$ reflects the decreasing likelihood of finding two quasiparticles at the same point in space, which is necessary for them to be annihilated.

What changes when the pump pulse is applied beforehand? The post-pump state (2) contains additional quasiparticles, which we refer to as "pump" quasiparticles, to distinguish them from the "probe" excitations created by the probe pulse at time $t_{1}$. In the absence of interactions (statistical or otherwise), the dynamics of the probe excitations are unchanged by the presence of these pump particles, and so the two terms in (3) exactly cancel. Now, suppose that the pump particles have nontrivial braiding statistics with respect to the probe particles. In this case, the action $e^{\mathrm{iS}\left[\vec{r}_{1}(t), \vec{r}_{2}(t)\right]}$ must be multiplied by an extra statistical phase, equal to $e^{2 \pi \mathrm{i} \alpha}$ whenever a pump anyon passes through the spacetime loop formed by $\vec{r}_{1,2}(t)$ (see Fig. 1). Only trajectories that link in this way will contribute to $\chi_{\mathrm{PP}}$, since the statistical phase prevents total cancellation of the two terms in (3); this is represented pictorially in the top right inset of Fig. 1. Therefore, to compute $\chi_{\text {PP }}$, we must integrate over $\vec{r}_{1,2}(t)$ as before, but now weighted by the probability that one of the excess pump anyons created by the pump pulse braids with the paths of the probe particles.

Working to leading order in $\kappa$, only a single pair of pump anyons will be created, with the quasiparticles being formed in wave packets having opposite (crystal) momenta $\vec{k},-\vec{k}$ and being centered around some position $\vec{x}_{i}$, which again is to be integrated over according to Eq. (1). These wave packets propagate away from one another ballistically at their group velocities $\pm \vec{v}= \pm \vec{\nabla}_{k} \epsilon(\vec{k})$, where $\epsilon(\vec{k})$ is the single


FIG. 1. Schematic illustration of the processes contributing to the pump-probe response coefficient (3) in a $(2+1)$-dimensional spacetime, using a path integral picture. At time $t=0$, the pump pulse generates a pair of pump anyons at position $\vec{x}_{i}$, which in a semiclassical approximation propagate away from one another along trajectories with opposing velocities $\pm \vec{v}$ (red lines). [We omit the backwards-time trajectory in this drawing, which brings these anyons back to their original position $\vec{x}_{i}$; see Eq. (11).] A pair of probe anyons is created by the operator $\hat{A}_{1}$ at time $t_{1}$, position $\vec{r}_{i}$, which are later annihilated by $\hat{A}_{2}$ at time $t_{1}+t_{2}$, position $\vec{r}_{f}$. In a path integral formalism, the trajectories of the probe anyons are denoted $\vec{r}_{1,2}(t)$, and are drawn as blue lines. Statistical interactions between pump and probe anyons give rise to a phase $e^{2 \pi \mathrm{i} \alpha}$ whenever a pump anyon passes through the loop formed by the probe anyon trajectories. For a fixed $\vec{r}_{1,2}(t)$, we can integrate over all $\vec{x}_{i}$ such that the paths link. All other contributions cancel upon subtracting the terms in (3), as represented pictorially by the equation in the top right. For trajectories that contribute most to the path integral, the region of $\vec{x}_{i}$ satisfying this condition (light blue shaded region, dashed outline) has an area that scales as $A \sim t_{2}^{3 / 2}$ (see main text). This results in the asymptotic relation (4), valid in the limit of large $t_{1,2}$.
quasiparticle dispersion [24]. The precise distribution of $\vec{k}$ and the dispersion $\epsilon(\vec{k})$ will depend on the microscopic model in question and details of $\hat{A}_{0}$, but this will not be relevant here; instead we can consider some fixed $\vec{v}$ for now, and leave the averaging over $\vec{v}$ at the end.

Now we must integrate over $\vec{x}_{i}$. Since the free action is independent of $\vec{x}_{i}$, this gives a factor equal to the spatial area spanned by those initial positions for which the paths link (blue shaded region in Fig. 1). The component of $\vec{x}_{i}$ perpendicular to $\vec{v}$ will be varied over a range of the order of the typical spatial separation of the two probe anyons $\sim\left|\vec{r}_{1}(t)-\vec{r}_{2}(t)\right|$. By inspecting the free particle action, we see that for typical paths (those for which the phase does not oscillate too rapidly), this distance scales as $\sim \sqrt{t_{2} / m}$ in the long time limit. In the direction parallel to $\vec{v}$, a shift of $\vec{x}_{i}$ has the same effect as shifting the spacetime trajectory of the pump anyon upwards in the time direction (see Fig. 1). Therefore this component should be varied over a range $\sim|\vec{v}| t_{2}$. Evidently, the space of
initial positions $\vec{x}_{i}$ that yield linking trajectories has an area that asymptotically grows in time as $t_{2}^{3 / 2}$. It is this factor, coming from the integral over initial positions of the pump anyon, that leads to the universal form quoted in Eq. (4). Note that the average over $\vec{v}$ does not have any bearing on the overall time-dependence; this simply controls the behavior of the nonuniversal constant of proportionality $c_{\mathrm{PP}}$.

In the particular case, we were considering, where $N=2$ and there are no braiding statistics between the pairs of particles that are created at the same moment in time, we already saw that $\chi^{(1)}\left(t_{2}\right) \propto t_{2}^{-1}$ up to an oscillatory phase factor, where the decay is due to the decreasing likelihood of anyon recombination. Hence, we have

$$
\begin{equation*}
\left|\chi_{\mathrm{PP}}\left(t_{1}, t_{2}\right)\right| \propto \underbrace{\frac{1}{t_{2}}}_{\text {recombination }} \times \underbrace{t_{2}^{3 / 2}}_{\text {spatial integral }}=t_{2}^{1 / 2} \tag{5}
\end{equation*}
$$

More generally, if anyons are created in multiplets of $N>2$ particles, or if there are nontrivial statistics between particles in a given multiplet, then the recombination factor will be modified—see Secs. II and IV D. Nevertheless, the $t_{2}^{3 / 2}$ factor, which has a purely geometric origin, coming from the integral over $\vec{x}_{i}$, remains the same. Thus the relationship (4) is quite general.

While a number of assumptions have been made in this intuitive argument, these are not necessary for the relationship (4) to hold. Most notably, we have so far neglected nonstatistical interactions between quasiparticles, and assumed that the system is at exactly zero temperature. In Sec. IV, we will consider the effects of interactions and finite temperatures more quantitatively, but one can also understand the robustness of our result to such factors at the level of the above argument. Assuming that interactions are sufficiently short-ranged (those decaying faster than $\sim\left|\vec{r}_{1}-\vec{r}_{2}\right|^{-\alpha}$ at large separations, with $\alpha>2$ [25]), the presence of pump anyons can only appreciably affect the trajectories of the probe particles when the excitations are closer than some interaction radius $r_{\text {int }}$. Using the same geometric approach as before, where one integrates over the initial coordinates of the pump particles keeping the probe anyons' trajectories fixed, the probability of these local scattering processes scales with the perimeter of the loop formed by $\vec{r}_{1,2}(t)$ [26]. This gives a correction that is subleading compared to the long-ranged statistical interactions, where the relevant probability scales with the area $\left(t_{2}^{3 / 2}\right.$ versus $\left.t_{2}\right)$.

At finite temperature, the presence of thermally excited quasiparticles (in addition to those created by the pump pulse) modifies the linear response coefficient $\chi^{(1)}(t)$, since braiding between the trajectories of the probe anyons and the thermal excitations leads to an effective dephasing of the two-point correlator $\left\langle\hat{A}_{2}(t) \hat{A}_{1}(0)\right\rangle$. However, the pump-probe response function will be modified in exactly the same way. While scattering between thermal and pump quasiparticles may alter the effective distribution of velocities, this only changes $c_{\mathrm{PP}}$, and so Eq. (4) continues to hold. This is shown explicitly later [Eqs. (33, 34)].

This concludes our overview of the universal behavior of the pump-probe response function. In summary, the-late time form of $\chi_{\text {PP }}$ obeys a universal relationship Eq. (4), which can be understood as described above using a semiclassical
picture. The structure of the remainder of our paper is as follows: to justify our intuitive arguments, in Sec. II we compute the main quantity of interest, namely the leading order contribution to $\chi_{\mathrm{PP}}\left(t_{1}, t_{2}\right)$ [Eq. (3)], using an effective low-energy theory for a system with anyonic excitations. In Sec. III, we go beyond time-dependent perturbation theory to obtain the full response coefficient at all orders; doing so resolves an apparent paradox that the leading order contribution has an unphysical divergence in the long time limit. In Sec. IV, we discuss other effects that could not be included in our rigorous calculation, focusing on nonstatistical interactions, finite temperatures, and non-Abelian statistics. To make connection between the low-energy theory used before and concrete microscopic models, in Sec. V, we apply our results to the toric code model in a weak magnetic field, allowing us to connect phenomenological parameters with microscopic quantities. Finally, we discuss how the signal can be measured experimentally in Sec. VI, before concluding in Sec. VII.

## II. CALCULATION OF NONLINEAR RESPONSE FUNCTION

## A. Effective low-energy theory

To begin a calculation of the pump-probe response coefficient, we will require a more detailed characterization of the operators $\hat{A}_{0,1,2}$ appearing in Eqs. (2) and (3), which create and annihilate anyons, as well as a description of how anyons propagate once generated. For the systems, we consider in this paper, the lowest-energy excitations are deconfined quasiparticles, which are separated from the ground state by a finite energy gap $\Delta_{n}>0$, where the label $n$ is used to distinguish different quasiparticle species. Assuming translation invariance, we can specify a dispersion for each quasiparticle $\epsilon_{n}(k)$. For the time being, we assume that the only interactions between anyons come through their braiding phases: the wave function acquires a phase of $e^{2 \pi \mathrm{i} \alpha_{n n^{\prime}}}$ when a particle of type $n$ completes a loop that encircles a particle of type $n^{\prime}$ once in an anticlockwise direction. Later we will include the effect of additional short-range interactions, which do not modify the qualitative form of the response coefficients.

Our analysis applies to 2D topological phases in general, but it will often be helpful to make reference to a particular phase of matter as an example. For this purpose, we consider the phase of matter in which the toric code lies [27,28]. Systems in this universality class possess two types of excitations, known as electric and magnetic anyons ( $e$ and $m$ respectively). While the electric-electric and magnetic-magnetic braiding phases are trivial $\alpha_{e e}=\alpha_{m m}=0$, these particles are mutual semions with respect to one another $\alpha_{e m}=\alpha_{m e}=1 / 2$. The toric code Hamiltonian is an exactly solvable model with these kind of excitations. At this fine-tuned point, anyons are motionless once created, meaning the dispersion is flat $\epsilon(k)=0$. However, perturbations that are weak compared to the excitation gap generically induce some dispersion, which endows these excitations with dynamics. In Sec. V, we will consider a specific perturbed toric code model, allowing us to relate our universal results to microscopic parameters.

In general, local operators can only excite quasiparticles in multiplets $\mathcal{N}:=\left\{n_{1}, \ldots, n_{N}\right\}$ that are statistically neutral with
respect to all excitations when considered as a composite (i.e., $\sum_{j=1}^{N} \alpha_{n_{j} n^{\prime}} \in \mathbb{Z}$ for all $\left.n^{\prime}\right)$. For example, in the toric code the pairs $\{e, e\}$ and $\{m, m\}$ can be created locally, since braiding two electric anyons around a magnetic anyon gives a trivial phase of $2 \pi$. However, individual electric anyons $\{e\}$ cannot be created locally, since they are not neutral with respect to the magnetic anyon. We can associate a threshold energy $\Delta_{\mathcal{N}}=\sum_{j=1}^{N} \Delta_{n_{j}}$ to each valid $\mathcal{N}$, which is the minimum energy required to create all the particles in the multiplet. For simplicity, we will assume that different multiplets have threshold energies that are well-separated, although we expect that the existence of energetically degenerate multiplets will not wash out the universal signal that we derive here.

The external probes we consider here will have frequencies that are close to these quasiparticle creation thresholds $\Delta_{\mathcal{N}}$. More formally, writing the microscopic light-matter coupling as a term in the Hamiltonian $f(t) \hat{A}_{\text {micro }}$, we take $f(t)=$ $\mathfrak{R} e^{-\mathrm{i} \omega_{0} t} f_{0}(t)$, where $\left|\omega_{0}-\Delta_{\mathcal{N}}\right| \ll \Delta_{\mathcal{N}}$, and the function $f_{0}(t)$ varies on a timescale much longer than $\omega_{0}^{-1}$. While the microscopic operator $\hat{A}_{\text {micro }}$ could in principle connect the ground state to complicated states with a larger number of quasiparticles, these components oscillate quickly in the interaction picture, and hence can be ignored (provided one is interested in dynamics on timescales longer than $\Delta_{n}^{-1}$ ). After discarding these rapidly oscillating terms, the resulting Hamiltonian only contains operators $\hat{A}_{0,1,2}$ that couple quasiparticle sectors differing by the creation/annihilation of the relevant multiplets. Furthermore, the discrepancy $\left(\omega_{0}-\Delta_{\mathcal{N}}\right)$ sets an amount of excess kinetic energy that the quasiparticles will have once created. We will assume that this energy is small enough such that the quasiparticle dispersions can be expanded to quadratic order about the band minimum

$$
\begin{equation*}
\epsilon_{n}(\vec{k})=\frac{1}{2 m_{n}} \vec{k}^{2}+O\left(k^{3}\right) . \tag{6}
\end{equation*}
$$

(Anisotropy in the dispersion can also be accounted for in principle, however this will simply result in a rescaling of the pump-probe response function.) We make the above choices in order to progress with our analytical calculation, but we stress that the universal physics discussed here does not depend on the restrictions that we presently impose on the frequency profile of the pump pulse. Indeed, the response to a pulse with a broader range of frequencies will still include the signal we derive here, in addition to nonuniversal transient effects coming from other mechanisms. In this section, the only interactions between quasiparticles will be due to braiding phases only, and the effect of nonstatistical interactions will be treated in Sec. IV A.

Deferring a discussion of the effects of finite temperatures to Sec. IV B, we assume that the system is in its ground state $\rho_{0}=|\mathrm{VAC}\rangle\langle\mathrm{VAC}|$ before any of the pulses have arrived, i.e., there are no quasiparticles present. Acting with one of the operators $\hat{A}_{0,1,2}$ on the quasiparticle vacuum, we obtain a perturbed state $\left|\Psi_{\mathcal{N}}\right\rangle=\hat{A}_{0} \mid$ VAC $\rangle$, where $\left|\Psi_{\mathcal{N}}\right\rangle$ is some translationally invariant wave function in the excitation sector with a single multiplet $\mathcal{N}$. For the time being, we will add one additional restriction, namely that the particles within the multiplets $\mathcal{N}$ created by $\hat{A}_{0,1,2}$ are statistically neutral with respect to one another. This does not preclude nontrivial braiding between excitations in different multiplets $\mathcal{N}, \mathcal{N}^{\prime}$.

For example, in the context of the toric code, we can consider $\mathcal{N}=\{e, e\}$ and $\mathcal{N}^{\prime}=\{m, m\}$. (It will be useful to keep this example in mind in the following.) The reason we make this assumption is that when particles within the set $\mathcal{N}$ possess mutual braiding phases, a short-distance regulator for the operator density $\mathcal{A}(\vec{r})$ appearing in Eq. (1) must be introduced, since such particles cannot be at the same point in space (otherwise the wave function would be ill-defined). There is some freedom in choosing this regulator, and nonuniversal features of the initial $N$-particle wave packet may affect the subsequent dynamics. We address the more general case in Sec. IV D, but for now we can choose a simple form for $\left|\Psi_{\mathcal{N}}\right\rangle$, where the $N$ pump particles begin in wave packets localized at the same point in space, i.e.,

$$
\begin{equation*}
\left|\Psi_{\mathcal{N}}\right\rangle:=\hat{A}_{0}|\mathrm{VAC}\rangle \propto \int d^{2} \vec{x}|\vec{x}\rangle \otimes \cdots \otimes|\vec{x}\rangle \tag{7}
\end{equation*}
$$

In reality, anyons will not be perfectly pointlike but will have some characteristic size $\xi$ that acts as an ultraviolet cutoff. We will eventually need to invoke this lengthscale to regularize divergent integrals in momentum space, but for now we can assume that anyons generated by each of the perturbing operators $\hat{A}_{0,1,2}$ will be created and annihilated at the same point in space.

The post-pump state takes the form given in Eq. (7) for typical zero-momentum operators $\hat{A_{0}}$ [Eq. (1)]. However, one should bear in mind that in certain scenarios there may be selection rules that further constrain how the system is perturbed by the external pulses, besides those imposed by the fusion rules associated with the underlying topological order. For example, in a spin-half system with unbroken $S U(2)$ spin-rotation invariance, the only translation invariant operators made up of single-site terms are the total magnetization operators $\hat{M}^{\alpha}:=\sum_{j} \hat{S}_{j}^{\alpha}$, where $\hat{S}_{j}^{\alpha}$ is the spin operators for lattice site $j$ along the quantization axis $\alpha$; indeed, in electron spin resonance experiments this is the most natural operator to which light will couple. However, since $\hat{M}^{\alpha}$ generates the symmetry group, the ground state $|\mathrm{VAC}\rangle$ will be unperturbed by the pulse and no signal would be seen. ${ }^{1}$ In this specific case, one must either account for the small nonzero wave vector of the light pulse, or identify other microscopic operators to which light couples; for instance, the coupling operator describing Raman scattering at $q=0$ is a spin bilinear, and hence not a symmetry generator [10,29]. (For smaller symmetry groups, one can always find a polarization of light $\alpha$ such that excited states (7) are created by $\hat{M}^{\alpha}$.) From hereon, we will assume that non-symmetry-generating coupling operators $\hat{A}_{0,1,2}$ have been identified, for which the selection rules are not so stringent so as to prevent creation of anyons; thus Eq. (7) can be used.

Having specified the action of the operators $\hat{A}_{0,1,2}$ within our low-energy effective description, we are now in a position to explicitly calculate response functions, starting with the simplest case, namely linear response.

[^1]
## B. Warm-up: linear response

Before embarking on our calculation of the pump-probe response coefficient, it is useful to consider the behavior of the second term in Eq. (3), i.e., the two-time correlation function in the absence of a pump pulse. This is effectively the linear response coefficient $\chi^{(1)}(t):=\left\langle\hat{A}_{2}(t) \hat{A}_{1}(0)\right\rangle$. A common approach to calculating linear response quantities is to first calculate the Fourier transform of $\chi^{(1)}(t)$ using a spectral representation. In the present setting, the excitations that can be created and annihilated by the operators $\hat{A}_{1,2}$ [which have zero momentum; Eq. (1)] form a $N$-particle continuum spanned by plane wave states $\left|\vec{k}_{1}, \ldots, \vec{k}_{N}\right\rangle$, subject to the condition $\sum_{j=1}^{N} \vec{k}_{j}=\overrightarrow{0}$ that is imposed due to conservation of momentum. The spectral density of these states exhibits nonanalytic behavior at a frequency equal to the gap $\Delta_{\mathcal{N}}$. In the simplest case $N=2$, a stepwise discontinuity appears, and this same kind of discontinuity will generically be present in the Fourier transformed linear response function. Transforming back to the time domain, this behavior dictates that the late-time form of $\chi^{(1)}(t)$ is proportional to $e^{-\mathrm{i} \Delta_{\mathcal{N}^{t}}} t^{-1}$, as quoted in Sec. I A.

Later, we will study the behavior of the pump-probe response coefficient using a time-domain approach based on semiclassical trajectories. It is therefore worthwhile rederiving the above form using such a real-time picture. The effect of the operator $\hat{A}_{1}(0)$ is to create a pair of quasiparticles in the state (7) at time $t=0$. The wave function of the quasiparticles can be decomposed into wave packets that have center of mass position $\vec{x}_{i}$ and opposing momenta $\vec{k}$ and $-\vec{k}$, where both $\vec{x}_{i}$ and $\vec{k}$ are to be integrated over [30]. In the semiclassical limit $\hbar \rightarrow 0$, these quasiparticles propagate away from one another at their group velocity $\vec{v}= \pm \vec{\nabla}_{k} \epsilon(\vec{k})$, and so their separation grows in time like $2|\vec{v}(\vec{k})| t$.

If we modelled these wave packets as perfectly pointike (as we would for classical particles), then we would not find any signal for large $t$, since the quasiparticles must be within some fixed distance of each other to be annihilated by the operator $\hat{A}_{2}(0)$. However, quantum effects lead to a broadening of the profile of these wave packets: they are not perfectly pointlike, but rather their width grows as $\sim \sqrt{\hbar t / m}$ (restoring $\hbar$ for now). Consequently, at any given time $t$, quasiparticles with momenta that satisfy $2|\vec{v}(\vec{k})| t \lesssim \sqrt{\hbar t / m}$ will have a finite amplitude of annihilation, and so contribute to $\chi^{(1)}(t)$. Expanding $\vec{v}(\vec{k}) \approx \hbar \vec{k} / m$ for small $\vec{k}$, we see that the momenta giving a non-negligible amplitude have a magnitude $\lesssim \sqrt{\hbar m / t}$, and such points occupy an area $\propto 1 / t$ in 2 D momentum space. If the quasiparticles within this multiplet are mutually bosonic, as in Eq. (7), then the integrand is approximately constant in this region, and we find $\chi^{(1)}(t) \sim 1 / t$ as quoted before.

While we will assume trivial statistics within multiplets in the following pump-probe calculation, incidentally we can also use the above picture to understand the behavior linear response coefficient when there are nontrivial exchange or braiding statistics between quasiparticles created at the same time. In this case, we must be more careful in accounting for the matrix elements $\langle\mathrm{VAC}| \hat{A}_{2}|\vec{k},-\vec{k}\rangle\langle\vec{k},-\vec{k}| \hat{A}_{1}|\mathrm{VAC}\rangle$, which controls the distribution of quasiparticle momenta created and annihilated by $\hat{A}_{1,2}$. If the particles are not mutual bosons, Pauli exclusion (or its generalization to anyons) prevents creation of two plane-wave states at the same momentum, and
so the matrix element must vanish at $\vec{k}=0$. For fermions, one readily finds $\langle\vec{k},-\vec{k}| \hat{A}_{1}|\mathrm{VAC}\rangle \sim|\vec{k}|$ at small $|\vec{k}|$, and a calculation analogous to that appearing in Ref. [18] generalizes this to $|\vec{k}|^{\alpha}$ for anyons (subject to certain conditions on the structure of $\hat{A}_{1}$; see Sec. IV D). This gives $\chi^{(1)}(t) \propto t^{-1-\alpha}$, which is consistent with the results of Ref. [18]. Additionally, if $N>2$ mutually bosonic quasiparticles are created at the same time, then similar arguments can be used to show $\chi^{(1)}(t) \propto t^{-N+1}$. The structure of matrix elements for $N>2$ particles with nontrivial mutual statistics is more complicated; see Ref. [18].

Regardless of the intramultiplet statistics, the key insight to take from the above is that to properly capture the late-time behavior of the two-time correlator $\left\langle\hat{A}_{2}(t) \hat{A}_{1}(0)\right\rangle$, we must account for quantum fluctuations about the semiclassical trajectories, i.e., the broadening of wave packets as $\sim \sqrt{\hbar t / m}$.

## C. Pump-probe response

Now we turn to the full pump-probe response coefficient, Eq. (3), working perturbatively in the strength of the pump pulse $\kappa$. Here, we must distinguish the multiplet $\mathcal{N}$ created by the pump pulse via the operator $\hat{A}_{0}$ from the multiplet $\mathcal{N}^{\prime}$ created by the probe pulse operators $\hat{A}_{1,2}$. We assume that the pump and probe pulses have frequency profiles overlapping with the corresponding threshold energies $\Delta_{\mathcal{N}}$ and $\Delta_{\mathcal{N}^{\prime}}$, which may be different. Accordingly, we can again infer that each operator either creates or annihilates a multiplet, and so the leading order contributions come at second order in $\kappa$. Following standard naming conventions for nonlinear response coefficients [31], we define the perturbative response coefficient $\chi_{\mathrm{PP}}^{(3)}\left(t_{1}, t_{2}\right)$ using this expansion

$$
\begin{equation*}
\chi_{\mathrm{PP}}\left(t_{1}, t_{2}\right)=\kappa^{2} \chi_{\mathrm{PP}}^{(3)}\left(t_{1}, t_{2}\right)+O\left(\kappa^{3}\right) \tag{8}
\end{equation*}
$$

By Taylor expanding the exponentials in Eq. (2), we obtain

$$
\begin{align*}
\chi_{\mathrm{PP}}^{(3)}\left(t_{1}, t_{2}\right)= & L^{-2}\left(\operatorname{Tr}\left[\hat{A}_{2}\left(t_{1}+t_{2}\right) \hat{A}_{1}\left(t_{1}\right) \hat{A}_{0}(0) \rho_{0} \hat{A}_{0}(0)\right]\right. \\
& \left.-\frac{1}{2} \operatorname{Tr}\left[\hat{A}_{2}\left(t_{1}+t_{2}\right) \hat{A}_{1}\left(t_{1}\right)\left\{\hat{A}_{0}(0)^{2}, \rho_{0}\right\}\right]\right) . \tag{9}
\end{align*}
$$

These low-order contributions dominate the response in the limit of a weak pump pulse $\kappa \rightarrow 0$, and so we will focus on them for now. However, it is important to bear in mind that the weak pulse limit does not commute with the long time limit $t_{2} \rightarrow \infty$, as will be clear once we derive the divergent growth $\chi_{P P}^{(3)} \sim t_{2}^{1 / 2}$ [Eq. (5)]. We will remedy this issue in Sec. III, where we calculate an expression for $\chi_{\mathrm{PP}}\left(t_{1}, t_{2}\right)$ that includes
contributions at all powers of $\kappa$, and thus remains valid as $t_{2} \rightarrow \infty$.

The quantity (9) describes a process where a multiplet $\mathcal{N}$ is created at time 0 , followed by a multiplet $\mathcal{N}^{\prime \prime}$ at time $t_{1}$, which is then annihilated at $t_{2}$. This is precisely the process that was central to our intuitive argument in Sec. I A (see Fig. 1). Using the form of $\hat{A}_{0}$ given above [Eq. (7)], the response coefficient can be written as $\operatorname{Tr}\left[\zeta \hat{A}_{2}\left(t_{1}+t_{2}\right) \hat{A}_{1}\left(t_{1}\right)\right]$, where we define

$$
\begin{equation*}
\zeta:=\left|\Psi_{\mathcal{N}}\right\rangle\left\langle\Psi_{\mathcal{N}}\right|-\left\langle\Psi_{\mathcal{N}} \mid \Psi_{\mathcal{N}}\right\rangle|\mathrm{VAC}\rangle\langle\mathrm{VAC}| . \tag{10}
\end{equation*}
$$

Being unnormalized and not positive-definite, the operator $\zeta$ is not itself a valid density matrix; rather, it includes only the contributions to the pumped state (2) that are second order in $\kappa$. Nevertheless, it is helpful to think of the perturbative response coefficient as the expectation value of $\hat{A}_{2}\left(t_{1}+t_{2}\right) \hat{A}_{1}\left(t_{1}\right)$ with respect to a "state" $\zeta$, as one would if we were calculating the full response to all orders in $\kappa$. The contributions to this expectation value coming from each of the terms in (10) are represented pictorially in the top right inset of Fig. 1: in the first term, pump and probe anyons are both generated, whereas in the second term, the probe anyons are created on top of the vacuum, and the pump anyons only appear through the multiplicative factor $\left\langle\Psi_{\mathcal{N}} \mid \Psi_{\mathcal{N}}\right\rangle$.

So far, we have not described how the statistical interactions between particles (specifically those between pump and probe excitations) can be included in our description. For this purpose, we find it useful to work in a path integral representation, which we now introduce.

## D. Path integral representation of $\chi_{\mathrm{PP}}^{(3)}$

Using Eq. (7) and the local form of the operators $\hat{A}_{1,2}$ [Eq. (1)], we can express the response coefficient using a Feynman-Vernon functional integral for the dynamics [32], where both the forward and backward branches of the time evolution in (9) are expressed as a sum over paths. We consider all trajectories of the particles in $\mathcal{N}$ between times 0 and $t_{1}+t_{2}$, along with those of particles in $\mathcal{N}^{\prime}$ between times $t_{1}$ and $t_{1}+t_{2}$. If the only interactions are statistical in nature, then the action can be written as a sum of the free particle actions $S_{j}\left[\vec{r}_{j}(t)\right]=\left(m_{j} / 2\right) \int d t \dot{r}^{2}$ plus a topological term $\Lambda[\{\vec{r}(t)\}]$ equal to the cumulative statistical phases associated with the braiding of probe anyons around pump anyons. An explicit formula for $\Lambda[\{\vec{r}(t)\}]$ will not be necessary, however we will later use the fact that $\Lambda$ only depends on the relative coordinates between pump and probe anyons. Overall we have

$$
\begin{align*}
\chi_{\mathrm{PP}}^{(3)}\left(t_{1}, t_{2}\right)= & \frac{1}{L^{2}} \int d^{2} \vec{x}_{i}^{+} d^{2} \vec{x}_{i}^{-}\left(\prod_{j=1}^{N^{\prime}} d^{2} \vec{x}_{f, j}\right) d^{2} \vec{r}_{i} d^{2} \vec{r}_{f} \int_{x_{j}^{ \pm}(0)=x_{i}^{ \pm}}^{x_{j}^{ \pm}\left(t_{1}+t_{2}\right)=x_{f, j}}\left(\prod_{j=1}^{N} \mathcal{D} \vec{x}_{j}^{+}(t) \mathcal{D} \vec{x}_{j}^{-}(t) e^{\mathrm{i} S_{j}\left[\vec{x}_{j}^{+}\right]-\mathrm{i} S_{j}\left[\vec{x}_{j}^{-}\right]}\right) \\
& \times \int_{\vec{r}_{k}\left(t_{1}\right)=\vec{r}_{i}}^{\vec{r}_{k}\left(t_{1}+t_{2}\right)=\vec{r}_{f}} \prod_{k=1}^{N^{\prime}} \mathcal{D} \vec{r}_{k}(t) e^{\mathrm{i} S_{k}\left[\vec{r}_{k}\right]}\left(e^{\mathrm{i} \Lambda\left[\left\{x_{j}^{+}(t)-r_{k}(t)\right\}_{j, k}\right]}-1\right) . \tag{11}
\end{align*}
$$

Here, $\vec{x}^{+}(t)$ and $\vec{x}^{-}(t)$ are the trajectories that describe the forward and backwards time evolution in (9), respectively. (For clarity, we consistently use $\vec{x}$ with appropriate subscripts to
denote coordinates of pump anyons, and $\vec{r}$ for probe anyons.) Note that no probe anyons are present on the backwards branch, and so the statistical phase $\Lambda$ has no dependence on
$\vec{x}_{j}^{-}(t)$ and $\vec{r}_{k}(t)$. The above expression is an explicit representation of the processes illustrated in Fig. 1 (although the backwards trajectories are not drawn explicitly). The factor of $\left(e^{\mathrm{i} \Lambda}-1\right)$ arises due to the subtraction of the two terms in $\zeta$ [Eq. (10)]; see the pictorial equation in the top right corner of Fig. 1.

Unfortunately, exact analytical calculations of the dynamics between times $t_{1}$ and $t_{1}+t_{2}$ quickly become intractable as the number of particles increases. Even in the minimal case where $|\mathcal{N}|=\left|\mathcal{N}^{\prime}\right|=2$, the evaluation of the four-body path integral including the statistical interactions does not admit a closed-form solution. However, in the limit of long times $t_{1,2}$, we can make two simplifications. Firstly, at sufficiently large $t_{1}$ we can consider just one of the pump anyons at a time. We make this approximation on the basis that in the long-time limit, the pump anyons will typically be separated by a large distance, and so the amplitude for the probe anyons braiding around more than one pump anyon is small. The result is that the statistical factor $\left(e^{\mathrm{i} \Lambda}-1\right)$ in (11) can be replaced by a sum

$$
\begin{equation*}
\left(e^{\mathrm{i} \Lambda}-1\right) \rightarrow \sum_{j=1}^{N}\left(e^{\mathrm{i} \tilde{\Lambda}_{j}\left[\left\{\hat{x}_{j}^{+}(t)-\vec{r}_{k}(t)\right)_{k}\right]}-1\right) \tag{12}
\end{equation*}
$$

where the new topological term $\tilde{\Lambda}_{j}\left[\left\{\vec{r}_{k}(t)-\vec{x}_{j}(t)\right\}_{k}\right]$ captures the statistical phase associated with the braiding of probe anyons around a single pump anyon $j$ [33].

Our second simplification is to invoke a stationary phase approximation for the trajectories of the pump anyon $j$. To be specific, we decompose the path $\vec{x}_{j}^{+}(t)$ into a classical trajectory $\vec{x}_{\mathrm{cl}, j}(t)=\vec{x}_{i}^{+}+\vec{v} t$, where $\vec{v}_{j}=\left(\vec{x}_{f, j}-\vec{x}_{i}^{+}\right) /\left(t_{1}+t_{2}\right)$, plus a fluctuating part $\delta \vec{x}_{j}^{+}(t)$, and the free part of the action then becomes $m \vec{v}_{j}^{2}\left(t_{1}+t_{2}\right) / 2+S_{j}\left[\delta \vec{x}_{j}^{+}\right]$. As we argue in Appendix A, the dependence of the topological part of the action on $\delta \vec{x}(t)$ can be neglected in the limit of large times, with relative corrections decaying at least as fast as $O\left(t_{2}^{-1}\right)$, i.e., we can take the trajectory of the pump anyon to be of constant velocity. The fluctuations $\delta \vec{x}_{j}^{+}(t)$ can then be integrated over, along with the backwards trajectory $\vec{x}_{j}^{-}(t)$ and its initial position $\vec{x}_{i}^{-}$, all of which can be expressed using the Feynman propagator. This leaves us with a manageable expression for the pump-probe response function

$$
\begin{gather*}
\chi_{\mathrm{PP}}^{(3)}\left(t_{1}, t_{2}\right) \propto \sum_{j=1}^{N} \int d^{2} \vec{v} I_{j}\left(\vec{v}, t_{2}\right), \text { where }  \tag{13}\\
I_{j}\left(\vec{v}, t_{2}\right):=\int d^{2} \vec{x}_{i} d^{2} \vec{r}_{f} \int_{\vec{r}_{k}\left(t_{1}\right)=0}^{\vec{r}_{k}\left(t_{1}+t_{2}\right)=\vec{r}_{f}} \prod_{k=1}^{N^{\prime}} \mathcal{D} \vec{r}_{k}(t) \\
 \tag{14}\\
\times e^{\mathrm{i} S_{k}\left[\vec{r}_{k}\right]}\left(e^{\mathrm{i} \tilde{\Lambda}_{j}\left[\left\{\vec{r}_{k}(t)-\vec{v} t-\vec{x}_{i}\right\}_{k}\right]}-1\right)
\end{gather*}
$$

Note that in the regime where the above applies, the pumpprobe coefficient has no $t_{1}$ dependence. This is due to the constant-velocity nature of the pump anyon trajectories, meaning that any change of $t_{1} \rightarrow t_{1}+\Delta t_{1}$ can be thought of as equivalent to a rigid shift of $\vec{x}_{\mathrm{cl}, j}(t) \rightarrow \vec{x}_{\mathrm{cl}, j}(t)+\vec{v} \Delta t_{1}$. This is borne out in the above since the path integral over $\delta \vec{x}(t)$ and $\vec{x}_{j}^{-}(t)$ is proportional to $\left(t_{1}+t_{2}\right)^{-2}$, which cancels with the factor of $\left(t_{1}+t_{2}\right)^{2}$ that comes from the change of integration variables from $\vec{x}_{f}$ to $\vec{v}$. Additionally, the classical contribution
to the action $m \vec{v}^{2}\left(t_{1}+t_{2}\right) / 2$ cancels with the opposite phase coming from the backwards trajectory, which is why a factor of $e^{\mathrm{im} v^{2}\left(t_{1}+t_{2}\right) / 2}$ does not appear in (13).

Equation (14) describes the propagator for $N^{\prime}$ probe particles moving from $\overrightarrow{0}$ to $\vec{r}_{f}$ in the presence of a pump anyon whose trajectory is fixed, and given by $\vec{r}_{\mathrm{cl}}(t)=\vec{v} t+\vec{x}_{i}$. Observe that we have made a semiclassical approximation for the path of the pump anyons and not the probe anyons. This is motivated by the insight gained from Sec. II B, where we saw that the behavior of two-time correlation functions requires one to account for fluctuations of the relevant excitations; see also the discussion of Appendix A.

In Sec. II E, we will directly evaluate $I\left(\vec{v}, t_{2}\right)$, but for now it is helpful to briefly make connection with the arguments that we gave in Sec. I A to justify the scaling form (5). Evidently, the integral over $\vec{x}_{i}$ in (14) is precisely the integral that was responsible for the factor of $t_{2}^{3 / 2}$ in (5), and we can move it inside the path integral over $\vec{r}_{k}(t)$. Being a topological term, $\tilde{\Lambda}$ only takes a finite number of distinct discrete values, and so we can split up the integral $\int d^{2} \vec{x}_{i}\left(e^{\mathrm{i} \tilde{\Lambda}}-1\right)$ into patches where $e^{\mathrm{i} \tilde{\Lambda}}$ takes different values, to get

$$
\begin{equation*}
\int d^{2} \vec{x}_{i}\left(e^{\mathrm{i} \tilde{\Lambda}}-1\right)=\sum_{c} A_{c}\left[\vec{r}_{k}(t)-\vec{v} t\right]\left(e^{\mathrm{i} \tilde{\Lambda}_{c}}-1\right) \tag{15}
\end{equation*}
$$

where $c$ labels the distinct values $\tilde{\Lambda}_{c}$ that the functional $\tilde{\Lambda}$ can take, and $A_{c}$ is a functional of $\vec{r}_{k}(t)-\vec{v} t$, equal to the (unsigned) area in the space of coordinates $\vec{x}_{i}$ that satisfy $\tilde{\Lambda}\left[\vec{r}_{k}-\vec{v} t-\vec{x}_{i}\right]=\tilde{\Lambda}_{c}$.

While we do not have a closed-form expression for $A_{c}$, the intuitive arguments in Sec. IA indicate that this should scale as $t_{2}^{3 / 2}$, and this will be backed up by our exact calculations. In fact, the scaling of $\chi_{\mathrm{PP}}\left(t_{1}, t_{2}\right)$ can be seen fairly straightforwardly using the geometric interpretation offered by Eq. (15). First, note that since the only free parameters in this problem are $\vec{v}, t_{2}$, and the quasiparticle masses $m_{k}$, by dimension counting $I(\vec{v}, t)$ can only depend on velocity and time through the product $|v| \sqrt{t_{2}}$. Hence, the long-time limit is equivalent to the large-velocity limit. When we take $|\vec{v}| \rightarrow \infty$, the pump anyon will only ever be in the vicinity of the probe anyons for a short $O\left(v^{-1}\right)$ period of time. The winding number will then be entirely determined by the location of the probe anyons at this instant in time, which we call $\tau$. In the case $N^{\prime}=2$, the trajectories contributing to the area $A_{c}$ in Eq. (15) are those where the ray traced by the fast pump anyon passes between two probe anyons at locations $\vec{r}_{1,2}(\tau)$. Thus the component of $\vec{x}_{i}$ perpendicular to $\vec{v}$ should be varied over a distance equal to $\left|r_{2, \perp}(\tau)-r_{1, \perp}(\tau)\right|$, where $r_{k, \perp}$ is the component of $\vec{r}_{k}$ perpendicular to $\vec{v}$, for $k=1,2$. Varying the component of $\vec{x}_{i}$ parallel to $\vec{v}$ only changes the collision time $\tau$, and so $I(\vec{v}, t)$ is given by the path integral of $\int_{0}^{t_{2}} d \tau\left|r_{2, \perp}(\tau)-r_{1, \perp}(\tau)\right|$. By evaluating the integral over trajectories $\vec{r}_{k}(\tau)$, one can show that this quantity is indeed proportional to $t_{2}^{1 / 2}$, confirming Eq. (5).

When $N^{\prime}>2$, an similar path integral describing the longtime limit of $I\left(\vec{v}, t_{2}\right)$ can be constructed, but the expression becomes more complicated. To determine $I\left(\vec{v}, t_{2}\right)$ in full generality, and to remove the need to rely on dimensioncounting arguments, it is more convenient to return to the

Schrödinger picture, wherein Eq. (14) can be computed exactly.

## E. Evaluating Eq. (14)

Our objective is now to evaluate the function $I_{j}(\vec{v}, t)$ defined in (14). The action describes $N^{\prime}$ probe particles propagating in the presence of the pump anyon $j$, which moves along a fixed-velocity trajectory. Since the probe anyons are mutually noninteracting, we can consider the propagator for a single probe anyon $G_{k}\left(t_{f}, \vec{r}_{f} ; t_{i}, \vec{r}_{i}\right):=\left\langle\vec{r}_{f}\right| U_{k}\left(t_{f} ; t_{i}\right)\left|\vec{r}_{i}\right\rangle$, where $U_{k}\left(t_{f} ; t_{i}\right)$ is the unitary operator describing time evolution of particle $k$ under the influence of the moving pump anyon from time $t_{i}$ to $t_{f}$. In terms of this propagator, we have

$$
\begin{align*}
I(\vec{v}, t)= & \int d^{2} \vec{r}_{i} d^{2} \vec{r}_{f}\left(\prod_{k=1}^{N^{\prime}} G_{k}\left(t, \vec{r}_{f} ; 0, \vec{r}_{i}\right)\right. \\
& \left.-\prod_{k=1}^{N^{\prime}} G_{k}^{(0)}\left(t, \vec{r}_{f} ; 0, \vec{r}_{i}\right)\right) \tag{16}
\end{align*}
$$

where $G_{k}^{(0)}\left(t_{f}, \vec{r}_{f} ; t_{i}, \vec{r}_{i}\right)$ is the propagator without the pump anyon.

Naturally, it is helpful to perform a Galilean boost to a frame moving with velocity $\vec{v}$ relative to the laboratory frame. We have

$$
\begin{equation*}
G_{k}\left(t_{f}, \vec{r}_{f} ; t_{i}, \vec{r}_{i}\right)=\tilde{G}_{k}\left(t_{f}, \vec{r}_{f}-v t_{f} ; t_{i}, \vec{r}_{i}-v t_{i}\right) \tag{17}
\end{equation*}
$$

where $\tilde{G}$ is the propagator in the co-moving frame. In this frame, the pump anyon is static, and so we are free to place it at the origin. We will adopt polar coordinates $(r, \phi)$ with the $x$ axis in the direction of $\vec{v}$.

A standard way to describe the effect of the pump anyon is to introduce an infinitesimally thin flux tube at the origin, whose strength is chosen such that an Aharonov-Bohm phase of $2 \pi \alpha_{j k}$ is acquired every time particle $k$ orbits around it. Any vector potential describing such a magnetic field will satisfy $\oint_{\Gamma} d \vec{r} \cdot \vec{A}(\vec{r})=2 \pi \alpha_{j k}$ for any loop $\Gamma$ circling the origin in an anticlockwise sense. It will be useful to start in the "string gauge," where $\vec{A}(\vec{r})$ is only on the negative $y$-axis, specifically $\vec{A}(\vec{r})=\Theta(-y) \delta(x) \hat{x}$, where $\hat{x}$ is a unit vector in the direction along $\vec{v}$. We can then perform a gauge transformation $\psi(r, \phi) \rightarrow e^{2 \pi i \alpha_{j k} \phi} \psi(r, \phi)$, where we restrict
$\phi \in(-\pi / 2,3 \pi / 2]$. This completely eliminates the vector potential at the expense of introducing twisted boundary conditions for all wave functions. In particular, wave functions can be assumed to be continuous functions of $\phi$ except at $\phi=3 \pi / 2$, where we have

$$
\begin{equation*}
\psi\left(r,-\pi / 2+0^{+}\right)=e^{2 \pi i \alpha_{j}} \psi(r, 3 \pi / 2) \tag{18}
\end{equation*}
$$

Since the statistical vector potential vanishes in the chosen gauge, the boosted Hamiltonian for particle $k=1, \ldots, N$ (indexing the probe anyons) becomes

$$
\begin{equation*}
H_{\mathrm{boost}, k}=\frac{1}{2 m_{k}}\left[\left(p_{x}-m_{k} v\right)^{2}+p_{y}^{2}\right]+\frac{1}{2} m_{k} v^{2} \tag{19}
\end{equation*}
$$

To calculate the propagator for this Hamiltonian, we first have to construct all its eigenstates, subject to the boundary conditions imposed by anyonic statistics (18). This is most easily achieved by using a unitary transformation $H_{j}^{\prime}=U^{\dagger} H_{\text {boost }} U$, where $U=e^{\mathrm{i} m_{j} x v}$ shifts the momentum operator by $m_{k} v$, which gives $H_{k}^{\prime}=\vec{p}^{2} / 2 m_{k}+m_{k} v^{2} / 2$. In polar coordinates, one obtains $H_{k}^{\prime}=p_{r}^{2} / 2 m_{k}+L^{2} / 2 m_{k} r^{2}$, where $L=-\mathrm{i} \partial_{\phi}$ is the angular momentum operator. The boundary condition (18) imposes that $L$ must take values of $\ell-\alpha_{k}$, where $\ell$ is an integer (we drop the label for the pump anyon $j$ on all quantities for the time being). The radial part of the wave function must then satisfy Bessel's equation with constant $\left(\ell-\alpha_{k}\right)^{2}$. The overall solution is

$$
\begin{align*}
\psi_{q, \ell}(r, \phi) & =\sqrt{\frac{q}{2 \pi}} J_{\left|\ell-\alpha_{k}\right|}(q r) e^{\mathrm{i}\left(\ell-\alpha_{k}\right) \phi} \\
\text { with energy } E_{q, \ell} & =\frac{q^{2}}{2 m_{k}}+\frac{1}{2} m_{k} v^{2} \tag{20}
\end{align*}
$$

which, with the normalization given, form a complete set of states:

$$
\begin{equation*}
\sum_{\ell=-\infty}^{\infty} \int d q \psi_{q, \ell}^{*}\left(\vec{r}_{1}\right) \psi_{q, \ell}\left(\vec{r}_{2}\right)=\delta^{(2)}\left(\vec{r}_{1}-\vec{r}_{2}\right) \tag{21}
\end{equation*}
$$

The precise structure of these eigenstates stems from our assumption that the Hamiltonian in the boosted frame is rotationally invariant. This allows us to make analytical progress in the following, but we wish to highlight that the latetime form of the response coefficient will be qualitatively unchanged if rotational symmetry is broken, e.g., due to anisotropy in the dispersion $\epsilon_{n}(\vec{k})$. We now have

$$
\begin{equation*}
\left.\left.\tilde{G}_{k}\left(\vec{r}_{f}, t ; \vec{r}_{i}, 0\right)=\left\langle\vec{r}_{f}\right| U e^{-\mathrm{i} H_{k}^{\prime} t} U^{\dagger}\left|\vec{r}_{i}\right\rangle=e^{\mathrm{i} m_{k} v\left(x_{f}-x_{i}\right)-\mathrm{i} m_{k} v^{2} t / 2} \sum_{\ell=-\infty}^{\infty} \frac{e^{\mathrm{i}\left(\phi_{f}-\phi_{i}\right)\left(\ell-\alpha_{k}\right)}}{2 \pi} \int_{0}^{\infty} q d q J_{\left|\ell-\alpha_{k}\right|}\left(q\left|r_{f}\right|\right) J_{\left|\ell-\alpha_{k}\right|}|q| r_{i} \right\rvert\,\right) e^{-\mathrm{i} q^{2} t / 2 m_{k}} \tag{22}
\end{equation*}
$$

The integral over $q$ can be evaluated using the standard integral $\int_{0}^{\infty} x d x e^{-p x^{2}} J_{v}(a x) J_{v}(b x)=(2 p)^{-1} e^{-\left(a^{2}+b^{2}\right) / 4 p} I_{v}(a b / 2 p)$ [34], valid for all $p \in \mathbb{C}$ with $\Re p>0$, upon setting $p=\mathrm{i} t / 2 m_{k}+0^{+}$.

$$
\begin{equation*}
=\frac{\mathrm{i} m_{k}}{2 \pi t} e^{\mathrm{i} m_{k} v\left(x_{f}-x_{i}\right)-\mathrm{i} m_{k} v^{2} t / 2} \exp \left(-\frac{\mathrm{i} m_{k}}{2 t+\mathrm{i} 0^{+}}\left(r_{f}^{2}+r_{i}^{2}\right)\right) \sum_{\ell=-\infty}^{\infty} e^{\mathrm{i}\left(\ell-\alpha_{k}\right)\left(\phi_{f}-\phi_{i}\right)+\mathrm{i} \pi\left|\ell-\alpha_{k}\right| / 2} J_{\left|\ell-\alpha_{k}\right|}\left(\frac{m_{k} r_{f} r_{i}}{t+\mathrm{i} 0^{+}}\right) \tag{23}
\end{equation*}
$$

The infinitesimal constant ensures that this expression remains valid in the limit $t \rightarrow 0$, and we have used the identity $I_{\nu}\left(\mathrm{i} x+0^{+}\right)=e^{\mathrm{i} v \pi / 2} J_{\nu}(+x)$ for real $x>0$.

Using Eqs. (16) and (17), we have

$$
\begin{equation*}
I\left(v, t_{2}\right)=\int d^{2} \vec{r}_{i} \int d^{2} \vec{r}_{f} \prod_{k=1}^{N^{\prime}} \tilde{G}_{k}\left(t_{2}, \vec{r}_{f}-v t_{2} ; t_{1}, \vec{r}_{i}\right)-\left(\text { same with } \alpha_{k} \rightarrow 0\right) \tag{24}
\end{equation*}
$$

which after substituting Eq. (23) becomes

$$
\begin{align*}
I\left(v, t_{2}\right)= & \frac{-e^{-\mathrm{i} M v^{2} t_{2} / 2} \prod_{k}\left(\mathrm{i} m_{k}\right)}{\left(2 \pi t_{2}\right)^{N}} \int_{0}^{\infty} r_{i} d r_{i} \int_{0}^{2 \pi} d \phi_{i} \int_{0}^{\infty} r_{f} d r_{f} \int_{0}^{2 \pi} d \phi_{f} e^{\mathrm{i} M v\left(r_{f} \cos \phi_{f}-r_{i} \cos \phi_{i}\right)} \exp \left(-\frac{\mathrm{i} M}{2 t_{2}+\mathrm{i} 0^{+}}\left(r_{f}^{2}+r_{i}^{2}\right)\right) \\
& \times \prod_{k=1}^{N^{\prime}} \sum_{\ell_{k}=-\infty}^{\infty} e^{\mathrm{i}\left(\ell_{k}-\alpha_{k}\right)\left(\phi_{f}-\phi_{i}\right)+\mathrm{i} \pi\left|\ell_{k}-\alpha_{k}\right| 2} J_{\left|\ell-\alpha_{k}\right|}\left(\frac{m_{k} r_{f} r_{i}}{t_{2}+\mathrm{i} 0^{+}}\right)-\left(\alpha_{k}=0\right), \tag{25}
\end{align*}
$$

where $M=\sum_{k} m_{k}$.
Our aim now is to evaluate this integral. As noted previously, on dimensional grounds $I\left(v, t_{2}\right)$ can only depend on velocity and time through the combination $v \sqrt{t_{2}}$, and so the late-time limit can be understood by considering the behavior as $v \rightarrow \infty$. More quantitatively, the relevant dimensionless parameter in the problem is $\beta:=m v^{2} t_{2}$, and so we expect the response to take its asymptotic form when $\beta \gg 1$, i.e., $t_{2} \gg \tau_{\mathrm{tr}}$, where $\tau_{\mathrm{tr}}$ is a timescale on the order of $1 / m v^{2}$ (see Table I). In this limit, the integrand becomes a rapidly oscillating function of $\phi_{i, f}$, which motivates a stationary phase approximation of these integrals. Points of stationary phase occur at $\phi_{i, f}=0, \pi$, and of the four different combinations, the one that that gives a dominant contribution to $I\left(v, t_{2}\right)$ is $\phi_{i}=0, \phi_{f}=\pi$, i.e., the particles begin far along the positive $x$ axis and drift at a velocity $v$ until they reach the negative $x$ axis. Details of the evaluation of this integral are given in Appendix B, the result of which gives

$$
\begin{equation*}
I\left(v, t_{2}\right) \approx e^{\mathrm{i}(2 N-3) \pi / 4} \frac{\sqrt{\pi} \prod_{k} m_{k}}{16 M^{2}\left(2 \pi t_{2}\right)^{N^{\prime}-2}} \Upsilon\left[\left\{\alpha_{k}\right\}\right] \sqrt{2 M t_{2}} v \tag{26}
\end{equation*}
$$

where we have defined a topological quantity

$$
\begin{equation*}
\Upsilon\left[\left\{\alpha_{k}\right\}\right]:=1-(-1)^{\sum_{k} \alpha_{k}} \prod_{k} \cos \left(\pi \alpha_{k}\right) \tag{27}
\end{equation*}
$$

Performing the necessary integral over $v$ (which should be cut off at large velocity $\sim 1 / \xi m$ to account for the finite spread of wave vectors created by the pulse), we obtain a pumpprobe response coefficient $\chi_{\mathrm{PP}}^{(3)}\left(t_{1}, t_{2}\right)$ that scales as $t_{2}^{1 / 2-\left(N^{\prime}-2\right)}$. A straightforward calculation gives the linear response coefficient $\chi^{(1)}(t) \propto t_{2}^{-N^{\prime}+1}$, and comparing the two, we see agreement with the form originally stated in Eq. (4).

## III. RESPONSE BEYOND PERTURBATION THEORY

As we showed in the previous sections, for the case $N^{\prime}=2$ the lowest order contributions to the pump-probe response coefficient $\chi_{\mathrm{PP}}^{(3)}\left(t_{1}, t_{2}\right)$ grow as $t_{2}^{1 / 2}$ in the limit $t_{2} \rightarrow \infty$. The fact that this quantity diverges at late times indicates that a perturbative expansion of the system's response to the external fields begins to fail. Specifically, if the late-time limit is taken while holding $\kappa>0$ fixed, then higher order terms in Eq. (9) cannot be ignored, and the whole series must instead be
resummed. In this section, we derive an expression for the full response of the system without relying on perturbation theory, using arguments that generalize those given above. The result, Eq. (30), remains valid in the long time limit for fixed $\kappa$.

When considering higher order contributions to $\chi_{\mathrm{PP}}\left(t_{1}, t_{2}\right)$ [Eq. (3)], the main difference in our analysis is that we must consider the possibility that the pump pulse creates more than a single quasiparticle multiplet. Since the frequency of the pump pulse is tuned close to the threshold energy $\Delta_{\mathcal{N}}$ (which we assume is not close to any other excitation threshold energy), the terms of order $\kappa^{2 n}$ will involve the creation of up to $n$ copies of $\mathcal{N}$. For the time being, we will continue to assume that excitations of the system interact with one another only through their statistical interactions, and that there are no nontrivial statistics among particles within either the pump or probe multiplet (generalizations of this scenario are addressed in Sec. IV). Therefore, if we work in the path integral formalism as in Sec. IID, for each trajectory of the probe anyons we can identify contributions where a particular number of pump anyons pass through the loop formed by $\vec{r}_{1,2}(t)$, and an appropriate statistical phase can be assigned to each contribution. Specifically, we can separate out processes where $p$ pump anyons pass through the loop from one side, and $p^{\prime}$ from the opposite side, which yields a phase of $e^{2 \pi \mathrm{i} \alpha\left(p-p^{\prime}\right)}$. Our task now is to determine, for each possible trajectory of the probe anyons $\vec{r}_{1,2}(t)$, the probability that the pump anyons follow paths such that this linking condition is satisfied. We denote this probability $Q_{p, p^{\prime}}\left[\vec{r}_{1,2}(t)\right]$. The full nonperturbative response will then be given by the path integral over the probe anyon trajectories weighted by a factor of $\left\langle\left(e^{\mathrm{i} \Lambda}-1\right)\right\rangle_{\mathrm{pr}}:=\sum_{p, p^{\prime}=0}^{\infty} e^{2 \pi \mathrm{i} \alpha\left(p-p^{\prime}\right)} Q_{p, p^{\prime}}\left[\vec{r}_{1,2}(t)\right]-1$, where again the subtraction of unity is due to the unperturbed correlator in (3). (The angled brackets $\langle\cdot\rangle_{\mathrm{pr}}$ indicates that this averaging is being performed over the paths of the probe anyons.)

Our previous perturbative calculation informs us that the probability to generate a single pump anyon that links with the loop in a particular sense is proportional to $\kappa^{2} A$, where $A$ is the area functional $A[\vec{r}(t)-\vec{v} t]$ integrated over velocities $\vec{v}$, which comes from integrating over the initial positions of the pump multiplet [see Eq. (15)]. The pump pulse can produce many pump multiplets which are created and propagate approximately independently of one another (assuming their density is low enough), and so the probability that $p$ particles link in a given sense will follow a Poisson distribution, with


FIG. 2. Late-time form of the ratio $\chi_{\mathrm{PP}}\left(t_{1}, t_{2}\right) / \chi^{(1)}\left(t_{2}\right)$, where $\chi_{\mathrm{PP}}\left(t_{1}, t_{2}\right)$ is the full nonlinear response coefficient, including contributions at all orders in $\kappa$, Eq. (30). We use units where the nonuniversal constant $c_{\mathrm{PP}}=1$, and vary $\kappa^{2}$ from 0.4 (blue) to 0.1 (orange) in steps of 0.1. Initially, the ratio of the response coefficients grow as $t_{2}^{3 / 2}$ (dashed line), in agreement with the perturbative expression derived in previous sections, see Eq. (4). After some timescale $\tau_{\mathrm{np}} \propto \kappa^{-4 / 3}$, nonperturbative effects become important, and we see a plateau of the ratio.
rate $c \kappa^{2} A$ for some constant $c$, i.e.,

$$
\begin{equation*}
\operatorname{Prob}(p)=e^{-c \kappa^{2} A} \frac{\left(c \kappa^{2} A\right)^{p}}{p!} \tag{28}
\end{equation*}
$$

Applying the same logic to the paths that link in the opposite sense gives us an expression for $Q_{p, p^{\prime}}\left[\vec{r}_{1,2}(t)\right]$. Thus the trajectory of each probe anyon should be weighted by a factor

$$
\begin{align*}
\left\langle\left(e^{\mathrm{i} \Lambda}-1\right)\right\rangle_{\mathrm{pr}} & =\sum_{p, p^{\prime}=0}^{\infty} e^{2 \pi \mathrm{i} \alpha\left(p-p^{\prime}\right)} e^{-2 c \kappa^{2} A} \frac{\left(c \kappa^{2} A\right)^{p+p^{\prime}}}{(p!)\left(p^{\prime}!\right)} \\
& =\exp \left(-2 c \kappa^{2}[1-\cos (2 \pi \alpha)] A\right)-1 \tag{29}
\end{align*}
$$

Recalling that $A$ is a functional of $\vec{r}_{1,2}(t)$, we must now perform the path integral over the trajectories of the probe anyons. Our previous arguments can be reapplied here, which tell us that for typical paths, $A \propto t^{3 / 2}$. The full response coefficient is now given by the same path integral expression as the linear response coefficient $\chi^{(1)}\left(t_{2}\right)$, but with the additional weighting of $\left\langle\left(e^{\mathrm{i} \Lambda}-1\right)\right\rangle_{\mathrm{pr}}$, giving

$$
\begin{equation*}
\chi_{\mathrm{PP}}\left(t_{1}, t_{2}\right)=\chi^{(1)}\left(t_{2}\right)\left[\exp \left(-c_{\mathrm{PP}} \kappa^{2} t_{2}^{3 / 2}\right)-1\right] \tag{30}
\end{equation*}
$$

where the prefactor in the exponent is identified as the same constant $c_{\text {PP }}$ appearing in Eq. (4), to ensure agreement with our perturbative results upon expanding (30) to leading order in $\kappa$. Note that $\chi^{(1)}\left(t_{2}\right)$ is bounded in the long-time limit, and so this nonperturbative expression for the pump-probe response coefficient does not diverge, in contrast to $\chi_{\mathrm{PP}}^{(3)}$. Evidently, once short-time transient effects have decayed away, the ratio $\chi_{\mathrm{PP}} / \chi^{(1)}$ will depend on time only through a universal function of $\kappa^{2} t_{2}^{3 / 2}$, after choosing units where $c_{\mathrm{PP}}=1$. The factor inside the square brackets in Eq. (30) is plotted in Fig. 2 for various values of $\kappa$.

The linear response coefficient itself is most easily evaluated in the case where $N^{\prime}=2$, and there are no nontrivial braiding phases between anyons created in the same multiplet (this was the case in the toric code example discussed in previous sections). There, one has $\chi^{(1)}(t) \propto t^{-1}$, and hence the pump-probe response takes the form $\chi_{\mathrm{PP}}\left(t_{1}, t_{2}\right) \propto$ $t_{2}^{-1}\left(e^{-c_{\mathrm{PP}} \kappa^{2} t_{2}^{3 / 2}}-1\right)$. This signal grows as $\sqrt{t_{2}}$ for times much less than $\tau_{\text {nonpert }} \sim\left(c_{P P} \kappa^{2}\right)^{-2 / 3}$, after which nonperturbative effects become important. At late times, the pump anyons have such a strong effect that the phase coherence of the two-point function is completely lost, and hence the first term in (3) completely decays away. This leaves only the second term, which is the unperturbed correlation function, decaying as $t_{2}^{-1}$. Interestingly, even though the leading order perturbative response coefficient $\chi^{(3)}\left(t_{1}, t_{2}\right)$ does not diverge when $N^{\prime}>2$, our analysis shows that higher order terms, e.g., $\chi^{(5,7, \ldots)}$, will always diverge for times beyond $\tau_{\text {nonpert }}$; this can be understood as a consequence of the long-ranged nature of the interactions between anyons.

To summarize, the picture provided by these arguments is that the population of anyons produced by the pump pulse have the effect of dephasing the trajectories of the probe anyons through their mutual statistical interactions. This induces a relative suppression of the two-time correlator compared to its unperturbed value, which leads to a nonzero response coefficient (3). This interpretation will prove useful when we discuss the effects of thermally excited quasiparticles in Sec. IV B.

## IV. ROBUSTNESS TO OTHER EFFECTS

In our calculation, we have made certain simplifications that allowed us to directly compute the pump-probe response coefficient. Here we consider processes and effects that were neglected above, and demonstrate that the qualitative form of the ratio $\chi_{\mathrm{PP}} / \chi^{(1)}$ remains universal in the long-time limit. Specifically, we will discuss the effects of short-ranged interactions (Sec. IV A), finite temperature (Sec. IV B), and nontrivial braiding statistics between within the multiplets that are created by each pulse (IV D). We also describe how our analysis can be generalised to systems with non-Abelian anyons in Sec. IV E. We will find that a number of timescales emerge from our analysis, which we summarize in Table I.

## A. Short-ranged interactions

So far we have assumed that the only interactions between quasiparticles are through statistical braiding phases. However, if nonstatistical interactions are present, as is the case generically, then the population of quasiparticles created by the pump pulse can influence the two-point correlator measured by the probe pulse through these interactions, and hence modify the response function (3). We argue that when interactions are sufficiently short-ranged, any such effect will be subleading compared to the contribution that we have identified above.

An intuitive way to see this is to employ the path integral perspective that we have used in the previous sections. The effects of short-ranged interactions are only felt by trajectories where a pump anyon comes within some characteristic
radius $r_{\text {int }}$ of one of the probe anyons, and scatters off it. As before, we can integrate over the initial position of the pump anyons $\vec{x}_{i}$, keeping all paths otherwise the same [this integral was responsible for the area functional $A_{c}$ in Eq. (15)]. The range of $\vec{x}_{i}$ that result in paths where particles come within a distance $r_{\text {int }}$ of one another will scale with the perimeter of the probe anyon trajectories, rather than the area of the loop formed by them. The perimeter scales as $t_{2}$ (see Ref. [26]), which grows less quickly than the area $\sim t_{2}^{3 / 2}$; hence interactions will only modify the subleading contributions to the response coefficient, represented by the term $o\left(t_{2}^{3 / 2}\right)$ in Eq. (4).

The above argument provides a relatively straightforward justification of why the late-time form of the perturbative response function $\chi^{(3)}$ should not be altered by short-ranged interactions, but it is also useful to consider a more quantitative approach that does not rely on a perturbative expansion of $\chi_{\mathrm{PP}}$. This is particularly important in light of the results of Sec. III, where we saw that nonperturbative effects can become important at late times. Looking at the ideal form Eq. (30), derived without nonstatistical interactions, we see that the universal relationship will remain unchanged if the effects of local scattering between anyons occur on a timescale much longer than $\tau_{\text {nonpert }}:=\left(c_{\mathrm{PP}} \kappa^{2}\right)^{-2 / 3}$. This scattering timescale is defined by the point at which the probability of a scattering event between a pump and probe anyon is order unity. This can be calculated in terms of a scattering cross-section $\sigma$, which in 2D is a length scale: using standard scattering theory, we have $\tau_{\text {scat }, \mathrm{p}}=\sigma v^{*} \lambda_{\text {pu }}$, where $\lambda_{\text {pu }}$ is the density of anyons created by the pump pulse (which scales as $\kappa^{-2}$ ), and $v^{*}$ is a typical velocity of the pump quasiparticles. Naturally, scattering between pump and probe anyons suppresses the two-time correlation function, and so we expect that the ratio $\chi_{\mathrm{PP}} / \chi^{(1)}$ will follow the form

$$
\begin{equation*}
\frac{\chi_{\mathrm{PP}}\left(t_{1}, t_{2}\right)}{\chi^{(1)}\left(t_{2}\right)}=\exp \left(-\left(t_{2} / \tau_{\text {nonpert }}\right)^{3 / 2}-\left(t_{2} / \tau_{\text {scat }, \mathrm{p}}\right)\right)-1 \tag{31}
\end{equation*}
$$

This modification to Eq. (30) makes no observable difference if $\tau_{\text {scat, } \mathrm{p}} \gg \tau_{\text {nonpert }}$, i.e., the statistical interactions alone fully compromise the phase coherence of the probe anyons before scattering processes have had time to take any effect. In fact, as long as $\tau_{\text {scat }, \mathrm{p}} \gg \tau_{\mathrm{tr}}$, then there will be an appropriate window of time in which the universal behavior (30) can be seen: after transient effects have washed out, but before scattering effects have become appreciable. Note that this is always the case, independently of the system, if the pump pulse is weak enough, viz. $\kappa$ is small enough. Alternatively, having weak interactions or small correlation lengths helps to satisfy this condition for larger values of $\kappa$.

To understand exactly what kinds of interactions count as sufficiently short-ranged, we can revisit the calculation that we described in Sec. II. Rotationally symmetric power-law interactions between pump and probe anyons can be included directly into the boosted Hamiltonian (19), and we suppose that at long distances these will decay as $V\left(\vec{r}_{j}-\vec{r}_{k}\right) \rightarrow$ $V_{0}\left|\vec{r}_{j}-\vec{r}_{k}\right|^{-\gamma}$ for some exponent $\gamma$. In this case, the angular part of the eigenstates (20) will remain unchanged, but the part of the Hamiltonian describing radial motion is now

$$
\begin{equation*}
H_{\mathrm{rad}}=\frac{-1}{2 m_{k}} \frac{d^{2}}{d r^{2}}+\frac{(\ell-\alpha)^{2}}{2 m_{k} r^{2}}+V(r) \tag{32}
\end{equation*}
$$

If $\gamma>2$, then by applying dimensional analysis to the above differential operator, we can identify a crossover radius $r_{\text {int }} \sim$ $\left(V_{0} / 2 m\right)^{1 /(\gamma-2)}$ outside of which eigenstates are only weakly modified by the power-law interactions. (This length is not to be confused with the cross section $\sigma$, which would have to be computed via alternative means, e.g., through solving the appropriate Lippmann-Schwinger equation [35].) This radius is small for weak interactions, whereas the divergent contributions to the response coefficient are due to processes occurring at large distances $r \gtrsim v t_{2}$. Hence, for $\gamma>2$ these interactions will not qualitatively affect the late-time behavior of the response function.

We do not directly address longer-ranged interactions $\gamma \leqslant 2$ here, since in this case the assumption that quasiparticles separated by large distances propagate independently is not necessarily true. Indeed, there is no small length scale that can separate the regimes of small and large separation of quasiparticles, and so the key assumptions that went into our argument would be invalidated. It would be interesting to investigate such scenarios in future work, in particular, in the context of the fractional quantum Hall effect, where anyons interact via long-ranged Coulomb forces $\gamma=1$.

## B. Finite temperature

Another assumption that has been made so far is that the system is in its ground state before the pump pulse arrives. In practice, with the system at finite temperature $T$, a population of thermally excited quasiparticles will be present, which themselves can affect the response of the system to external fields. In the regime $T \ll \Delta$, which we will focus on, the density of this population will be exponentially small $\sim e^{-\Delta / T}$, and so we can safely model the thermal excitations as a dilute gas of weakly interacting quasiparticles.

Firstly, let us neglect nonstatistical interactions and, as a warm-up, consider the linear response coefficient, i.e., the two-time correlator $\chi_{\operatorname{lin}}(t)=\left\langle\hat{A}_{2}(t) \hat{A}_{1}(0)\right\rangle$. Focussing on the toric code for concreteness, as before we choose $\hat{A}_{1,2}$ such that a pair of magnetic anyons are create at time 0 and annihilated at time $t$. The effect of thermal quasiparticles on $\chi_{\text {lin }}(t)$ can then be understood using a picture analogous to that presented in Sec. III. For each trajectory of the magnetic anyons $\vec{r}_{1,2}(t)$, we can define a probability distribution for how many electric anyons pass through the loop (since $e$ and $m$ and mutual semions, we do not need to distinguish different linking orientations). The difference here is that the electric anyons are thermally activated, instead of being created out of the vacuum by the pump pulse, as before.

Thanks to the diluteness of the quasiparticle gas (the density $\lambda_{\text {th }}=\int d^{2} k /(2 \pi)^{2} e^{-\epsilon(k) / T}$ scales as $\left.e^{-\Delta / T} \ll 1\right)$, the dynamics of the thermal electric anyons can be safely treated semiclassically [36]. Accordingly, we describe the trajectories of the quasiparticles as straight lines with velocities independently distributed with probability density $P(\vec{v})$, determined by the Boltzmann distribution. Since the electric anyons propagate independently, we can use the same logic as in Sec. III to argue that the probability of having $p$ electric anyons linking with the loop formed by $\vec{r}_{1,2}(t)$ follows a Poisson distribution, and in this case the rate is given by $s=\lambda_{\text {th }} \int d^{2} \vec{v} P(\vec{v}) A\left[\vec{r}_{1,2}(t)-\vec{v} t\right]$, with $A$ the area functional
in (15), arising due to the integration over all initial positions of the electric anyons. Thus each trajectory in the path integral over magnetic anyon trajectories $\vec{r}_{1,2}(t)$ should be weighted by a factor $e^{-s} \sum_{p}(-1)^{p} s^{p} / p!=e^{-2 s}$, where $s$ depends on $\vec{r}_{1,2}(t)$ through the area functional.

As usual, for typical trajectories the area functional scales as $t^{3 / 2}$ at late times, while the density follows an Arrhenius law $\lambda_{\text {th }} \sim e^{-\Delta / T}$. Hence, comparing the finite- and zerotemperature response coefficients, we expect to find

$$
\begin{equation*}
\chi^{(1)}(t)=\chi_{T=0}^{(1)}(t) \exp \left(-c e^{-\Delta / T} t^{3 / 2}\right) \tag{33}
\end{equation*}
$$

for some constant $c$. This allows us to define a new timescale $\tau_{\mathrm{th}}=\left(c e^{-\Delta / T}\right)^{-2 / 3}$ that describes how quickly the braiding phases between thermal and probe anyons degrades twopoint functions; see Table I. The prefactor may depend on how many anyons are created at a time by the probe pulse, among other factors, but will generally decay algebraically (as $t^{-1}$ for the simple $N^{\prime}=2$ case considered in previous sections). We see that at small finite temperatures, two-time correlation functions will decay via a characteristic "squished exponential" form $e^{-\left(t / \tau_{\mathrm{th}}\right)^{3 / 2}}$. Although this unusual form of broadening could in principle serve as a witness of nontrivial braiding even at linear response level, it is likely to be challenging to disentangle from other types of broadening, and as we will see there are constraints on the range of temperatures in which this decay mechanism will be the dominant one. This is why we propose measuring the pump-probe signal, where surplus anyons can be created in a controlled fashion using the pump pulse, and any background signals can be subtracted away according to Eq. (3).

With the above understood, we can determine the late-time behavior of the pump-probe response coefficient $\chi_{\mathrm{PP}}\left(t_{1}, t_{2}\right)$ at finite temperature by accounting for both thermal and pumpinduced quasiparticles. The perturbed two-point function [the first term in Eq. (3)] is suppressed due to dephasing from both sources of quasiparticles, whereas the unperturbed correlator that is subtracted off has the same form as (33). The result is

$$
\begin{equation*}
\chi_{\mathrm{PP}}\left(t_{1}, t_{2}\right)=\chi_{T=0}^{(1)}(t) \exp \left(-c e^{-\Delta / T} t_{2}^{3 / 2}\right)\left[e^{-c_{\mathrm{PP}} \kappa^{2} t_{2}^{3 / 2}}-1\right] . \tag{34}
\end{equation*}
$$

Comparing (33) and (34), we see that the universal form of the ratio (30) [which encompasses the perturbative result (4)] continues to hold at finite temperatures, since the linear and pump-probe response coefficients are modulated by the same decaying function. Of course, given the finite sensitivity of detectors in experiments, one wishes to work in a regime where $\tau_{\mathrm{th}}$ is large enough such that the individual signals $\chi_{\mathrm{PP}}$ and $\chi^{(1)}$ do not become smaller than the experimental resolution before transient effects have worn off. Provided that temperatures can be lowered below $\Delta$, this should be achievable thanks to the exponential dependence of $\tau_{\text {th }}$ on $1 / T$.

It is interesting to note parallels between these semiclassical arguments and an analogous derivation of the finitetemperature relaxational dynamics of the one-dimensional Ising chain in a transverse field, as studied in Ref. [36]. In that context, quasiparticles are domain walls of separating domains of opposite magnetization, and so the two-time spin correlator $C(t)=\left\langle\hat{Z}_{j}(t) \hat{Z}_{j}(0)\right\rangle\left(\hat{Z}_{j}\right.$ is a Pauli spin operator on some site $j$ ) acquires a phase of -1 each time a thermal
excitation moves across site $j$. In the dilute-gas regime, when $T$ is much less than the gap to excitations, $C(t)$ is approximately equal its zero zero-temperature value multiplied by a decaying envelope $\sim e^{-t / \tau}$ that accounts for this dephasing due to thermal quasiparticles, which propagate with effectively random trajectories that are governed by the Boltzmann distribution. This multiplicative dephasing factor also arises in our results [(33) and (34)], with the difference that the mechanism of dephasing is nonlocal statistical interactions, rather than local scattering phases. This nonlocal mechanism gives rise to an envelope has with a different universal form: $\exp \left(-\left(t / \tau_{\mathrm{th}}\right)^{3 / 2}\right)$ instead of an ordinary exponential decay, for some timescale $\tau_{\mathrm{th}} \propto e^{2 \Delta / 3 T}$.

One additional effect that has not yet been accounted for is scattering between the probe anyons and the gas of thermal quasiparticles due to short-range nonstatistical interactions. As we saw in the previous section, these scattering processes can lead to a further degradation of the phase coherence of the probe anyons, resulting in additional suppression of the two-time correlators. Assuming that the nonstatistical interactions are short-ranged (decaying faster than an inverse square law, as in Sec. IV A), this will result in an ordinary exponential decay $e^{-t_{2} / \tau_{\text {scat, th }}}$, where in analogy to $\tau_{\text {scat,th }}$, the characteristic time is given by $\tau_{\text {scat,th }}=\left(v^{*} \sigma \lambda_{\text {th }}\right)^{-1}$, where again $\sigma$ is the scattering cross-section, and $\lambda_{\text {th }}$ is the density of thermal quasiparticles. In the dilute gas regime, (low enough temperature and small enough $\kappa$ ), this envelope should affect the linear and pump-probe response coefficients equally, and hence the ratio $\chi_{\text {PP }} / \chi^{(1)}$ should remain unchanged. Moreover, since the ratio $\tau_{\text {scat,th }} / \tau_{\text {th }}$ grows as $T$ is decreased, at sufficiently low temperatures we will have $\tau_{\text {scat,th }} \gg \tau_{\mathrm{th}}$, and hence the squished exponential form (33) will also be unaffected.

In addition, the combination of nonstatistical interactions and finite temperatures provides a mechanism for the pump anyons to relax towards equilibrium, and this leads to a slow decay of the pump-probe signal with $t_{1}$. The timescale for this to occur is again very slow due to the diluteness of the thermal excitations, on the order of $\tau_{\text {scat,th }}$, and hence it should be possible to find a suitable time delay $t_{1}$ that is large enough to see the asymptotic form of the response coefficient, but smaller than this thermalization timescale.

Finally, we remark on the possibility that the quasiparticles themselves may not be stable even at zero temperature, which occurs if the system in question is not actually in a topological phase, but only proximate to one, e.g., when anyons are weakly confined. In this case, the response coefficient will be altered nontrivially for times $\left(t_{1}+t_{2}\right)$ that exceed some cutoff, which is set by either the finite lifetime of quasiparticle excitations (which now remains finite even as $T \rightarrow 0$ ), or the confinement lengthscale, whichever is reached first. (Note that this affects both the $t_{1}$ and $t_{2}$ dependence of $\chi_{\mathrm{PP}}$, since the motion of pump anyons is also affected by such effects.) This cutoff diverges as one approaches the transition into the topological phase, and so if the system is proximate enough to a QSL, it will still be possible to observe the universal form described above.

## C. Scattering from impurities

Realistic samples inevitably feature some amount of disorder. This can have two main effects for the dynamics of
anyons: (a) impurities or defects can lead to elastic scattering of anyons, and, in certain cases, (b) disorder can generate and trap topological defects (see, e.g., Ref. [37]), which have nontrivial braiding properties with the dynamical anyons. In this section, we discuss the consequences of these two impurity effects on the relaxation of linear and pump-probe response function.

Scattering effects. Although impurities in the sample are static, rather than mobile and dynamic, we can understand the effect of disorder at an approximate level in much the same way as scattering off thermally generated anyons. The impurities realize a short-ranged potential which is felt by the quasiparticles, and can scatter their momenta elastically. We can define an impurity scattering time $\tau_{\text {imp }}=\left(v^{*} \sigma \lambda_{\text {imp }}\right)^{-1}$, with $\lambda_{\mathrm{imp}}$ the density of impurities and $\sigma$ the impurity scattering cross-section. This gives us a typical time scale after which the momentum of a quasiparticle will be appreciably scattered.

Scattering of the probe anyons off impurities will degrade the amplitude for creation and re-annihilation, which will lead to a decay of the pump-probe signal. However, this effect is exactly reproduced in the linear response signal, and hence the ratio $\chi_{\mathrm{PP}} / \chi^{(1)}$ will remain unaffected. However, scattering of the pump anyons between times $t_{1}$ and $t_{1}+t_{2}$ may modify the pump-probe signal in a way that is not counterbalanced by $\chi^{(1)}$. While a detailed calculation of the pump-probe response coefficient in the presence of quenched disorder is beyond the scope of this work, we anticipate that these scattering events will make braiding between pump and probe anyons marginally less likely, since the straight-line trajectories shown in Fig. 1 will have to be modified. The universal signal we describe here will still be observable provided that the timescale $\tau_{\mathrm{imp}}$ is longer than the timescale for $t_{2}$ beyond which transient effects have subsided and the relation (4) becomes valid. Indeed, converting $\tau_{\mathrm{imp}}$ to a corresponding mean free path $\ell_{\text {imp }}$, we expect such a window of time to exist provided that disorder is not so strong such that $\ell_{\text {imp }} \sim a$ where $a$ is the lattice spacing. This is certainly true in any "weak-disorder" regime.

Braiding effects. The consequences on $\chi^{(1)}(t)$ of defects with nontrivial braiding can be understood along the lines of the argument provided in Sec. IV B for thermal, i.e., dynamical, anyonic quasiparticles. However, since these topological defects are static, the average number of defects that braids with the anyon pair grows like $(\sqrt{t / m})^{2}$-to be compared with the $v t \times \sqrt{t / m}$ when the thermal excitation have average velocity $v$-since $\sqrt{t}$ spreading of the one-particle propagator is now the only contribution to braiding. Consequently, these effects produce a further exponential relaxation of $\chi^{(1)}(t)$ scaling like $\exp \left(-t / \tau_{\text {an.imp. }}\right)$ on top of the faster-than-exponential thermal suppression in Eq. (33). Therefore this extra contribution will be subleading for small concentration of impurities.

Instead, regarding the ratio $\chi_{\mathrm{PP}} / \chi^{(1)}$, the braiding does not affect the pump anyons: the leading semiclassical contribution is obtained when their trajectories are the same in the forward and backward time evolution, so they cannot braid with the defects. Therefore, following the lines of the arguments in paragraph (a), we see that braiding effects do not impact the ratio $\chi_{\mathrm{PP}} / \chi^{(1)}$.

## D. Statistical interactions within multiplets

So far, we have considered response functions for perturbations that create multiplets of excitations within which all particles are mutually bosonic. An example that we regularly referred back to was the creation of a pair of electric anyons in the toric code, which have no nontrivial braiding or exchange statistics as a pair, despite being semionic with respect to magnetic excitations. Here we consider what happens if the multiplets created by the pump and/or probe pulses contain excitations that are not bosonic with respect to one another. One example of such a multiplet-again in the context of the toric code-is a pair of electric-magnetic (em) composite particles, which are fermionic with respect to one another.

As previously mentioned, an important consequence of nonbosonic statistics within a multiplet is that the constituent excitations cannot exist at the same point in space-a generalization of Pauli's exclusion principle. Thus we cannot use wave functions of the form (7) as a sensible low-energy description of the state of the system immediately after the pulse. Since the wave function must vanish at points where particles coincide, one must invoke a regulator that specifies the limiting behavior of $\left|\Psi_{\mathcal{N}}\right\rangle$ at small separations.

The effect of this generalized exclusion principle can already be seen in linear response functions, as was shown in Ref. [18]. In brief, the authors of that work calculated the dynamical structure factor (the Fourier transform of a twotime correlator $\left.\langle\mathrm{VAC}| \hat{A}_{2}(t) \hat{A}_{2}(0)|\mathrm{VAC}\rangle\right)$ using a low-energy effective theory describing the dynamics of a pair of anyons between times 0 and $t$. Motivated by lattice models such as the toric code, the regularization of the post-pulse state $\hat{A}_{2}|\mathrm{VAC}\rangle$ that they chose was a rotationally symmetric wave function where the two anyons are separated by a finite exclusion radius $a$, i.e., $\left|\Psi_{\mathcal{N}}\right\rangle=\int d^{2} \vec{R} \int_{0}^{2 \pi} d \phi|\vec{R}, a, \phi\rangle$, where $|\vec{R}, a, \phi\rangle$ is the two-anyon state with center of mass $\vec{R}$, and relative displacement $(a, \phi)$ in polar coordinates. Converting their frequency-space results into real time, the late-time behavior of the correlator follows a power law $t^{-1-\alpha}$, where $\alpha$ is the statistical parameter as before. The same time-dependence can be shown to arise for any uniform state $\left|\Psi_{\mathcal{N}}\right\rangle$ where the initial distance between the two anyons does not exceed some fixed microscopic lengthscale $a$ [38]. With the exception of $\alpha=0$ (bosons), this clearly differs from the $t^{-1}$ linear response behavior that we argued for in Sec. I A, which is simply the amplitude for two free particles to recombine [the first factor in Eq. (5)].

While it is clear that individual response functions-linear or otherwise-will be modified by statistical interactions between multiplets, the central quantity in our work is the ratio of the pump-probe and linear response coefficients, which as we argue will continue to follow the universal form derived before Eqs. (4) and (30). Firstly, the effect of statistical interactions within the pump multiplet will only give rise to a quantitative modification of the distribution of quasiparticle velocities created by the pump pulse: once these quasiparticles are created, they will still propagate ballistically. This only leaves interactions within the probe multiplet. Even with these included, we can still use the path integral representation of the dynamics of probe anyons, described in Secs. I A and II, which tells us that each trajectory of the probe anyons should
be weighted by a factor of the area functional $A_{c}$, equal to the size of the space of initial pump coordinates $\vec{x}_{i}$ that lead to nontrivial braiding [Eq. (15)]. Crucially even when probe anyons are not mutually bosonic, as was the case considered before, for typical paths this area functional continues to follow the same late-time asymptotic form $A_{c} \propto t_{2}^{3 / 2}$. Accordingly, we still expect Eqs. (4) and (30) to hold, even though the individual response functions $\chi^{(1)}, \chi_{\mathrm{PP}}$ are modified. On the basis of the results of Ref. [18], in the case where two probe anyons are created at a time $N^{\prime}=2$, we expect to see the perturbative pump-probe response coefficient scaling as $\chi_{\mathrm{PP}}^{(3)}\left(t_{1}, t_{2}\right) \propto t_{2}^{1 / 2-\alpha_{\mathrm{pr}}}$, where the braiding phase between probe anyons is given by $2 \pi \alpha_{\mathrm{pr}}$.

The scaling of $A_{c}$ can be argued for solely using the dimension-counting arguments given at the end of Sec. II D, where the late-time limit is equated to the limit where the velocity of the pump anyon is taken to be large. At large velocities, the area must scale linearly with $v$, and since the only velocity-independent length scale in the problem is $\sqrt{t_{2} / m}$, and the only dimensionless parameter is $v \sqrt{m t_{2}}$, this fixes $A_{c} \propto\left(t_{2} / m\right) \times v \sqrt{m t_{2}} \propto t_{2}^{3 / 2}$. We present a more concrete calculation that confirms this scaling of $A_{c}$ in Appendix C.

At the end of this section, we wish to highlight a difference between the results of Ref. [18], where the effects of particle statistics on linear response coefficients is studied, versus the effect we study in this paper, which shows up only beyond linear response. The former will be seen in systems that possesses fermionic excitations, which have nontrivial exchange statistics, but trivial braiding statistics. In contrast, the universal late time behavior of the pump-probe response coefficient is a reflection of nontrivial braiding statistics: the phase $e^{i \Lambda}$ is determined by the linking of paths in spacetime, rather than an exchange of identical particles. Because of this, pump-probe spectroscopy serves as an identifier of topological excitations with braiding statistics, rather than just nontrivial exchange statistics, which arise in nontopological fermionic systems.

## E. Non-Abelian statistics

Until now, we had only made explicit reference to systems with Abelian anyons, where the effect of braiding is to induce a complex phase in the wave function. However, our analysis also applies to topological phases whose excitations possess non-Abelian statistics. In such systems, excited states exhibit a topological degeneracy, meaning that an extra discrete quantum degree of freedom is required to fully specify the state of the system, in addition to the positions of the anyons [39]. Braiding of excitations results in the application of a unitary rotation acting on this degenerate space.

These non-Abelian statistical interactions can be incorporated into a path integral language in a similar way to before. In place of the phase $e^{\mathrm{i} \Lambda}$ in Eq. (11), we should instead substitute a matrix element of the unitary operator associated with the braid carried out by the trajectories $\vec{x}_{j}^{+}(t)$, $\vec{r}_{k}(t)$. Specifically, we make the replacement $\left(e^{\mathrm{i} \Lambda}-1\right) \rightarrow$ $\left.\left\langle\chi_{f}\right|\left(U\left[\vec{x}_{j}^{+}(t), \vec{r}_{j}^{+}(t)\right]\right]-1\right)\left|\chi_{i}\right\rangle$, where $U$ is a functional of the trajectories, depending only on their braiding properties, and $\left|\chi_{i, f}\right\rangle$ are discrete wave functions in the discrete space, which are set by the specifics of the operators $\hat{A}_{1,2}$ to which the probe pulse couples (see, e.g., Ref. [39], Sec. III C).

With the exception of this difference, all our arguments can be applied in exactly the same way as before. In particular, the decomposition of the path integral into topologically distinct contributions [Eq. (15)] still applies, just with the non-Abelian matrix element in place of the complex phase. The functionals $A_{c}$ depend only on the geometry of the trajectories, and the free part of the action is as before. Thus the late-time form of the response coefficient should continue to obey the relationship (4).

## V. APPLICATION TO PERTURBED TORIC CODE

In this section, we study a microscopic Hamiltonian that possesses anyonic excitations, which allows us to apply our general results to a more concrete setup. We are also able to relate the phenomenological parameters used in Sec. II (mass $m$, length scale $\xi$, etc.) to properties of the Hamiltonian.

The specific microscopic model that we consider is the toric code perturbed by a magnetic field. In the toric code, qubits are located at the edges $j$ of a square lattice, which we describe using Pauli operators $X_{j}, Y_{j}, Z_{j}$. The unperturbed Hamiltonian is a sum of four-body terms located at the vertices $v$ and plaquettes $p$ of the lattice $[27,28]$

$$
\begin{equation*}
\hat{H}_{0}=-J_{A} \sum_{v} \hat{A}_{v}-J_{B} \sum_{p} \hat{B}_{p} \tag{35}
\end{equation*}
$$

where the star operators $\hat{A}_{v}=\prod_{j \in v} \hat{X}_{e}$ act on all edges around the vertex $v$, and the plaquette operators $\hat{B}_{p}=\prod_{j \in p} \hat{Z}_{p}$ act on all edges around a plaquette $p$.

The ground state of $\hat{H}_{0}$ is the wave function stabilized by all star and plaquette operators, $A_{v}|\mathrm{GS}\rangle$ $=+|\mathrm{GS}\rangle, B_{p}|\mathrm{GS}\rangle=+|\mathrm{GS}\rangle$. Starting from the ground state and acting with $\hat{Z}_{e}$ on some edge creates a pair of excitations each of energy $J_{A}$-one for each of the star operators $\hat{A}_{v}$ that act nontrivially on $e$ and hence anticommute with $\hat{Z}_{j}$. Similarly, acting with $\hat{X}_{j}$ creates a pair of excitations on the two plaquettes shared by $j$, each with energy $J_{B}$. These two types of excitation are referred to as electric (e) and magnetic $(m)$ anyons respectively. The fact that they are semions with respect to one another can be seen by acting successively with operators $\hat{Z}_{j}$ in a way that moves the electric particle around a path that encircles a magnetic particle (see Ref. [28] for details). Since these excited states are exact eigenstates of $\hat{H}_{0}$, the anyons do not move once created in the absence of any external perturbation. The immobility of the excitations is reflected in the lack of dispersion in the spectrum of $\hat{H}_{0}$ : eigenstates come in highly degenerate multiplets with discrete energies $n_{A} J_{A}+n_{B} J_{B}$, where $n_{A}, n_{B}$ are the number of electric and magnetic anyons, respectively.

To endow the anyonic excitations with a dispersion, we introduce a magnetic field, which for simplicity we place in the $x-z$ plane. The full Hamiltonian that we consider in this section is

$$
\begin{equation*}
\hat{H}=\hat{H}_{0}-h^{x} \sum_{j} \hat{X}_{j}-h^{z} \sum_{j} \hat{Z}_{j} \tag{36}
\end{equation*}
$$

We work in the limit $J_{A, B} \gg h^{x, z}$. In this limit, we can neglect hybridization of eigenstates with different numbers of magnetic and electric anyons, and the main effect of the magnetic
fields is to lift the degeneracy within each excitation numbersector. The $x$-magnetic field generates hopping of magnetic anyons in the dual lattice, and similarly the $z$-magnetic field allows electric anyons to hop in the original lattice. The dispersion of a single electric or magnetic anyon then becomes

$$
\begin{align*}
\epsilon^{(e)}(k) & =2 h^{z}\left[\cos \left(k_{x} a\right)+\cos \left(k_{y} a\right)\right]  \tag{37a}\\
\epsilon^{(m)}(k) & =2 h^{x}\left[\cos \left(k_{x} a\right)+\cos \left(k_{y} a\right)\right] \tag{37b}
\end{align*}
$$

where $\left(k_{x}, k_{y}\right)$ is the quasimomentum, and $a$ is the lattice spacing. We have written these dispersions relative to the band minima, which are at energies $\Delta_{e}=J_{A}-4 h^{z}$ and $\Delta_{m}=J_{B}-$ $4 h^{x}$ (using the same notation for the threshold energies as in Sec. II A).

In a pump-probe experiment, the incoming pulses of light will naturally couple to the microscopic spins. We can choose the polarization of the incoming fields such that the pump pulse couples to the $X$ component of the spins, and the probe pulse couples to the $Z$ component. This way, assuming that the wavelength of the radiation is long compared to the sample size, the time-dependent fields experienced by the system are uniform in space

$$
\begin{equation*}
\hat{V}(t)=B_{\text {pump }}(t) \sum_{j} \hat{X}_{j}+B_{\text {probe }}(t) \sum_{j} \hat{Z}_{j} \tag{38}
\end{equation*}
$$

We take the pump pulse to be a Gaussian wave packet arriving at $t=0$, centered around a frequency $2 \Delta_{e}+\delta_{1}$, where $\delta_{1}$ is a detuning much smaller than $J_{B}$, with a width of frequencies $1 / \tau_{1} \ll J_{A, B}$

$$
\begin{equation*}
B_{\mathrm{pump}}(t)=\frac{1}{2} B_{1} e^{-\mathrm{i}\left(2 \Delta_{e}+\delta_{1}\right) t-t^{2} / 2 \tau_{1}^{2}}+\text { c.c. } \tag{39}
\end{equation*}
$$

Due to its frequency profile, the pump pulse can only excite a pair of electric anyons, assuming $J_{A}$ and $J_{B}$ are separated by a gap larger than $\tau_{1}$. We can therefore write down the wave function of the system at times $0<t<t_{1}$

$$
\begin{align*}
\left|\Psi_{e, e}(t)\right\rangle= & -\mathrm{i} \int_{-\infty}^{t} d t^{\prime} B_{\text {pump }}\left(t^{\prime}\right) \\
& \times \sum_{j} \sum_{\hat{b}=\hat{x}, \hat{y}} e^{-\mathrm{i} \hat{H}_{e, e}\left(t-t^{\prime}\right)}|j, j+\hat{b}\rangle_{e, e}+O\left(B_{1}^{2}\right) \tag{40}
\end{align*}
$$

where $\left|j, j^{\prime}\right\rangle_{e, e}$ is an excited state with electric anyons at lattice sites $j, j^{\prime}$, and $\hat{H}_{e, e}$ is the Hamiltonian in the relevant excitation number-sector. Thanks to the lack of statistical interactions between these two particles, we can compute the time evolution by transforming to plane wave states $\left|\vec{k}_{n}\right\rangle_{e}=M^{-1} \sum_{j} e^{i \mathrm{k} \cdot \vec{r}_{j}}|j\rangle_{e}$ and using the single-particle dispersion (37). Here, $\vec{r}_{j}$ is the real space coordinate for site $j, M$ is the number of sites in the lattice, and the discrete set of wave vectors satisfying periodic boundary conditions are $\vec{k}_{n}=$ $\left(2 \pi n_{x} / L, 2 \pi n_{y} / L\right)$, with $n_{x}, n_{y} \in\{-M / 2+1, \ldots, M / 2\}$. We then have

$$
\begin{align*}
\left|\Psi_{e, e}(t)\right\rangle= & \frac{-\mathrm{i} B_{1}}{2} \int_{-\infty}^{t} d t^{\prime} e^{-\mathrm{i}\left(2 \Delta_{e}+\delta_{1}\right) t^{\prime}-\left(t^{\prime}\right)^{2} / 2 \tau_{1}^{2}} \\
& \times M \sum_{n} f\left(\vec{k}_{n}\right) e^{-2 \mathrm{i}\left[\Delta_{e}+\epsilon^{(e)}\left(k_{n}\right)\right]\left(t-t^{\prime}\right)}\left|\vec{k}_{n},-\vec{k}_{n}\right\rangle_{e, e} \tag{41}
\end{align*}
$$

where the two particle state $\left|\vec{k}_{n},-\vec{k}_{n}\right\rangle_{e, e}$ is the wave function of a pair of electric anyons in plane wave states with opposing quasimomenta $\vec{k}_{n}$ and $-\vec{k}_{n}$, and we have defined $f(\vec{k}):=\cos \left(k_{x} a\right)+\cos \left(k_{y} a\right)$. (In performing the time evolution, we have neglected the effective hard-core constraint that two electric anyons cannot reside on the same vertex; however the effect of this is negligible in the regime of interest, as we will see.) The upper limit of the integral over $t^{\prime}$ can be extended to $+\infty$ for times $t \gg \tau_{1}$, which gives

$$
\begin{align*}
\left|\Psi_{e, e}(t)\right\rangle= & \frac{-\mathrm{i} \sqrt{2 \pi} B_{1} \tau_{1}}{2} M \sum_{n} e^{-\tau_{1}^{2}\left(2 \epsilon^{(e)}\left(k_{n}\right)-\delta_{1}\right)^{2} / 2} \\
& \times f\left(\vec{k}_{n}\right) e^{-2 \mathrm{i} t\left[\Delta_{e}+\epsilon^{(e)}\left(k_{n}\right)\right]}\left|\vec{k}_{n},-\vec{k}_{n}\right\rangle_{e, e} \tag{42}
\end{align*}
$$

From this wave function, we can read off the distribution of quasimomenta of the electric anyons created by the pump pulse. While various different hierarchies of energy scales can in principle be considered, for convenience, we will work in a regime where $\delta_{1} \ll \tau_{1}^{-1} \ll h^{z}$, in which case this distribution is peaked near the bottom of the band, allowing us to expand (37) to quadratic order in $k_{x, y}$. We can therefore consider quadratically dispersing electric anyons with isotropic mass

$$
\begin{equation*}
m_{e}=\frac{1}{2 h^{z} a^{2}} \tag{43}
\end{equation*}
$$

The distribution of quasimomenta is then approximately proportional to $e^{-\xi_{e}^{4} k^{4} / 2}$, where the length scale is

$$
\begin{equation*}
\xi_{e}=a \sqrt{2 \tau_{1} h^{z}} \tag{44}
\end{equation*}
$$

By transforming back to real space, we find that the wave function describes pairs of electric anyons in wave packets of size $\xi_{e}$ centered around the same point. This provides a proper UV regularization of the wave function (7) that we employed previously. We observe that $\xi_{e}$ can be identified as the typical propagation length of the electric anyons over the time window $\tau_{1}$ during which they are created. Note also that in the regime $\tau_{1}^{-1} \ll h^{z}$, we know that $\xi_{e}$ is much greater than the lattice spacing, which allows us to approximate $f(\vec{k}) \approx 2$. This also justifies our choice to neglect the hard-core constraint on electric anyons in (41), since components of the wave function where two anyons are located at the same vertex are small.

The wave function (42) can be used in place of $\left|\Psi_{\mathcal{N}}\right\rangle$ in the operator $\zeta$ defined in Eq. (10). As in Sec. II, we will employ an approximation where we ignore the influence of the magnetic anyons generated by the probe pulse on the trajectories of the original electric anyons. Because of this, when the trace in (9) is taken, only contributions where the wave vector on the ket and bra parts of $\zeta$ coincide will survive. We then have

$$
\begin{align*}
\zeta= & 2 \pi \tau_{1}^{2} B_{1}^{2} M^{2} \sum_{n} e^{-\xi_{e}^{4} k_{n}^{4}}\left|\vec{k}_{n},-\vec{k}_{n}\right\rangle\left\langle\vec{k}_{n},-\left.\vec{k}_{n}\right|_{e, e}\right. \\
& +(\text { terms annihilated by trace }) \tag{45}
\end{align*}
$$

The probe pulse allows us to measure the two-time correlator appearing in Eq. (3) (see Sec. VI for details on how this is achieved). In our case, this pulse is polarized along the $x$ axis, which means that the operators $\hat{A}_{1,2}$ are simply $\sum_{j} \hat{X}_{j}$. To isolate contributions coming from processes involving two magnetic anyons, the incoming waveform can be frequency-
matched to the magnetic anyon pair threshold of $2 \Delta_{m}$, i.e., the pulse only contains frequency components near this energy. Because of this, we can again expand the magnetic anyon dispersion to quadratic order about the band minimum, and we identify the mass $m_{m}=\left(2 h^{x} a^{2}\right)^{-1}$. While this assumption is useful for calculations, we expect to see the same qualitative results even if the range of frequencies is broader.

For each term in the sum in (45), we must compute the two-time correlator $\left\langle\hat{A}_{2}\left(t_{1}+t_{2}\right) \hat{A}_{1}\left(t_{1}\right)\right\rangle$ of these magnetic anyons in the presence of electric anyons that propagate at the group velocity $v\left(\vec{k}_{n}\right)=\partial_{k} \epsilon^{(e)}\left(\vec{k}_{n}\right) \approx \vec{v}_{n}:=\vec{k}_{n} / m_{e}$. The frequency profile of the probe pulse ensures that $\hat{A}_{1}$ excites a magnetic anyon pair which is de-excited by ${\hat{A_{2}}}_{2}$. The amplitude for this is precisely the propagator $I\left(\vec{v}_{n}, t_{2}\right)$ that we computed in Sec. II E. Putting everything together, and using the normalization $\left\langle\vec{k}_{n},-\vec{k}_{n} \mid \vec{k}_{n},-\vec{k}_{n}\right\rangle=M^{-2}$, the long-time limit of the perturbative pump-probe response coefficient becomes

$$
\begin{align*}
\chi_{\mathrm{PP}}^{(3)}\left(t_{1}, t_{2}\right)= & \frac{2 \pi\left(B_{1} \tau_{1}\right)^{2}}{L^{2}} \sum_{n} e^{-\xi_{e}^{4} k_{n}^{4}} I\left(\vec{v}_{n}, t_{2}\right) e^{-2 \mathrm{i} \Delta_{m} t_{2}} \\
= & 2 \pi\left(B_{1} \tau_{1}\right)^{2} m_{e}^{2} \\
& \times \int \frac{d^{2} v}{(2 \pi)^{2}} e^{-\xi_{e}^{4} m_{e}^{4} v^{4}} I\left(\vec{v}, t_{2}\right) e^{-2 \mathrm{i} \Delta_{m} t_{2}} \tag{46}
\end{align*}
$$

Using the expression (26), and restoring the original microscopic quantities using (43) and (44), we get

$$
\begin{equation*}
\chi_{\mathrm{PP}}^{(3)}\left(t_{1}, t_{2}\right)=\frac{1}{a^{2}} \frac{\sqrt{\pi} \Gamma(3 / 4)}{256} B_{1}^{2} e^{-2 \mathrm{i} \Delta_{m} t_{2}} \sqrt{\frac{\tau_{1} t_{2}}{h^{x} h^{2}}} \tag{47}
\end{equation*}
$$

where the factor of $a^{-2}$ arises due to the normalization of $\chi$ by the volume $L^{2}$, rather than the number of sites $M$. This calculation demonstrates how the universal $t_{2}^{1 / 2}$ divergence emerges starting within a specific microscopic model.

To derive this result, we have made certain assumptions about hierarchies of energy scales, namely that the fields $h^{x, z}$ should be weak enough such that hybridization between different anyon sectors is negligible, and that the pulse frequencies are close enough to threshold $\delta_{1} \ll h^{z}$. While deviations from these assumptions may affect the scaling of the prefactor, in general we expect the dependence on $t_{2}$ to be a universal feature of systems whose excitations possess nontrivial braiding statistics.

## VI. EXPERIMENTAL CONSIDERATIONS

Having studied the behavior of the pump-probe response coefficient in detail, we now provide a general discussion of the ingredients necessary to measure this quantity in experiment. For most of this section, our focus will be on putative solid-state realizations of quantum spin liquids, for which bulk probes are particularly useful. We comment on other settings later on, namely quantum Hall systems, ultracold atoms and Rydberg atom arrays.

The dynamics of spins in solid state systems typically occur on timescales of order $\sim 1 \mathrm{ps}$. As an example, in the candidate material $\alpha-\mathrm{RuCl}_{3}$, for which there is evidence of a field-induced non-Abelian QSL phase [40-43], the magnetic couplings are estimated to be in the range $70-90 \mathrm{~K}$ [44], corresponding to a frequency of $\sim 1.5 \mathrm{THz}$. Recent techni-
cal advances have facilitated the generation of high-intensity THz-domain pulses with short time resolution [45,46], which have already been applied to study ultrafast magnetization dynamics in systems with spontaneous macroscopic spin ordering [47-50]. Here, in analogy with standard pump-probe setups familiar from other kinds of nonlinear spectroscopy [31], we will describe a sequence of pulses which allows one to measure the particular response coefficient $\chi_{\mathrm{PP}}\left(t_{1}, t_{2}\right)$ [Eq. (3)] in a candidate quantum spin liquid. In fact, this particular sequence has already been used in previous experiments, where the aim was to demonstrate coherent control of spin precessional motion [47]. Thus the effect we describe in this paper should be detectable using currently existing experimental techniques.

To be specific, we propose to first illuminate the sample with a short intense pump pulse whose frequency range overlaps with the creation threshold energy for a given quasiparticle multiplet (a pair of electric anyons, say). Since the wavelength of THz light is large, the incoming radiation couples directly to the total magnetization $\hat{M}_{\alpha}$, where the component $\alpha$ is set by the polarization of the magnetic field of the radiation (i.e., we neglect the momentum of the photons). After waiting for a time $t_{1}$, a second weaker pulse is applied, which for now we model as infinitely short-lived, giving a magnetic field $B_{\mathrm{pr}}(t)=B_{0} \delta\left(t-t_{1}\right)$ along a different direction $\beta$. This perturbation modifies the state of the electron spins at later times, and the resulting time-dependent magnetization $\hat{M}_{\gamma}(t)$ in turn leads to emission of radiation due to free induction decay (FID). The amplitude of the emitted FID radiation can be measured along a chosen polarization $\gamma$ in a time-resolved fashion using, e.g., electro-optic sampling [51], which allows one to infer the time-dependent magnetization $\left\langle\hat{M}\left(t_{1}+t_{2}\right)\right\rangle$.

We have already discussed the effect of the pump pulse in Secs. I A and V: the state of the system immediately after the pulse can be described using the right hand side of (2), where $\hat{A}_{0}$ includes components of the magnetization operator $\hat{M}$ that oscillate at frequencies within the frequency range of the pulse. As for the probe pulse, since this is weak and infinitesimally short-lived, we can expand to lowest order in $B_{0}$. If $\rho_{\text {pert }}$ is the post-pump state, then immediately after the probe pulse the system is in the state $\hat{\rho}_{\text {pert }}-\mathrm{i} B_{0}\left[\hat{M}\left(t_{1}\right), \hat{\rho}_{\text {pert }}\right]+O\left(B_{0}^{2}\right)$ (we continue to work in the Heisenberg picture, where $\hat{M}=$ $\left.e^{\mathrm{i} \hat{H} t} \hat{M} e^{-\mathrm{i} \hat{H} t}\right)$. Then, the expectation value of the magnetization at time $\left(t_{1}+t_{2}\right)$ is given by

$$
\begin{align*}
\left\langle\hat{M}_{\gamma}\left(t_{1}+t_{2}\right)\right\rangle_{B_{0}}= & \left\langle\hat{M}_{\gamma}\left(t_{1}+t_{2}\right)\right\rangle_{B_{0}=0} \\
& -\mathrm{i} B_{0} \operatorname{Tr}\left(\hat{M}_{\gamma}\left(t_{1}+t_{2}\right)\left[\hat{M}_{\beta}\left(t_{1}\right), \hat{\rho}_{\text {pert }}\right]\right) \\
= & \left\langle\hat{M}_{\gamma}\left(t_{1}+t_{2}\right)\right\rangle_{B_{0}=0} \\
& +B_{0} \Im\left\langle\hat{M}_{\gamma}\left(t_{1}+t_{2}\right) \hat{M}_{\beta}\left(t_{1}\right)\right\rangle_{\text {pert }} . \tag{48}
\end{align*}
$$

Therefore, by extracting the linear-in- $B_{0}$ part of the magnetization, and subtracting the same quantity without the probe pulse, we obtain the imaginary part of the desired response coefficient (3).

The above procedure is conceptually straightforward and achievable using currently available techniques. Nevertheless, it is also worth contemplating alternative setups that measure
the response coefficient directly in the frequency domain, more akin to standard spectroscopic measurements. Rather than using electro-optic sampling to detect the emitted field, one can alternatively perform an absorption measurement, with the detector downstream of the probe pulse, such that the field being detected is a superposition of the probe pulse field and the FID signal $E_{\mathrm{pr}}(t)+E_{\mathrm{FID}}(t)$. Using a spectrometer, the power spectrum $I(\omega)=\left|E_{\mathrm{pr}}(\omega)+E_{\mathrm{FID}}(\omega)\right|^{2}$ can be obtained, and since the signal field is weak the signal will be found in the cross-term $2 \mathfrak{R}\left[E_{\mathrm{pr}}(\omega)^{*} E_{\mathrm{FID}}(\omega)\right]$, since the quadratic term $\left|E_{\mathrm{FID}}(\omega)\right|^{2}$ can be neglected. This measurement scheme constitutes an intrinsic heterodyne detection of the FID field, with the probe pulse serving as a local oscillator (see Ref. [31]). Due to the short probe pulse, $E_{\mathrm{pr}}(\omega)$ is approximately constant in $\omega$, and so this gives us access to the one-sided Fourier transform of the imaginary part of the response coefficient $\tilde{\chi}_{\mathrm{PP}}\left(t_{1}, \omega\right)=\int_{0}^{\infty} d t_{2} e^{\mathrm{i} \omega t_{2}} \mathfrak{J}\left[\chi_{\mathrm{PP}}\left(t_{1}, t_{2}\right)\right]$, where $t_{1}$ is set by the time interval between the pump and probe pulses. Since the emitted FID field is $\pi / 2$ out of phase with the magnetization [31], such an experiment would give us direct access to the imaginary part $\mathfrak{\Im} \tilde{\chi}_{\mathrm{PP}}\left(t_{1}, \omega\right)$, and the real part could be reconstructed using the Kramers-Kronig relations.

Given that there may be scenarios where the measured data are in the frequency domain, let us consider how the universal relationship between linear and pump-probe response coefficients manifests itself in Fourier space. Since Eq. (4) is valid in the limit of late times, we expect that the relationship will be most stark at frequencies that are close to the nonanalytic points of $\tilde{\chi}^{(1)}(\omega)$. In particular, recall from Sec. II B that the imaginary part of $\tilde{\chi}^{(1)}(\omega)$-which is proportional to the spectral function of the magnetization operator-exhibits nonanalytic behavior at the threshold frequency $\Delta_{\mathcal{N}^{\prime}}$, the minimum energy required to create excitations above the quasiparticle vacuum. The nature of the edge singularity in $\tilde{\chi}^{(1)}(\omega)$ will determine the form of nonanalytic behavior seen in $\tilde{\chi}_{\mathrm{PP}}^{(3)}\left(t_{1}, \omega\right)$ via the relationship (4). The simplest case, which applies to all the cases that we have studied in this work, is a power-law singularity, where the linear response coefficient in the time domain follows $\chi^{(1)}(t) \sim \mathrm{i} t^{-\eta} e^{-\mathrm{i} \Delta_{\mathcal{N}^{\prime} t}}$, where the exponent $\eta$ depends on the number of anyons that can be created at a time by the probe pulse, and the statistical phases between them. In frequency space, this gives us

$$
\begin{equation*}
\mathfrak{\Im} \tilde{\chi}^{(1)}(\omega) \propto \operatorname{sgn}(\omega) \Theta\left(|\omega|-\Delta_{\mathcal{N}^{\prime}}\right)| | \omega\left|-\Delta_{\mathcal{N}^{\prime}}\right|^{\eta-1} \tag{49}
\end{equation*}
$$

where the above is expected to hold for $|\omega|$ sufficiently close to $\Delta_{\mathcal{N}^{\prime}}$. Our time-domain results can be employed to determine the late-time form of the pump-probe response coefficient, which upon Fourier transforming gives

$$
\begin{equation*}
\Im \tilde{\chi}_{\mathrm{PP}}^{(3)}\left(t_{1}, \omega\right) \sim \operatorname{sgn}(\omega) \Theta\left(|\omega|-\Delta_{\mathcal{N}^{\prime}}\right)| | \omega \mid-\Delta_{\left.\mathcal{N}^{\prime}\right|^{\eta-5 / 2}} \tag{50}
\end{equation*}
$$

We see a more drastic singularity in the pump-probe response coefficient by virtue of the fact that the ratio $\chi_{\mathrm{PP}}^{(3)}\left(t_{1}, t_{2}\right) / \chi^{(1)}\left(t_{2}\right)$ grows with $t_{2}$. If $\chi^{(1)}(\omega)$ exhibits more complicated nonanalytic behavior (i.e., different from a power law), then one can instead use the convolution theorem to determine the corresponding form for $\tilde{\chi}_{\mathrm{PP}}^{(3)}\left(t_{1}, \omega\right)$

$$
\begin{equation*}
\tilde{\chi}_{\mathrm{PP}}^{(3)}\left(t_{1}, \omega\right) \propto \int_{-\infty}^{\infty} \frac{d \omega^{\prime}}{2 \pi}\left|\omega^{\prime}\right|^{-5 / 2} \tilde{\chi}^{(1)}\left(\omega-\omega^{\prime}\right) \tag{51}
\end{equation*}
$$

TABLE II. Summary of the relationships between the linear and pump-probe response coefficients in the time and frequency domain; see Eqs. (4) and (51). Fourier transforms at frequency $\omega$ are taken with respect to the time $t$ in linear response, and $t_{2}$ in pump-probe response. We define $\delta \omega:=\omega-\Delta_{\mathcal{N}^{\prime}}$ as the frequency relative to the energy threshold for creation of excitations, and the function $\tilde{f}(y)$ is the Fourier transform of $\exp \left(-|x|^{3 / 2}\right)$ with respect to $x$, and $*$ denotes a convolution. These results are valid in the limit of long times $t, t_{2}$, or sufficiently close to threshold, i.e., small $\delta \omega$, as appropriate. The exponent $\eta$ depends on the particulars of how anyons are created and annihilated (see Sec. IV D), but the ratio of the linear and pumpprobe response coefficients in both the frequency and time domain is universal.

|  | Time domain | Frequency domain |
| :--- | :---: | :---: |
| Linear response $(T=0)$ | $t^{-\eta} e^{-\mathrm{i} \Delta t}$ | $\|\delta \omega\|^{\eta-1} \Theta(\delta \omega)$ |
| Linear response $(T>0)$ | $\chi_{T=0}^{(1)}(t) e^{-\left(t / \tau_{\mathrm{t}}\right)^{3 / 2}}$ | $\tilde{\chi}_{T=0}^{(1)}(\omega) * \tilde{f}\left(\omega \tau_{\mathrm{th}}\right)$ |
| Pump probe | $t_{2}^{-\eta+3 / 2} e^{-\mathrm{i} \Delta t}$ | $\|\delta \omega\|^{\eta-5 / 2} \Theta(\delta \omega)$ |

To properly capture the short-time behavior of $\chi_{\mathrm{PP}}^{(3)}$, before the universal signal (4) is dominant, the factor of $\left|\omega^{\prime}\right|^{-5 / 2}$ should in principle be altered for values of $\omega^{\prime}$ much larger than $\tau_{\mathrm{tr}}^{-1}$. However this will not impact the qualitative form of $\tilde{\chi}_{\mathrm{PP}}^{(3)}\left(t_{1}, \omega\right)$ near threshold.

As discussed in Secs. III and IV, at very long times the response functions may be modulated by a decaying envelope due to either nonperturbative effects or suppression due to scattering and/or finite temperatures. In the frequency domain, this results in a 'smoothing out' of any nonanalytic behavior over frequency scales on the order $\tau^{-1}$, where $\tau$ is the appropriate timescale (see Table I). For example, at finite temperatures, the linear and pump-probe response coefficients are modulated by a factor $f\left(t / \tau_{\text {th }}\right)$, where we define $f(x):=\exp \left(-|x|^{3 / 2}\right)$. Thus $\tilde{\chi}^{(1)}(\omega)$ will be the convolution of the zero-temperature response function with $\tilde{f}\left(\omega \tau_{\mathrm{th}}\right)$, where $\tilde{f}(y)$ is the Fourier transform of $f(x)$, being a smooth function of $y$ that peaks at $y=0$ and has a width of order unity. In practice, given that such timescales are typically very large (at least for low temperatures and weak pump pulses), it is likely that the measurement apparatus will not be able to resolve these effects, and the formally divergent expressions given above can be used instead. These results are summarised in Table II.

We finally remark on some aspects of the generation of the pump anyons. Firstly, in pump-probe spectroscopy, the initial pulse is typically highly intense, with the aim to bring the system strongly out of equilibrium. In this case, assuming that the relevant matrix element for anyon generation [i.e., the coefficient of proportionality in Eq. (7)] is not small, then the density of pump anyons $n_{\text {pump }}$ will be fairly high. The pump anyon density can be related to the pulse strength factor $\kappa$ discussed in Sec. III as $n_{\text {pump }} \propto \kappa^{2}$, and hence the intensity of the pump pulse controls how long it takes for the nonperturbative regime to set in. We note that our analysis and prediction of the universal form (30) remains valid for finite pump densities, but begins to break down as $n_{\text {pump }}$ approaches $1 / a^{2}$ where $a$ is the lattice spacing, i.e., one pump anyon per unit cell. This regime is unlikely to be reached in practice.

Another possibility is that the key physics described in this work might still be detectable even if the pump anyons are generated incoherently. Indeed, in Sec. IV B, we saw how thermally generated anyons can modify the linear response coefficient. In a sufficiently low temperature regime $e^{-\Delta / T} \ll 1$, such that the scattering time $\tau_{\text {scat }}$ is much longer than the dephasing time $\tau_{\mathrm{th}}$, we expect to see a characteristic linear response coefficient following Eq. (33). Thus, rather than using a pump pulse as a means of generating excess quasiparticles, an increase in temperature could be used. The temperature dependence of frequency-resolved THz absorption measurements at low temperatures could therefore also provide a signature of nontrivial braiding statistics.

We conclude this section by addressing other systems that may host topological phases with anyonic excitations. Two-dimensional electron gases in the fractional quantum Hall regime can host Abelian and/or non-Abelian anyons [52]; however in practice performing spectroscopy on these systems may be challenging due to the presence of signals coming from other layers of the semiconductor heterostructure devices that are required to realize the electron gas. (In these systems, one can instead use novel device geometries to guide the motion of anyons through edge modes; this approach has recently been employed to detect braiding statistics $[53,54]$.) Moreover, since anyons are charged and a magnetic field is present, our analysis would only remain valid up to a timescale set by the cyclotron frequency (see Ref. [24]). Outside of the solid state, proposals have been put forward to realize topologically ordered phases in ultracold atomic gases [55-59], and more recently in arrays of Rydberg atoms in optical tweezers [60], which have since been implemented in Ref. [61]. Light-based probes are natural in these settings, and thanks to the high levels of isolation from the environment and the lack of extraneous degrees of freedom, one expects to see clean spectroscopic signatures. Whether the signal we derive here can be seen in this context depends on the system sizes that can be reached, but with large enough samples, nonlinear spectroscopic probes could prove to be a useful probe of anyonic statistics, particularly in platforms where individual atoms cannot be addressed and measured in a spatially resolved way.

## VII. CONCLUSION AND OUTLOOK

We have studied pump-probe spectroscopy of twodimensional systems that possess excitations with unconventional statistics. Our key result is a universal relationship dictating the late-time behavior of the response coefficient. The origin of this behavior can be intuitively understood using a path integral description for the dynamics of quasiparticles: the factor of $t_{2}^{3 / 2}$ in Eq. (4) arises when one calculates the probability that an anyon created by the pump pulse links with the trajectories of anyons created by the probe pulse, see Fig. 1.

After confirming this result through an explicit calculation of $\chi_{\mathrm{PP}}\left(t_{1}, t_{2}\right)$, we considered the effects of nonstatistical shortranged interactions and finite temperatures, and argued that our result should remain valid even after these effects are included. Accordingly, the relationship between the linear and pump-probe response coefficients (4) serves as a robust fin-
gerprint of anyonic statistics. While our rigorous calculations were performed using a low-energy effective theory for the dynamics of anyons, it is possible to make quantitative connections to specific microscopic models, as we demonstrated for the perturbed toric code. We finally discussed how the relevant signals can be measured using current THz-domain spectroscopic techniques.

Given that the experimental methods necessary to measure the relevant signal are already available, we anticipate that nonlinear spectroscopy could be used to obtain more information about the nature of magnetism in materials that are candidate quantum spin liquids. One of the most actively explored materials in this context is $\alpha-\mathrm{RuCl}_{3}$, and neutron scattering and electron spin resonance data provide evidence that under certain applied magnetic fields this system is in or proximate to a QSL phase [43,62-65]. It would therefore be of great interest to investigate the behavior of the pump-probe response coefficient in microscopic models that are thought to describe the spin dynamics in this material, as well as its close relatives [66]. This would allow useful comparison with potential nonlinear spectroscopic experiments on this class of materials. Already, our results indicate that for such a proximate spin liquid, the pump-probe response coefficient should behave in the way discussed above, up to some characteristic timescale dictating the lifetime of quasiparticles, which should diverge close to the transition into a QSL.

In addition, our work suggests that universal relationships between linear and nonlinear response coefficients may arise in more general topologically ordered systems. For example, in three spatial dimensions excitations can be pointlike or looplike, and mutual statistics between particles and loops can be defined in analogy to the 2D case [67-70]. Understanding how statistical phases between these excitations manifest themselves in nonlinear response will form an interesting direction for future work, which may prove to be useful in the search for topologically ordered materials in higher dimension e.g., Coulomb spin liquids [71].
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## APPENDIX A: VALIDITY OF THE STATIONARY PHASE APPROXIMATION

During our calculation of the pump-probe response coefficient in Sec. II, we performed a stationary phase approximation for the trajectory of the pump anyon $\vec{r}_{j}(t)$, which led to the expression (13). In this Appendix, we provide a concrete justification of this approximation, allowing us to quantify its accuracy.

To begin with, it is helpful to separate out classical paths and fluctuations for the trajectories of all particles, i.e., we write $\vec{r}_{k}(t)=\vec{v}^{\prime} t+\vec{r}_{i}+\delta \vec{r}_{k}(t)$ for all probe anyons $k$, as well as the trajectories of the pump particles $x_{j}(t)$ [here, $\vec{v}^{\prime}=$ $\left.\left(\vec{r}_{f}-\vec{r}_{i}\right) / t_{2}\right]$. Using the decomposition of the path integral into topologically distinct sectors, as in Eq. (15), we have

$$
\begin{align*}
\chi_{\mathrm{PP}}\left(t_{1}, t_{2}\right) & \propto \int d^{2} \vec{v} d^{2} \vec{v}^{\prime} e^{\mathrm{i} v^{\prime 2} t_{2} \sum_{k} m_{k} / 2} \int \mathcal{D}(\delta \vec{x}(t)) \\
& \times \int\left(\prod_{k=1}^{N^{\prime}} \mathcal{D}\left(\delta \vec{r}_{k}(t)\right) e^{\mathrm{i} S_{0}\left[\delta \vec{r}_{k}(t)\right]}\right) e^{\mathrm{i} S_{0}[\delta \vec{x}(t)]} \\
& \times \sum_{c}\left(e^{\mathrm{i} \tilde{\Lambda}_{c}}-1\right) A_{c}\left[\vec{v}^{\prime \prime} t+\delta \vec{r}_{k}(t)-\delta \vec{x}(t)\right] \tag{A1}
\end{align*}
$$

where $\vec{v}^{\prime \prime}=\vec{v}^{\prime}-\vec{v}$ and $A_{c}$ is a functional of $N^{\prime}$ trajectories $\vec{r}_{k}(t)$, equal to the area in the space of coordinates $\vec{x}_{i}$ that satisfy $\tilde{\Lambda}\left[\vec{r}_{k}(t)-\vec{x}_{i}\right]=\tilde{\Lambda}_{c}$ (see the main text). We are interested in the limit of large times $t_{1,2}$, and so it is useful to consider the response coefficient at rescaled times $\chi_{\mathrm{PP}}\left(\lambda t_{1}, \lambda t_{2}\right)$, where $\lambda>0$ is a dimensionless constant that will be made large. The path integral for this quantity involves trajectories $\delta \vec{x}(s)$ and $\delta \vec{r}_{k}(s)$, where the new time coordinate $s$ runs over $s \in\left[0, \lambda\left(t_{1}+t_{2}\right)\right]$ and $\left[\lambda t_{1}, \lambda\left(t_{1}+t_{2}\right)\right]$, respectively. For any such trajectory $\delta \vec{x}(s)$, we can define a corresponding trajectory $\delta \vec{x}^{\prime}(t)$ in the original time window $t \in\left[0, t_{1}+t_{2}\right]$, which takes the form

$$
\begin{equation*}
\delta \vec{x}^{\prime}(t)=\frac{1}{\sqrt{\lambda}} \delta \vec{x}(\lambda t) \tag{A2}
\end{equation*}
$$

A similar transformation for for $\delta \vec{r}_{k}(s)$ can be made. Crucially, this transformation respects the boundary conditions of the path integral, and leaves the free part of the action $S_{0}$ invariant, since

$$
\begin{equation*}
\frac{m}{2} \int_{0}^{t_{2}} d t\left(\frac{d}{d t} \delta \vec{x}^{\prime}(t)\right)^{2}=\frac{m}{2} \int_{0}^{\lambda t_{2}} d s\left(\frac{d}{d s} \delta \vec{x}(s)\right)^{2} \tag{A3}
\end{equation*}
$$

Using the reparametrization (A2), the time-rescaled response coefficient $\chi_{\mathrm{PP}}\left(\lambda t_{1}, \lambda t_{2}\right)$ can be brought into a form identical to the original expression (A1), but with the argument of the functional $A_{c}$ changed to $\vec{v}^{\prime \prime} s+\sqrt{\lambda}\left[\delta \vec{r}_{k}^{\prime}(s / \lambda)-\vec{x}^{\prime}(s / \lambda)\right]$. In
terms of the time coordinate $t \equiv s / \lambda$, this becomes $\left(\lambda \vec{v}^{\prime \prime}\right) t+$ $\sqrt{\lambda}\left[\delta \vec{r}_{k}^{\prime}(t)-\vec{x}^{\prime}(t)\right]$. Now, using the fact that $A_{c}$ is an area measuring the space of initial coordinates $\vec{x}_{i}$ that yield a given topological action $\tilde{\Lambda}_{c}$, we have $A\left[\kappa \vec{r}_{k}(t)\right]=\kappa^{2} A\left[\vec{r}_{k}\right]$ for any constant $\kappa>0$, on geometric grounds. Applying this to the above with $\kappa=1 / \lambda$, we see that the effect of scaling $t_{1,2} \rightarrow$ $\lambda t_{1,2}$ is the same as making the replacement

$$
\begin{align*}
& A_{c}\left[\vec{v}^{\prime \prime} t+\delta \vec{r}_{k}(t)-\delta \vec{x}(t)\right] \\
& \quad \rightarrow \text { const. } \times A_{c}\left[\vec{v}^{\prime \prime} t+\frac{1}{\sqrt{\lambda}}\left(\delta \vec{r}_{k}(t)-\delta \vec{x}(t)\right)\right] . \tag{A4}
\end{align*}
$$

Therefore, expanding $A_{c}$ as a series in the fluctuations $\delta \vec{x}(t)$, $\vec{r}_{k}(t)$ becomes an increasingly good approximation as the times $t_{1,2}$ are increased. Specifically, the ratio of the contributions at successive orders is enhanced by a factor of $\lambda^{-1 / 2}$ under a scaling of time coordinates $t_{1,2} \rightarrow \lambda t_{1,2}$.

If we perform this formal expansion in powers of $\delta \vec{x}(t)$ and $\delta \vec{r}_{k}(t)$ separately, then all terms that are zeroth order in $\delta \vec{r}_{k}(t)$ will vanish. This is because such contributions represent processes where all probe anyons move along the same path, and since the probe anyons are statistically neutral as a composite there can be no statistical phase acquired in this case. The leading order term in this expansion will be second order in $\delta \vec{r}_{k}(t)$ and zeroth order in $\delta \vec{x}(t)$ (since $\delta \vec{r}_{k}(t) \rightarrow-\vec{r}_{k}(t)$ is a symmetry of the action). In practice, since we do not have a closed form for $A_{c}$, it is easier to treat the fluctuations $\delta \vec{r}_{k}$ exactly, and to set $\delta \vec{x}(t)$ to zero by hand. This is precisely the stationary phase approximation that we made in the main text to obtain the expression (14). Thanks to inversion symmetry, the leading order corrections to this expression will also come at second order in $\delta \vec{x}(t)$, and will hence be $O\left(t_{1,2}^{-1}\right)$.

Finally, we wish to remark that in deriving the above scaling relation, we have been careful to keep the velocities $\vec{v}, \vec{v}^{\prime}$ fixed, even though they are related to real space coordinates $\vec{x}_{i, f}, \vec{r}_{i, f}$ in terms of the times $t_{1,2}$ themselves. We keep velocities rather than positions fixed because the upper limits of the velocity integrals will eventually be cut off by a nonuniversal UV scale $v_{\text {cutoff }} \sim 1 / \xi m$, where $\xi$ is set by either the lattice constant or the size of the anyon wave packet, and $v_{\text {cutoff }}$ should remain invariant under the scaling transformation.

## APPENDIX B: EVALUATION OF EQ. (25)

In this Appendix, we detail how the integral (25) is evaluated in the limit $v \rightarrow \infty$ by means of a stationary phase approximation. We start by transforming to dimensionless integration variables $u_{i, f}=\sqrt{M / 2 t_{2}} r_{i, f}$ and defining the dimensionless parameters $\beta=\sqrt{2 t_{2} M} v, \gamma_{k}=m_{k} / M$

$$
\begin{align*}
= & \left(\frac{\mathrm{i}}{2 \pi t_{2}}\right)^{N-2} \frac{e^{-\mathrm{i} M v^{2} t_{2} / 2} \prod_{k} m_{k}}{\pi^{2} M^{2}} \int_{0}^{\infty} u_{i} d u_{i} \int_{0}^{2 \pi} d \phi_{i} \int_{0}^{\infty} u_{f} d u_{f} \int_{0}^{2 \pi} d \phi_{f} e^{\mathrm{i} \beta\left(u_{f} \cos \phi_{f}-u_{i} \cos \phi_{i}\right)-\mathrm{i}\left(u_{i}^{2}+u_{f}^{2}\right)} \\
& \times \prod_{k=1}^{N^{\prime}} \sum_{\ell_{k}=-\infty}^{\infty} e^{\mathrm{i}\left(\ell_{k}-\alpha_{k}\right)\left(\phi_{f}-\phi_{i}\right)+\mathrm{i} \pi\left|\ell_{k}-\alpha_{k}\right| / 2} J_{\left|\ell-\alpha_{k}\right|}\left(2 \gamma_{k} u_{i} u_{f}\right)-\left(\alpha_{k}=0\right) . \tag{B1}
\end{align*}
$$

As long as $v \neq 0$, the large- $t$ limit of the above can be extracted by taking the limit $\beta \rightarrow \infty$. If $v=0$ then all $t_{2}$ dependence drops out, and we obtain a contribution that is constant in $t_{2}$. This contribution we ignore for now. From here on we assume $v \neq 0$, and take the long time limit via $\beta \rightarrow \infty$; this is valid for $t_{2} \gg 1 / v^{2} M$. Additionally, since the statistical parameters $\alpha_{k}$ are only defined modulo an integer, we can without loss of generality choose $\alpha_{k} \in[0,1)$.

Since $\beta$ is large, the angular integrals can be evaluated using a stationary phase approximation, with stationary points at $\phi_{i, f}=0, \pi$. This gives

$$
\begin{align*}
& \left(\frac{\mathrm{i}}{2 \pi t_{2}}\right)^{N-2} \frac{2 e^{-\mathrm{i} M v^{2} t_{2} / 2} \prod_{k} m_{k}}{\pi \beta M^{2}} \int_{0}^{\infty} u_{i}^{1 / 2} d u_{i} \int_{0}^{\infty} u_{f}^{1 / 2} d u_{f} e^{-\mathrm{i}\left(u_{i}^{2}+u_{f}^{2}\right)} \sum_{\sigma_{i}, \sigma_{f}= \pm 1} e^{-\mathrm{i} \pi\left(\sigma_{f}-\sigma_{i}\right) / 4} e^{\mathrm{i} \beta\left(x_{f} \sigma_{f}-x_{i} \sigma_{i}\right)}\left[\prod_{k} A_{k}^{\left(\alpha_{k}\right)}-\prod_{k} A_{k}^{(0)}\right] \\
& \quad \text { where } A_{k}^{\left(\alpha_{k}\right)}:=e^{-\mathrm{i} \pi \alpha_{k}\left(\sigma_{i}-\sigma_{f}\right) / 2} \sum_{\ell=1}^{\infty}\left(\sigma_{i} \sigma_{f}\right)^{\ell} \\
& \quad \times\left[e^{\mathrm{i} \pi\left(\ell-\alpha_{k}\right) / 2} J_{\ell-\alpha_{k}}\left(2 \gamma_{k} u_{i} u_{f}\right)+\sigma e^{\mathrm{i} \pi\left(\ell-\left[1-\alpha_{k}\right]\right) / 2} J_{\ell-\left[1-\alpha_{k}\right]}\left(2 \gamma_{k} u_{i} u_{f}\right)\right] \tag{B2}
\end{align*}
$$

The sums over $\sigma_{i, f}$ are for the different stationary points at $\phi_{i, f}=0, \pi$, and we have split up the sums over $\ell$ into separate parts where $\ell_{k}-\alpha_{k}$ is either positive or negative. Now we evaluate the sums using Ref. [72], Eq. 5.7.5.1, which can be manipulated to give

$$
\begin{equation*}
\sum_{l=1}^{\infty}(\mathrm{i} \sigma)^{l} J_{l-\alpha}(z)=\frac{1}{2} \int_{0}^{z} d u\left[\mathrm{i} \sigma J_{\mu}(z-u) J_{-\mu-\alpha}(u)-J_{\mu}(z-u) J_{1-\mu-\alpha}(u)\right] \tag{B3}
\end{equation*}
$$

where $\mu$ can be any real value satisfying $-1<\mu<1-\alpha$.
Now, we note that the integrand in (B2) is a fast-oscillating function of $u_{f}$ and $u_{i}$, and hence will be dominated by contributions at large $u_{f}, u_{i} \gtrsim \beta$, where the Bessel functions oscillate equally quickly. Therefore we can take the large-z limit of (B3), which simplifies using the asymptotic form $J_{\mu}(u) \approx \sqrt{2 / \pi u} \cos (u-\mu \pi / 2-\pi / 4)$, valid for large real positive $u$ :

$$
\begin{align*}
& \frac{1}{2} \int_{0}^{z} d u\left[\mathrm{i} \sigma J_{\mu}(z-u) J_{-\mu-\alpha}(u)-J_{\mu}(z-u) J_{1-\mu-\alpha}(u)\right] \\
& \quad \approx \frac{1}{\pi} \int_{0}^{z} \frac{d u}{\sqrt{u(z-u)}}\left[\mathrm{i} \sigma \cos \left(z-u-\frac{\mu \pi}{2}-\frac{\pi}{4}\right) \cos \left(u+\frac{(\mu+\alpha) \pi}{2}-\frac{\pi}{4}\right)-\cos \left(z-u-\frac{\mu \pi}{2}-\frac{\pi}{4}\right)\right. \\
& \left.\quad \times \cos \left(u+\frac{(\mu+\alpha-1) \pi}{2}-\frac{\pi}{4}\right)\right] \approx \frac{1}{2 \pi}\left[\mathrm{i} \sigma \cos \left(z-\frac{\pi(1-\alpha)}{2}\right)-\cos \left(z-\frac{\pi(2-\alpha)}{2}\right)\right] \\
& \quad \times \int_{0}^{z} \frac{d u}{\sqrt{u(z-u)}}=\frac{1}{2} e^{\mathrm{i} \sigma(z+\pi \alpha / 2)} \tag{B4}
\end{align*}
$$

where terms that integrate quickly with $u$ have been dropped. We thus obtain (recalling that $\sum_{k} \alpha_{k}$ is an integer and $\sum_{k} \gamma_{k}=1$ )

$$
\begin{equation*}
\prod_{k} A_{k}^{\left(\alpha_{k}\right)} \approx e^{2 \mathrm{i} \sigma_{i} \sigma_{f} u_{i} u_{f}}\left(\sigma_{i} \sigma_{f}\right)^{\sum_{k} \alpha_{k}} \prod_{k} \cos \left(\pi \alpha_{k} \frac{1-\sigma_{i} \sigma_{f}}{2}\right) \tag{B5}
\end{equation*}
$$

The above is now manifestly invariant under shifts of $\alpha_{k} \rightarrow \alpha_{k}+n$, with $n \in \mathbb{Z}$, as we would expect. Note that when $\sigma_{i}=\sigma_{f}$, $A_{k}^{\left(\alpha_{k}\right)}$ becomes completely independent of $\alpha_{k}$, and so the difference of products in (B2) will vanish, leaving only the $\sigma_{i}=-\sigma_{f}$ terms, whereupon we can set $\prod_{k} A_{k}^{\left(\alpha_{k}\right)}=(-1)^{\sum_{k} \alpha_{k}} e^{-2 i u_{i} u_{f}} \prod_{k} \cos \left(\pi \alpha_{k}\right)$. We now have

$$
\begin{equation*}
I\left(v, t_{2}\right) \approx-\left(\frac{\mathrm{i}}{2 \pi t_{2}}\right)^{N-2} \frac{2 e^{-\mathrm{i} M v^{2} t_{2} / 2} \prod_{k} m_{k}}{\pi \beta M^{2}} \Upsilon\left[\left\{\alpha_{k}\right\}\right] \int_{0}^{\infty} u_{i}^{1 / 2} d u_{i} \int_{0}^{\infty} u_{f}^{1 / 2} d u_{f} e^{-\mathrm{i}\left(u_{i}^{2}+u_{f}^{2}\right)} \sum_{\sigma_{i}= \pm 1} e^{\mathrm{i} \pi \sigma_{i} / 2} e^{-\mathrm{i} \sigma_{i} \beta\left(x_{f}+x_{i}\right)} e^{-2 \mathrm{i} u_{i} u_{f}} \tag{B6}
\end{equation*}
$$

where the topological quantity $\Upsilon\left[\left\{\alpha_{k}\right\}\right]$ is given in Eq. (27)
Now we make the transformation to variables $X=u_{i}+u_{f}$ and $x=u_{f}-u_{i}$, giving

$$
\begin{align*}
& =-\left(\frac{\mathrm{i}}{2 \pi t_{2}}\right)^{N-2} \frac{e^{-\mathrm{i} M v^{2} t_{2} / 2} \prod_{k} m_{k}}{2 \pi \beta M^{2}} \Upsilon\left[\left\{\alpha_{k}\right\}\right] \sum_{\sigma= \pm 1}(\mathrm{i} \sigma) \int_{0}^{\infty} d X \int_{-X}^{X} d x \sqrt{X^{2}-x^{2}} e^{-\mathrm{i} X^{2}-\mathrm{i} \beta \sigma X} \\
& =-\mathrm{i}\left(\frac{\mathrm{i}}{2 \pi t_{2}}\right)^{N-2} \frac{e^{-\mathrm{i} M v^{2} t_{2} / 2} \prod_{k} m_{k}}{4 \beta M^{2}} \Upsilon\left[\left\{\alpha_{k}\right\}\right] \int_{0}^{\infty} d X X^{2} e^{-\mathrm{i} X^{2}}\left[e^{-\mathrm{i} \beta X}-e^{\mathrm{i} \beta X}\right] \tag{B7}
\end{align*}
$$

The above can be evaluated by defining

$$
\begin{equation*}
J(a, \beta):=\int_{0}^{\infty} d X e^{-\mathrm{i} a X^{2}} e^{-\mathrm{i} \beta X}=\frac{e^{\mathrm{i} \beta^{2} / 4 a}}{\sqrt{a}}[C(\infty)-C(\beta / 2 \sqrt{a})-\mathrm{i} S(\infty)+\mathrm{i} S(\beta / 2 \sqrt{a})] \tag{B8}
\end{equation*}
$$

where $C(x), S(x)$ are the Fresnel integrals. This allows us to express the integral in question as $\mathrm{i} \times \partial /\left.\partial a[J(a, \beta)-J(a,-\beta)]\right|_{a=1}$, which evaluates to

$$
\begin{equation*}
\frac{-e^{\mathrm{i} \beta^{2} / 4}}{2}\left[\left(\beta^{2}-2 \mathrm{i}\right)(C(\beta / 2)-\mathrm{i} S(\beta / 2))-\mathrm{i} \beta e^{-\mathrm{i} \beta^{2} / 4}\right] \xrightarrow{\beta \rightarrow \infty}-e^{\mathrm{i} \beta^{2} / 4} \frac{e^{-\mathrm{i} \pi / 4} \sqrt{\pi} \beta^{2}}{4} \tag{B9}
\end{equation*}
$$

Substituting the above into Eq. (B7), and restoring the original dimensionful quantities, we finally obtain Eq. (26).

## APPENDIX C: SCALING OF THE AVERAGE DISTANCE FOR PARTICLES WITH MUTUAL ANYONIC STATISTICS

In this Appendix, following on from the discussion of Sec. IV D, we provide a more detailed proof that the area functional $A_{c}$ appearing Eq. (15) scales as $t_{2}^{3 / 2}$ even when there are nontrivial braiding phases between anyons created by the probe pulse. This confirms that the pump-probe response coefficient $\chi_{\mathrm{PP}}^{(3)}$, which we calculated explicitly in the absence of intramultiplet interactions, continues to follow the universal relationship (4) in this more general case.

First, independently of $\alpha$, using the same geometric arguments as in Sec. II D, we always expect a scaling relation of the form

$$
\begin{equation*}
A_{c} \sim|\vec{v}| \int_{0}^{t_{2}} d \tau\langle | r_{2, \perp}(\tau)-r_{1, \perp}(\tau)| \rangle \tag{C1}
\end{equation*}
$$

with $\vec{v}$ denoting the velocity of the pump anyon and $r_{j, \perp}$ ( $j=1,2$ ) the component of the position of the $j$ th anyon along the direction perpendicular to $\vec{v}$. Here the angled brackets are a shorthand for the average over all paths $\vec{r}_{j}(t)$ that contribute to the two-time correlation function, i.e., $\langle C\rangle:=$ $\left(\int \mathcal{D} r_{j}(t) e^{\mathrm{iS}} C\right) /\left(\int \mathcal{D} r_{j}(t) e^{\mathrm{iS}}\right)$ for any functional $C$. (Note that this is not necessarily a real quantity, but we are interested in the typical magnitude of $A_{c}$, and will therefore take an absolute value at the end.) The relation above was argued for in Sec. II D only based on the ballistic trajectory of the pump anyon, and the argument carries over to the case where anyons within a multiple have nontrivial mutual statistics.

To compute the above, we will adopt the model of Ref. [18], where the local operator $\mathcal{A}(\vec{r})$ creates the two anyons at a microscopic distance $a$ from one another. Specifically, $\left|\Psi_{\mathcal{N}^{\prime}}\right\rangle=\int d^{2} \vec{R} \int d \phi|\vec{R}, a, \phi\rangle_{\mathcal{N}^{\prime}}$ where $|\vec{R}, a, \phi\rangle_{\mathcal{N}^{\prime}}$ is a two-particle state with center-of-mass coordinate $\vec{R}$ and relative separation $(a, \phi)$ in polar coordinates. Here $a$ is a UV length scale, which is required to regularize the state of the quasiparticles created by the operators $\hat{A}_{1,2}$ without violating the exclusion principle [previously given by Eq. (7)]. By dimensional analysis, the final result will be proportional to $t_{2}^{3 / 2}$ multiplied by a function of the dimensionless ratio $a \sqrt{m / t_{2}}$. The behavior of this function at small arguments will determine the late-time scaling behavior of $A_{c}$; the following calculation will demonstrate that this function tends to a constant as $a \rightarrow 0$, i.e., the lengthscale $a$ falls out of the problem at late enough times.

By translation invariance, the center-of-mass coordinate and the relative coordinate decouple, and the statistical phases depend only on the latter. In fact, the part of the Hamiltonian controlling the motion of the relative coordinate is precisely the same as the transformed Hamiltonian $\hat{H}_{k}^{\prime}$ appearing in Sec. IIE, which describes a single particle orbiting around a flux tube of strength $2 \pi \alpha$ at the origin. The eigenstates of this

Hamiltonian are given in Eq. (20), and since the initial state $\left|\Psi_{\mathcal{N}^{\prime}}\right\rangle$ is rotationally invariant we need only consider the zero angular momentum sector, $\ell=0$. We have

$$
\begin{align*}
& \chi^{(1)}\left(t_{2}\right)\langle | r_{2, \perp}(\tau)-r_{1, \perp}(\tau)| \rangle \\
& =\int_{0}^{\infty}(\tilde{r} d \tilde{r}) \int_{-\pi}^{\pi} d \phi|\tilde{r} \cos \phi|\langle a, l=0| e^{-i\left(t_{2}-\tau\right) H}|\tilde{r}, l=0\rangle \\
& \quad \times\langle\tilde{r}, l=0| e^{-i \tau H}|a, l=0\rangle \tag{C2}
\end{align*}
$$

To compute the necessary matrix elements, we require the expression for the eigenstates of $\hat{H}$, Eq. (20), along with the standard integral given in Ref. [34]

$$
\begin{align*}
& \int_{0}^{\infty} x d x e^{-\mathrm{i} p x^{2}} J_{v}(b x) J_{v}(c x) \\
& \quad=\frac{-\mathrm{i}}{2 p} e^{-\mathrm{i}\left(b^{2}+c^{2}\right) / 4 p} e^{-\mathrm{i} \pi v / 2} J_{v}\left(\frac{b c}{2 p}\right), \quad \Im p<0 . \tag{C3}
\end{align*}
$$

By setting $p=\tau / 2 m-\mathrm{i} 0^{+}$in the above, we find (leaving the infinitesimal imaginary shift implicit for convenience)

$$
\begin{align*}
& \langle\tilde{r}, l=0| e^{-i \tau H}|a, l=0\rangle \\
& \quad=\frac{-\mathrm{i} m}{\tau} e^{\mathrm{i} m\left(\tilde{r}^{2}+a^{2}\right) / 2 \tau} e^{-\mathrm{i} \pi \alpha / 2} J_{\alpha}\left(\frac{m a \tilde{r}}{\tau}\right) \tag{C4}
\end{align*}
$$

This can be substituted into ( C 2 ), and after evaluating the integral over the polar angle $\int_{-\pi}^{\pi} d \phi|\cos \phi|=4$, we find

$$
\begin{align*}
\left\langle A_{c}\right\rangle= & \frac{1}{\chi^{(1)}\left(t_{2}\right)} \int_{0}^{t_{2}} d \tau \frac{-4 m^{2} e^{-\mathrm{i} \alpha \pi}}{\tau\left(t_{2}-\tau\right)} \int_{0}^{\infty} \tilde{r}^{2} d \tilde{r} \\
& \times e^{\mathrm{i} m\left(\tilde{r}^{2}+a^{2}\right)\left(\tau^{-1}+\left(t_{2}-\tau\right)^{-1}\right) / 2} J_{\alpha}\left(\frac{m a \tilde{r}}{\tau}\right) J_{\alpha}\left(\frac{m a \tilde{r}}{t_{2}-\tau}\right) . \tag{C5}
\end{align*}
$$

Notice that the integral over $\tau$ is unchanged upon making the transformation $\tau \rightarrow t_{2}-\tau$; we can thus change the upper limit to $t_{2} / 2$, and multiply the expression by 2 . Defining the dimensionless parameter $\gamma:=m a^{2} / t_{2}$, we now transform to new integration variables $u=t_{2} / \tau, s=\gamma \tilde{r} / a$, giving

$$
\begin{align*}
\left\langle A_{c}\right\rangle \chi^{(1)}\left(t_{2}\right)= & -8 \sqrt{m t_{2}} \gamma^{-3 / 2} \int_{1}^{2} d u \frac{e^{-\mathrm{i} \alpha \pi}}{u-1} \int_{0}^{\infty} s^{2} d s \\
& \times e^{\mathrm{i} \gamma^{-1}\left(\gamma^{2}+s^{2}\right) u^{2} /(u-1)} J_{\alpha}\left(s \frac{u}{u-1}\right) J_{\alpha}(s u) . \tag{C6}
\end{align*}
$$

We are interested in the behavior of this expression in the limit of small $\gamma \ll 1$. In this limit, the integrand is a fastoscillating function of $s$, and so the integral will be dominated by contributions where $s \lesssim \gamma^{1 / 2}$. Since $u$ lies in the interval [1,2], we can safely expand the second Bessel function for small arguments $J_{\alpha}(s u) \approx(s u / 2)^{\alpha} / \Gamma(\alpha+1)$. (Note that the argument of the first Bessel function is large for $u$ close to 1 ,
and therefore should not be expanded.) The integral over $s$ can be evaluated using another standard result [72]

$$
\begin{align*}
\int_{0}^{\infty} d x x^{\mu-1} J_{\alpha}(b x) e^{-p x^{2}}= & \frac{(b / 2)^{\alpha}}{2 p^{(\alpha+\mu) / 2}} \frac{\Gamma((\alpha+\mu) / 2)}{\Gamma(\alpha+1)} \\
& \times{ }_{1} F_{1}\left(\frac{\alpha+\mu}{2} ; \alpha+1 ; \frac{-b^{2}}{4 p}\right) \tag{C7}
\end{align*}
$$

where ${ }_{1} F_{1}(a ; b ; z)$ is the confluent hypergeometric function. Setting $\mu=3+\alpha, b=u /(u-1)$, and $p=-\mathrm{i} \gamma^{-1} u^{2} /(u-$ 1), we find

$$
\left\langle A_{c}\right\rangle \chi^{(1)}\left(t_{2}\right)=-4 \sqrt{m t_{2}} \gamma^{\alpha} \frac{e^{-\mathrm{i} \alpha \pi / 2+3 \mathrm{i} \pi / 4} \Gamma(\alpha+3 / 2)}{2^{2 \alpha} \Gamma(\alpha+1)^{2}}
$$

$$
\begin{align*}
& \times \int_{1}^{2} d u \frac{\sqrt{u-1}}{u^{3}} e^{\mathrm{i} \gamma u^{2} /(u-1)} \\
& \times{ }_{1} F_{1}\left(\alpha+\frac{3}{2} ; \alpha+1 ; \frac{-\mathrm{i} \gamma}{(u-1)}\right) \tag{C8}
\end{align*}
$$

Since ${ }_{1} F_{1}(a, b,-\mathrm{i} x)=1+O(x)$ for small $x$, and $\sqrt{u-1} F_{1}(a+1 / 2, a,-\mathrm{i} \gamma /(u-1))$ is bounded as $u \rightarrow 1$ for any $a$, the integral in the above converges to the constant $\pi / 16$ as one takes the limit $\gamma \rightarrow 0$. Thus we can read the time dependence off as $\left\langle A_{c}\right\rangle \chi^{(1)}\left(t_{2}\right) \propto t_{2}^{1 / 2-\alpha}$. A simple calculation using Eq. (C4) gives the linear response coefficient as $\chi^{(1)}\left(t_{2}\right) \propto t_{2}^{-1-\alpha}$. Taking the ratio of these expressions, we see $\left\langle A_{c}\right\rangle \sim t_{2}^{3 / 2}$ as claimed.
[1] J. M. Leinaas and J. Myrheim, On the theory of identical particles, Nuovo Clim B 37, 1 (1977).
[2] F. Wilczek, Quantum mechanics of fractional-spin particles, Phys. Rev. Lett. 49, 957 (1982).
[3] X. G. WEN, Topological orders in rigid states, Int. J. Mod. Phys. B 04, 239 (1990).
[4] X. Chen, Z.-C. Gu, and X.-G. Wen, Local unitary transformation, long-range quantum entanglement, wave function renormalization, and topological order, Phys. Rev. B 82, 155138 (2010).
[5] X. G. Wen and Q. Niu, Ground-state degeneracy of the fractional quantum hall states in the presence of a random potential and on high-genus riemann surfaces, Phys. Rev. B 41, 9377 (1990).
[6] J. Goldstone and F. Wilczek, Fractional quantum numbers on solitons, Phys. Rev. Lett. 47, 986 (1981).
[7] R. B. Laughlin, Anomalous quantum hall effect: An incompressible quantum fluid with fractionally charged excitations, Phys. Rev. Lett. 50, 1395 (1983).
[8] A. Kitaev and J. Preskill, Topological entanglement entropy, Phys. Rev. Lett. 96, 110404 (2006).
[9] M. Levin and X.-G. Wen, Detecting topological order in a ground state wave function, Phys. Rev. Lett. 96, 110405 (2006).
[10] O. Cépas, J. O. Haerter, and C. Lhuillier, Detection of weak emergent broken-symmetries of the kagome antiferromagnet by Raman spectroscopy, Phys. Rev. B 77, 172406 (2008).
[11] Y. Qi, C. Xu, and S. Sachdev, Dynamics and transport of the $Z_{2}$ spin liquid: Application to $\kappa$-(ET) $)_{2} \mathrm{Cu}_{2}(\mathrm{CN})_{3}$, Phys. Rev. Lett. 102, 176401 (2009).
[12] M. Punk, D. Chowdhury, and S. Sachdev, Topological excitations and the dynamic structure factor of spin liquids on the kagome lattice, Nat. Phys. 10, 289 (2014).
[13] J. Knolle, G.-W. Chern, D. L. Kovrizhin, R. Moessner, and N. B. Perkins, Raman scattering signatures of Kitaev spin liquids in $A_{2} \mathrm{IrO}_{3}$ iridates with $A=\mathrm{Na}$ or Li, Phys. Rev. Lett. 113, 187201 (2014).
[14] J. Knolle, D. L. Kovrizhin, J. T. Chalker, and R. Moessner, Dynamics of a two-dimensional quantum spin liquid: Signatures of emergent Majorana fermions and fluxes, Phys. Rev. Lett. 112, 207203 (2014).
[15] M. Kamfor, S. Dusuel, J. Vidal, and K. P. Schmidt, Spectroscopy of a topological phase, Phys. Rev. B 89, 045411 (2014).
[16] J. Knolle, D. L. Kovrizhin, J. T. Chalker, and R. Moessner, Dynamics of fractionalization in quantum spin liquids, Phys. Rev. B 92, 115127 (2015).
[17] J. Nasu, J. Knolle, D. L. Kovrizhin, Y. Motome, and R. Moessner, Fermionic response from fractionalization in an insulating two-dimensional magnet, Nat. Phys. 12, 912 (2016).
[18] S. C. Morampudi, A. M. Turner, F. Pollmann, and F. Wilczek, Statistics of fractionalized excitations through threshold spectroscopy, Phys. Rev. Lett. 118, 227201 (2017).
[19] M. McGinley, M. Fava, and S. A. Parameswaran, Signatures of fractional statistics in nonlinear pump-probe spectroscopy, Phys. Rev. Lett. 132, 066702 (2024).
[20] Y. Wan and N. P. Armitage, Resolving continua of fractional excitations by spinon echo in THz 2D coherent spectroscopy, Phys. Rev. Lett. 122, 257401 (2019).
[21] W. Choi, K. H. Lee, and Y. B. Kim, Theory of two-dimensional nonlinear spectroscopy for the Kitaev spin liquid, Phys. Rev. Lett. 124, 117205 (2020).
[22] R. M. Nandkishore, W. Choi, and Y. B. Kim, Spectroscopic fingerprints of gapped quantum spin liquids, both conventional and fractonic, Phys. Rev. Res. 3, 013254 (2021).
[23] O. Hart and R. Nandkishore, Extracting spinon self-energies from two-dimensional coherent spectroscopy, Phys. Rev. B 107, 205143 (2023).
[24] We are assuming here that, if the anyons carry a charge, the system is not in an external magnetic field. Otherwise, we expect our results to hold up to a timescale given by $r_{g} / v_{\max }$, where $r_{g}$ is the gyration radius (or cyclotron radius) of the anyonic quasiparticles and $v_{\text {max }}$ is the maximum group velocity of the anyons. Other effects, like, e.g., the presence of a nonzero Berry curvature do not affect the semiclassical trajectory of the quasiparticles in the absence of a field [73-75], and therefore do not influence our results.
[25] E. P. Wigner, On the behavior of cross sections near thresholds, Phys. Rev. 73, 1002 (1948).
[26] Note that, while formally the perimeter of typical Feynman path diverges in the continuum limit, here the correction scales like the area of a shell of width $r_{\text {int }}$ surrounding the perimeter, which is finite.
[27] A. Kitaev, Quantum error correction with imperfect gates, in Quantum Communication, Computing, and Measurement, edited by O. Hirota, A. S. Holevo, and C. M. Caves (Plenum Press (New York), 1997).
[28] A. Yu. Kitaev, Fault-tolerant quantum computation by anyons, Ann. Phys. 303, 2 (2003).
[29] B. S. Shastry and B. I. Shraiman, Theory of Raman scattering in Mott-Hubbard systems, Phys. Rev. Lett. 65, 1068 (1990).
[30] M. Fava, S. Gopalakrishnan, R. Vasseur, F. H. L. Essler, and S. A. Parameswaran, Divergent nonlinear response from quasiparticle interactions, Phys. Rev. Lett. 131, 256505 (2023).
[31] S. Mukamel, Principles of Nonlinear Optical Spectroscopy (Oxford University Press, 1995).
[32] R. P. Feynman and F. L. Vernon, The theory of a general quantum system interacting with a linear dissipative system, Ann. Phys. 24, 118 (1963).
[33] The phase $\tilde{\Lambda}_{j}$ is invariant under gauge transformations by virtue of the fact that all probe anyons are created and annihilated at the same points $\vec{r}_{i}$ and $\vec{r}_{f}$, respectively.
[34] Digital library of mathematical functions, Eq. 10.22.67, https: //dlmf.nist.gov/10.22.E67, accessed Oct. 2022.
[35] B. A. Lippmann and J. Schwinger, Variational principles for scattering processes. I, Phys. Rev. 79, 469 (1950).
[36] S. Sachdev and A. P. Young, Low temperature relaxational dynamics of the Ising chain in a transverse field, Phys. Rev. Lett. 78, 2220 (1997).
[37] H. Bombin, Topological order with a twist: Ising anyons from an abelian model, Phys. Rev. Lett. 105, 030403 (2010).
[38] The late-time decay of the linear response function $\langle\mathrm{VAC}| \hat{A}_{2}(t) \hat{A}_{2}(0)|\mathrm{VAC}\rangle$ may in fact be modified if there is a selection rule prohibiting the formation of a two-anyon state with the smallest possible angular momentum. However, since there is no reason to expect such a constraint, we assume that generically the post-pulse state $\hat{A}_{2}(0)|\mathrm{VAC}\rangle$ has nonzero overlap with this angular momentum sector.
[39] C. Nayak, S. H. Simon, A. Stern, M. Freedman, and S. Das Sarma, Non-Abelian anyons and topological quantum computation, Rev. Mod. Phys. 80, 1083 (2008).
[40] R. Yadav, N. A. Bogdanov, V. M. Katukuri, S. Nishimoto, J. Van Den Brink, and L. Hozoi, Kitaev exchange and fieldinduced quantum spin-liquid states in honeycomb $\alpha-\mathrm{RuCl}_{3}, \mathrm{Sci}$. Rep. 6, 37925 (2016).
[41] J. A. Sears, Y. Zhao, Z. Xu, J. W. Lynn, and Y.-J. Kim, Phase diagram of $\alpha-$ rucl $_{3}$ in an in-plane magnetic field, Phys. Rev. B 95, 180411(R) (2017).
[42] S.-H. Baek, S.-H. Do, K.-Y. Choi, Y. S. Kwon, A. U. B. Wolter, S. Nishimoto, J. van den Brink, and B. Büchner, Evidence for a field-induced quantum spin liquid in $\alpha$-rucl ${ }_{3}$, Phys. Rev. Lett. 119, 037201 (2017).
[43] Y. Kasahara, T. Ohnishi, Y. Mizukami, O. Tanaka, S. Ma, K. Sugii, N. Kurita, H. Tanaka, J. Nasu, Y. Motome et al., Majorana quantization and half-integer thermal quantum Hall effect in a Kitaev spin liquid, Nature (London) 559, 227 (2018).
[44] A. Banerjee, J. Yan, J. Knolle, C. A. Bridges, M. B. Stone, M. D. Lumsden, D. G. Mandrus, D. A. Tennant, R. Moessner, and S. E. Nagler, Neutron scattering in the proximate quantum spin liquid $\alpha$ - $\mathrm{RuCl}_{3}$, Science 356, 1055 (2017).
[45] F. Blanchard, L. Razzari, H.-C. Bandulet, G. Sharma, R. Morandotti, J.-C. Kieffer, T. Ozaki, M. Reid, H. F. Tiedje, H. K.

Haugen, and F. A. Hegmann, Generation of $1.5 \mu \mathrm{~J}$ single-cycle terahertz pulses by optical rectification from a large aperture ZnTe crystal, Opt. Express 15, 13212 (2007).
[46] K.-L. Yeh, M. C. Hoffmann, J. Hebling, and K. A. Nelson, Generation of $10 \mu \mathrm{~J}$ ultrashort terahertz pulses by optical rectification, Appl. Phys. Lett. 90, 171121 (2007).
[47] K. Yamaguchi, M. Nakajima, and T. Suemoto, Coherent control of spin precession motion with impulsive magnetic fields of half-cycle terahertz radiation, Phys. Rev. Lett. 105, 237201 (2010).
[48] T. Kampfrath, A. Sell, G. Klatt, A. Pashkin, S. Mährlein, T. Dekorsy, M. Wolf, M. Fiebig, A. Leitenstorfer, and R. Huber, Coherent terahertz control of antiferromagnetic spin waves, Nat. Photonics 5, 31 (2011).
[49] Y. Mukai, H. Hirori, T. Yamamoto, H. Kageyama, and K. Tanaka, Nonlinear magnetization dynamics of antiferromagnetic spin resonance induced by intense terahertz magnetic field, New J. Phys. 18, 013045 (2016).
[50] J. Lu, X. Li, H. Y. Hwang, B. K. Ofori-Okai, T. Kurihara, T. Suemoto, and K. A. Nelson, Coherent two-dimensional terahertz magnetic resonance spectroscopy of collective spin waves, Phys. Rev. Lett. 118, 207204 (2017).
[51] A. Nahata, D. H. Auston, T. F. Heinz, and C. Wu, Coherent detection of freely propagating terahertz radiation by electrooptic sampling, Appl. Phys. Lett. 68, 150 (1996).
[52] H. L. Stormer, D. C. Tsui, and A. C. Gossard, The fractional quantum Hall effect, Rev. Mod. Phys. 71, S298 (1999).
[53] H. Bartolomei, M. Kumar, R. Bisognin, A. Marguerite, J.M. Berroir, E. Bocquillon, B. Plaais, A. Cavanna, Q. Dong, U. Gennser, Y. Jin, and G. Fève, Fractional statistics in anyon collisions, Science 368, 173 (2020).
[54] J. Nakamura, S. Liang, G. C. Gardner, and M. J. Manfra, Direct observation of anyonic braiding statistics, Nat. Phys. 16, 931 (2020).
[55] B. Paredes, P. Fedichev, J. I. Cirac, and P. Zoller, $\frac{1}{2}$-anyons in small atomic Bose-Einstein condensates, Phys. Rev. Lett. 87, 010402 (2001).
[56] L.-M. Duan, E. Demler, and M. D. Lukin, Controlling spin exchange interactions of ultracold atoms in optical lattices, Phys. Rev. Lett. 91, 090402 (2003).
[57] A. S. Sørensen, E. Demler, and M. D. Lukin, Fractional quantum Hall states of atoms in optical lattices, Phys. Rev. Lett. 94, 086803 (2005).
[58] N. R. Cooper and J. Dalibard, Reaching fractional quantum Hall states with optical flux lattices, Phys. Rev. Lett. 110, 185301 (2013).
[59] J. Léonard, S. Kim, J. Kwan, P. Segura, F. Grusdt, C. Repellin, N. Goldman, and M. Greiner, Realization of a fractional quantum Hall state with ultracold atoms, Nature (London) 619, 495 (2023).
[60] R. Verresen, M. D. Lukin, and A. Vishwanath, Prediction of toric code topological order from Rydberg blockade, Phys. Rev. X 11, 031005 (2021).
[61] G. Semeghini, H. Levine, A. Keesling, S. Ebadi, T. T. Wang, D. Bluvstein, R. Verresen, H. Pichler, M. Kalinowski, R. Samajdar, A. Omran, S. Sachdev, A. Vishwanath, M. Greiner, V. Vuletić, and M. D. Lukin, Probing topological spin liquids on a programmable quantum simulator, Science 374, 1242 (2021).
[62] A. Banerjee, C. A. Bridges, J.-Q. Yan, A. A. Aczel, L. Li, M. B. Stone, G. E. Granroth, M. D. Lumsden, Y. Yiu, J. Knolle
et al., Proximate Kitaev quantum spin liquid behaviour in a honeycomb magnet, Nat. Mater. 15, 733 (2016).
[63] Z. Wang, S. Reschke, D. Hüvonen, S.-H. Do, K.-Y. Choi, M. Gensch, U. Nagel, T. Rõõm, and A. Loidl, Magnetic excitations and continuum of a possibly field-induced quantum spin liquid in $\alpha-\mathrm{RuCl}_{3}$, Phys. Rev. Lett. 119, 227202 (2017).
[64] A. N. Ponomaryov, E. Schulze, J. Wosnitza, P. Lampen-Kelley, A. Banerjee, J.-Q. Yan, C. A. Bridges, D. G. Mandrus, S. E. Nagler, A. K. Kolezhuk, and S. A. Zvyagin, Unconventional spin dynamics in the honeycomb-lattice material $\alpha-\mathrm{RuCl}_{3}$ : High-field electron spin resonance studies, Phys. Rev. B 96, 241107(R) (2017).
[65] C. Wellm, J. Zeisner, A. Alfonsov, A. U. B. Wolter, M. Roslova, A. Isaeva, T. Doert, M. Vojta, B. Büchner, and V. Kataev, Signatures of low-energy fractionalized excitations in $\alpha-\mathrm{RuCl}_{3}$ from field-dependent microwave absorption, Phys. Rev. B 98, 184408 (2018).
[66] H. Takagi, T. Takayama, G. Jackeli, G. Khaliullin, and S. E. Nagler, Concept and realization of Kitaev quantum spin liquids, Nat. Rev. Phys. 1, 264 (2019).
[67] Y. Aharonov and D. Bohm, Significance of electromagnetic potentials in the quantum theory, Phys. Rev. 115, 485 (1959).
[68] M. G. Alford and F. Wilczek, Aharonov-Bohm interaction of cosmic strings with matter, Phys. Rev. Lett. 62, 1071 (1989).
[69] L. M. Krauss and F. Wilczek, Discrete gauge symmetry in continuum theories, Phys. Rev. Lett. 62, 1221 (1989).
[70] J. Preskill and L. M. Krauss, Local discrete symmetry and quantum-mechanical hair, Nucl. Phys. B 341, 50 (1990).
[71] C. L. Henley, The "Coulomb phase" in frustrated systems, Annu. Rev. Condens. Matter Phys. 1, 179 (2010).
[72] A.P. Prudnikov, I.U.A. Brychkov, J.A. Bryčkov, and O.I. Marichev, Integrals and Series: Special functions, Integrals and Series (Gordon and Breach Science Publishers, 1986) Section 2.12.9, Eq. 3.
[73] M.-C. Chang and Q. Niu, Berry phase, hyperorbits, and the Hofstadter spectrum: Semiclassical dynamics in magnetic Bloch bands, Phys. Rev. B 53, 7010 (1996).
[74] G. Sundaram and Q. Niu, Wave-packet dynamics in slowly perturbed crystals: Gradient corrections and Berry-phase effects, Phys. Rev. B 59, 14915 (1999).
[75] P. Gosselin, F. Ménas, A. Bérard, and H. Mohrbach, Semiclassical dynamics of electrons in magnetic Bloch bands: A Hamiltonian approach, Europhys. Lett. 76, 651 (2006).


[^0]:    Published by the American Physical Society under the terms of the Creative Commons Attribution 4.0 International license. Further distribution of this work must maintain attribution to the author(s) and the published article's title, journal citation, and DOI.

[^1]:    ${ }^{1}$ We thank John Chalker for pointing this out to us.

