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Dynamics of bistable Néel domain walls under spin-orbit torque
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Néel magnetic domain walls that are stabilized by achiral energy terms instead of the usual Dzyaloshinskii-
Moriya interaction will be bistable, with the two possible chiral forms being degenerate. Here we focus on the
theoretical study of the spin-orbit torque driven dynamics of such bistable Néel domain walls. We find that, for a
given domain wall, two propagation directions along a nanowire are possible, depending on its initial state. These
dynamics also exhibit complex dependence on the spin-orbit torque magnitude, leading to important transient
regimes. Finally, a few ways are proposed for controlled or random reversal of the domain wall propagation
direction. A robust analytical model which handles all the observed behaviors of such domain walls is developed
and validated by comparing with numerical simulations. The dynamics obtained by this approach opens the way
for using domain walls in information storage and processing devices in ways that are not possible with fixed
chirality walls.
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I. INTRODUCTION

The electrical manipulation of magnetic domain walls
(DWs) and their potential technological applications have
motivated intense research in magnetism and spintronics in
the last few decades [1]. The possibility of encoding digital
information in the magnetization and manipulating it by shift-
ing the DWs along a nanowire opens new ways to construct
data storage [1,2], logic devices [3,4], and, more recently,
disruptive processing operations [5–10]. However, these new
uses of DWs require more and more complex dynamics. So
far, different mechanisms have been proposed for driving the
DW motion in out-of-plane magnetized wires [11]: applied
magnetic fields [12] or electrical currents via spin-transfer
torques (STTs) [13] or, more efficiently, spin-orbit torques
(SOTs) for Néel DWs [14].

Driving the motion of a Néel DW under SOT in a ferro-
magnetic (FM) and heavy metal (HM) bilayer relies on the
combination of two phenomena. First, the spin Hall effect
(SHE) converts the electrical current going through the HM
layer into a transverse pure-spin current injected in the FM
layer. The resulting antidampinglike SOT drives Néel DWs in
a direction which depends on their chirality [15–17]. The sec-
ond is an effect that stabilizes these DWs in the Néel structure
[18–20]. Usually, that is achieved by the DMI emerging from
the asymmetry between the interfaces of the FM layer which
promotes the Néel type of the DWs with a given chirality,
fixed by the FM-HM stack [16,17,21]. In that classic scenario,
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the sign of the DMI sets the chirality of the Néel DW and thus
fixes the propagation direction for a given SOT drive.

Other phenomena can also be used to stabilize Néel DWs,
such as an additional in-plane anisotropy [22] or depth gra-
dients of thickness [23], strains [24–27], or magnetization.
Unlike the DMI, these effects stabilize Néel DWs but without
any preferential chirality. One can then speak of bistable Néel
DWs where the chiralities are energetically degenerate. As
before, the DW dynamics depends on the internal structure
of the DW so, in this scenario, it can be reversed without
changing the driving force if the chirality can be switched.
This paradigm opens up many possibilities, one being to
process information directly encoded into the chirality of the
DW itself. Binary operations based on this degree of freedom
have already been demonstrated numerically and experimen-
tally for vortex DWs in in-plane magnetised Permalloy wires,
driven by applied field [28]. In that case, the wall chirality
does not affect its field-driven dynamics. Here, phenomena
are described for out-of-plane magnetized systems under SOT,
possibly field free, where the direction of motion reverses
for a given drive when the chirality is flipped. The following
results also demonstrate the additional use of these dynamics
for random or quasirandom operations.

Here, the shape anisotropy resulting from the demagneti-
zation effect in narrow magnetic wires is considered, allowing
bistable Néel DWs [29,30]. That effect is suitable for a mul-
titude of well-known magnetic systems in thin films just by
patterning structures, making it very convenient and versatile.
To manipulate such a bistable Néel DW with SOT, the FM
wire can be sandwiched between two HM layers but of dif-
ferent thicknesses: HMthick/FM/HMthin, as shown Fig. 1(a).
This cancels out any net Dzyaloshinskii-Moriya interaction
(DMI) because of the symmetric FM interfaces and provides
a nonzero net SHE as the electrical current density in each
HM layer is different but with the same charge and spin con-
version. Bistable Néel DWs have even already been imaged
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FIG. 1. Néel wall motion under SOT. (a) Sketch of a bistable
Néel DW in an asymmetric HM/FM/HM trilayer. (b) Sketch of the
propagation direction and internal dynamics of a bistable Néel DW
depending on the orientation of the surrounding domains (written
as Q = 1 for an up or down DW and Q = −1 for a down or up
DW) and on the initial state of the DW (ϕ0 = 0 or π , shown as
a gray arrow). The tilting of the internal magnetization of the DW
is shown as a black curved arrow. These four cases summarize the
results obtained with micromagnetic simulations. (c) Evolution of the
DW velocity v (top panel) and associated internal angle ϕ (bottom
panel) with the current density J for a DW with Q = 1, ϕ0 = 0.
Black points correspond to the values extracted from the numerical
simulations after 20 ns of current injection. The yellow full lines
show the theoretical evolution of these quantities in the steady-state
regime v∞ and ϕ∞ given by Eqs. (4) and (5), respectively. The red
and the blue vertical dashed lines correspond to the critical currents
Jc = 6 GA/m2 and Jc√

2
= 4.25 GA/m2.

in such stack [30]. These required properties can also be ob-
tained by introducing a thin metallic spacer layer between the
HM and the FM (such as Cu: HM/Cuthin/FM) which prevents
HM-FM direct interfaces but allows for spin injection though
the thin metallic layer [31,32]. More generally, the use of an
HM with a significant SHE but without DMI is possible (such
as Au, β-Ta, or β-W).

II. METHODS

In the following, the dynamics of these bistable Néel DWs
under SOT is explored. A collective coordinate model is de-
veloped to describe the DW behaviors with two variables: q,
the DW position along the wire (and so its velocity v = q̇),

and ϕ, the angle between the magnetization at the center of
the DW and the current direction (with ϕ = 0 or π referring to
a Néel DW and ϕ = π/2 or −π/2 corresponding to a Bloch
DW), as shown Fig. 1(a). For every following situation, the
initial state of the DW is defined with two parameters: Q =
±1 which corresponds to the orientation of the surrounding
magnetic domains (Q = 1 for an up or down DW and Q = −1
for a down or up DW), and ϕ0 the initial orientation of the
magnetization at the center of the DW.

The obtained results are in very good agreement with nu-
merical micromagnetic simulations that we have performed,
validating some assumptions of the analytical model such
as the DW shape or the demagnetization effects [29,33–
35]. The micromagnetic simulations have been performed
using the MUMAX3 open-source software allowing a finite-
difference approach to the magnetization dynamics [36]. The
magnetic wire is discretized into 2 nm × 2 nm × 1 nm cells.
A saturation magnetization of Ms = 1 × 106 A/m, an ex-
change stiffness of A = 3 × 10−11 J/m, an out-of-plane
uniaxial anisotropy of K0 = 1 × 106 J/m3, a gyromagnetic
ratio of γ0 = 0.2 × 106 Hz/(A/m), and a Gilbert damping
parameter of α = 0.1 have been considered [22,37]. The cho-
sen 32-nm width and 1-nm thickness for the wire leads to
an effective uniaxial shape anisotropy along the magnetic
wire of magnitude KIP = 14 kJ/m3, which stabilizes bistable
Néel DWs. The spin current Js is injected into the magnetic
wire with a spin direction transverse to the wire [σ = ŷ, as
shown in Fig. 1(a)]. The resulting SOT is taken into count as
an antidampinglike torque acting on the local magnetization
τ ∝ Jm × (m × σ). For simplicity, we assume a charge and
spin conversion ratio of unity so that the charge and spin
currents have equal magnitudes.

In both cases we have neglected any volume spin-transfer
torque since this has been shown to be negligible in compari-
son to the SOT in such multilayer systems [38].

III. RESULTS

A. Domain wall dynamics under spin-orbit torque

First, the DW is set in a certain initial state (Q, ϕ0) and a
small spin current of J = 3 GA/m2 is injected. The diagrams
in Fig. 1(b) show in which direction the DW moves and how
ϕ evolves under SOT depending on that (Q, ϕ0) configuration.
For a given Q [rows of the table in Fig. 1(b)], the DW moves in
opposite directions depending on ϕ0. Thus, just by reversing
the initial orientation of the DW ϕ0, its motion is reversed.
Also, for a given chirality [diagonals of the table Fig. 1(b)]
the up or down and down or up DWs move in the same
direction. That is the so-called coherent shift of DWs and
it has previously been ensured by the DMI. Here, since the
chirality is not fixed, the up or down and down or up DW with
the same ϕ0 move in opposite directions [columns of the table
Fig. 1(b)]. This leads to the possible expansion or collapse
of magnetic domains under SOT. Usually, that is not possible
with current drive in the usual cases: under SOT with DMI,
the DW motion only depends on the chirality, while for the
STT, its direction of motion only depends on Q [11]. The DW
motion also induces a tilt of its internal magnetization ϕ which
deviates from a pure Néel state [as shown Fig. 1(b)]. That
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tilting increases with the SOT magnitude, leading to larger
effects at higher current densities.

Figure 1(c) shows the simulated DW dynamics at larger
current density J for a configuration Q = 1 and ϕ0 = 0. For
each value of J , the DW velocity v and angle ϕ (black dots
of the top and bottom panels) are extracted from the micro-
magnetic simulations after 20 ns of current injection. For low
current, v increases linearly with J and ϕ slightly deviates
from its pure Néel state. When ϕ reach the value of π

4 (blue
dashed line), the DW velocity exhibits a maximum. For larger
currents, the DW is pushed into its Bloch configuration. Since
the SOT just acts on Néel DWs, the DW slows down. Above
a critical current Jc [red dashed line Fig. 1(c)] the DW is
locked into its pure Bloch configuration with ϕ = ±π

2 and
then v = 0.

B. Collective coordinate model

To understand the complex dynamics of such DW, it is
convenient to use an analytical collective coordinate model
that describes the DW dynamics with only a few parameters:
q and ϕ, as defined beforehand and shown in Fig. 1(a). The
analytical integration of the Landau-Lifshitz-Gilbert (LLG)
equation considering the rigid Bloch DW ansatz [39] leads
to coupled equations of motion [11,17,34,40]:

q̇ = �

ατ0

(
α2Q j cos ϕ + sin 2ϕ

2

)
, (1)

ϕ̇ = 1

τ0

(
Q j cos ϕ − sin 2ϕ

2

)
, (2)

where � is the DW width (defined as positive). τ0 = 1+α2

αγ0HKIP

is a timescale associated with the DW dynamics, mainly de-
pending on HKIP = 2KIP

μ0Ms
, the field associated to the shape

anisotropy strength KIP. The dimensionless current ratio j =
J
Jc

= π
2 HSOT

αHKIP
results from the competition between the shape

anisotropy, which tends to stabilize the Néel state of the DW
and the SOT which tends to tilt the DW internal magnetiza-
tion, accounted as an effective field HSOT. Equations (1) and
(2) clearly show that ϕ governs the DW dynamics and that
v depends on ϕ roughly as v ∼ sin 2ϕ. Equation (2) gives an
implicit analytical expression of the time evolution of ϕ such
as

e−t/τ0 =
2(Q j−1)

√
1−sin φ

1−sin φ0

2(Q j+1)

√
1+sin φ

1+sin φ0
( j2−1)

√
Q j−sin φ

Q j−sin φ0

, (3)

depending on ϕ0, the internal angle at the considered initial
time t = 0.

For asymptotic steady-state motion, the DW velocity and
the internal angles are constant (i.e., q̇ and ϕ take constant
values that we denote v∞ and ϕ∞). Two steady-state dynami-
cal regimes are obtained in this case, separated by the critical
current density Jc:

v∞ =
{

(S1) �
τ0

1+α2

α
j
√

1 − j2 if J � Jc ( j � 1),
0 if J � Jc ( j � 1),

(4)

ϕ∞ =
{

(ϕ̃0) + (S1) arcsin j if J � Jc,

(S2)π
2 if J � Jc.

(5)

(S1) and (S2) are equal to ±1 and give the DW propagation
and tilt angle directions depending on the initial state of the
DW and on the current direction: (S1) = Q sgn(cos ϕ0) and
(S2) = Q sgn(J ). (ϕ̃0) determines whether the DW is mainly
left or right handed: (ϕ̃0) = 0 if ϕ0 ∈] − π

2 , π
2 [ and = π if

ϕ0 ∈]π
2 , 3π

2 [. These expressions of (S1), (S2), and (ϕ̃0) repro-
duce well the results sketched in the table shown in Fig. 1(b).
These considerations also show that for J < Jc, v∞ and ϕ∞
depend of the initial condition ϕ0 but not for J � Jc.

The variation of v∞ and ϕ∞ with J , plotted as yellow lines
in Fig. 1(c), also reproduces the simulated results with a very
good quantitative agreement in the main part of the current
range, far from Jc. Equations (4) and (5) also show that a
maximum velocity �γ0HKIP is reached for J = Jc√

2
for which

ϕ∞ = ±π
4 [π ]. Interestingly, that maximum only depends on

the in-plane shape anisotropy but not directly on the SOT.

C. Transient regime

The nonuniformity of the DW velocity with ϕ has a strong
effect in the transient regime. These are most easily visible
around the critical current, where the simulated DW velocity
does not seem to vanish immediately at J � Jc as it is ex-
pected in the steady-state motion. Figure 2(a) shows the time
evolution of the DW velocity during a 50-ns current pulse of
different magnitudes for an initial DW configuration Q = 1
and ϕ0 = 0. First, the loading time, just after the current
onset is discussed. The relaxation dynamics is described in
the following.

For J < Jc√
2

(case 1), the velocity, as well as the internal
angle (not shown here) tend continuously to the steady-state
values, as expected for classical DW motion. For J > Jc√

2
(case 2), the transient regime is divided into two parts: first the
DW accelerates up to a maximum of velocity with a charac-
teristic time of a few ns and then slows down, tending towards
the steady-state values with a much longer characteristic time.
These two parts are due to the continuous evolution of ϕ from
ϕ0 = 0 to the steady-state value ϕ∞ which implies to cross
±π

4 [π ] where the velocity is at a maximum. The characteristic
time of that velocity decay is much larger, up to tens of ns.
For J > Jc, these two parts of the transient regime still exist.
Even if the asymptotic velocity is zero, the DW moves for a
significant amount of time before being locked into its Bloch
configuration. That explains why the velocities extracted from
the simulations [after 20 ns of current injection; in bold
Fig. 2(a)] shown Fig. 1(c) are slightly above zero at and
above Jc.

The variation of this characteristic time can be obtained by
linearizing Eq. (2) for t ≈ 0 around ϕ0 or t → ∞ around ϕ∞.
We can obtain that ϕ̇ ≈ ϕ̇(ϕ0(∞) ) − ϕ−ϕ0(∞)

τ
with ϕ̇(ϕ∞) → 0

and so

τ = τ0

Q j sin ϕ0(∞) + cos 2ϕ0(∞)
, (6)

the characteristic time of the ϕ variations at the beginning
or at the end of the transient regime (i.e., for ϕ ≈ ϕ0 or
ϕ∞). Thus, Eq. (6) captures the two different parts of the
transient regime. For the first one, ϕ0 = 0 or π gives τ =
τ0 for any currents and v(t≈0) ∝ (ϕ(t≈0) − ϕ0) ∝ (1 − e−t/τ0 ).
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FIG. 2. Transient regimes of the DW dynamics. (a) The different
plots show the time evolution of the DW velocity during 50-ns
current pulses of different magnitudes: case 1, J = 3 GA/m2 < Jc√

2
;

case 2, J = 5.5 GA/m2 ∈ [ Jc√
2
, Jc]; case 3, J = 7 GA/m2 > Jc; and

case 4, J = 10 GA/m2 	 Jc. For each plot, black dots show the
values from the numerical simulations. During the current injection
(for t < 50 ns), the colored lines are the exponential evolution with
characteristic times τ . After the current injection (for t > 50 ns),
the purple lines show the analytical model considering Eqs. (1) and
(7). (b) Evolution of the characteristic time τ of the transient regime
with J . Black dots correspond to the values of τ obtained with the
exponential fits of the data in (a) and the colored lines show the
analytical expression of τ for t ≈ 0 in yellow, and t → ∞ in blue for
J ∈ [ Jc√

2
, Jc] and in red for J > Jc. Blue and red dashed vertical lines

correspond to Jc√
2

and Jc. (c) Shows the DW motion delay depending

on the DW angle when the current is turned off ϕ0. The yellow
horizontal line shows the characteristic time τ0 and the purple curve
is the expected variation of the motion delay with ϕ0.

For the second part, when it exists (i.e., for J > Jc√
2
), the char-

acteristic time depends on J explicitly and implicitly through
ϕ∞

(J ) in Eq. (6). For J ∈] Jc√
2
, Jc[, τ(J ) = τ0

1− j2 and for J > Jc,

τ(J ) = τ0
j−1 . For each case, (ϕ(t≈∞) − ϕ∞) ∝ (1 − e−t/τ ) and

(v(t≈∞) − v∞) ∝ e−t/τ . The colored lines in Fig. 2(a) show
the exponential decays of v, with the extracted characteristic
times shown as black dots in Fig. 2(b). These are reproduced
well by the analytical τ versus J curves (yellow: J < Jc√

2
,

blue: J ∈] Jc√
2
, Jc[, and red: J > Jc). This dependence of τ on

the strength of the drive J leads to nontrivial non-Newtonian
dynamics. τ even diverges at Jc, which means that the internal
angle tends to ±π

2 but never reaches this value at this critical
current. Conversely, for J > Jc, τ is finite, meaning that the
DW reaches its pure Bloch configuration (ϕ = ±π

2 ).
When the current is turned off, the DW relaxes in its Néel

configuration [as shown Fig. 2(a)] with ϕ∞
(J=0) = 0 or π de-

pending on the internal DW angle at this time ϕ0. For J = 0,

Eq. (2) gives

ϕ(t ) = (ϕ̃0) + arccot(cot(ϕ0)et/τ0 ), (7)

with (ϕ̃0) = 0 or π defined as before. The relaxation occurs
with a characteristic time τ0, independent of ϕ0. If the DW
crosses ϕ = ±π

4 [π ] during its relaxation, it exhibits a velocity
peak after a delay of −τ0 log|cot(ϕ0)| as visible Fig. 2(a).
Figure 2(c) shows the evolution of the motion delay whenever
it exists versus the DW angle at the end of the pulse [ϕ0 in
Eq. (7)].

The velocity overshoot of the DW for J > Jc√
2

might be
very convenient for getting out eventual pinning centers as
it is the case for other driving forces [41,42]; however, here,
this property is intrinsic to the DW dynamics. Such spiky and
delayed DW dynamics also echoes properties explored for
brain-inspired computing [43–45].

D. Brownian motion under large current pulses

It is interesting to note that ϕ∞ implicitly depends on ϕ0

according to Eq. (5). Thus, the angles ϕ0 = ±π
2 are bifurca-

tion points where the asymptotic angles ϕ∞ towards which
ϕ will tend are completely different for ϕ0 = ±π

2 ± 0+. In
particular, infinitesimal changes lead to opposite propagation
directions of the DW. However, for large current (J 	 Jc),
required to reach the reversal points ϕ = ±π

2 , the SOT tends
to keep the DW in that Bloch configuration [according to
Eq. (5) and shown Fig. 1]. To achieve the reversal of the DW
propagation taking advantage of these bifurcation points, we
propose to use large current pulses, with magnitudes larger
than Jc. The SOT pulse sets the DW in its Bloch state (ϕ =
±π

2 ) and after the pulse, the DW relaxes into one of its Néel
state ϕ∞

(J=0) = 0 or π randomly, inducing DW motions. This
internal dynamics is shown Fig. 3(a) for a 20-ns pulse of
15 GA/m2 on a DW with an initial state Q = 1 and ϕ = 0.
The insets and the colored highlights indicate if ϕ ∈] − π

2 , π
2 [

in green or ϕ ∈]π
2 , 3π

2 [ in purple. After the bifurcation point
(shown as a red star) the DW relaxes in one of its Néel states
driving the DW in opposite directions.

As the infinitesimal change of ϕ just plays a role at the
end of the pulse, it is possible to mimic the random reversals
of the DW propagation during a large number of pulse by
considering a small random deviation of the DW internal
angle at the end of each pulse. In practice, this is naturally
achieved by the thermal fluctuations or the inhomogeneities
of the system. Figure 3(b) shows the DW displacements and
internal angle under a series of 20-GA/m2 pulses with 20-ns
widths and 20-ns delays. At the end of each pulse ϕ is deviated
by a quantity following a normal distribution with a standard
deviation of 0.1◦. The red stars indicate if the DW reversal
occurs.

Figure 3(c) shows the probability of the DW displacement
in the positive direction (black curve) and the probability of
the propagation reversal (red curve) versus the current density
for 20-ns pulses. Above a critical current larger than Jc, the
DW displacement in one or the other direction is completely
equiprobable even if the reversal probability is gradually in-
creasing. During this transition, the DW reversal is quite rare
and the DW moves in the same direction for a large number of
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FIG. 3. Brownian motion of the DW under large current pulses:
(a) Shows the reversal process of the DW at the end of a current pulse
with a magnitude larger than Jc. The evolution of the DW position is
calculated by numerical integration of Eqs. (1) and (2) (black line)
for a pulse of 20-ns width and 20-GA/m2 magnitude. The colored
highlights indicate if ϕ ∈] − π

2 , π

2 [ in green or ϕ ∈] π

2 , 3π

2 [ in purple.
The insets sketch the DW state before and after the end of the
pulse corresponding to a bifurcation point (indicated as a red star).
(b) Shows the DW under a series of 20-GA/m2 20-ns pulses with
20-ns delays (as indicated in the inset). To capture the infinitesimal
changes of ϕ, at the end of each pulse ϕ is deviated by an infinitesimal
quantity obeying a normal distribution with a standard deviation of
0.1◦. The red stars indicate when the DW reversal occurs. (c) Shows
the probability of the DW motion in the positive direction (black
curve) and of the DW reversal (red curve) calculated during 1000
pulses for different current densities. (d) Shows the square-root evo-
lution of the mean-squared displacement 〈q2〉 with the number of
pulses averaged over 200 series of 100 pulses. The yellow line is the
linear fit 〈q2〉 ∝ t .

pulses. After this transition, the reversal is completely random
and the DW motion obeys the Brownian law. Figure 3(d)
shows the expected square-root evolution of the mean-squared
DW displacement with the number of pulses [46] 〈q2〉 = 2Dt
with a diffusivity D = 1.4 × 10−2 µm2/20 ns pulse. The cur-
rent pulse magnitude above which the DW displacement is
Brownian decreases with the pulse duration and with the
standard deviation of the ϕ deviation as these two quantities
promote the DW reversal. This Brownian dynamics does not
depend on the current sequence and can be also obtained for
a square- or a sine-wave current with large amplitude (not
shown here). In the following, the reversal of a moving DW
under continuous currents is considered.

E. Propagation reversal under perpendicular field

As for a DW motion driven by continuous current
ϕ̇(ϕ=± π

2 ) = 0 [according to Eq. (2)], the controlled reversal
of its propagation requires additional torques acting on ϕ.
This could be achieved by using an in-plane field or fieldlike
torques. However, this will not allow repeatedly reversing the
propagation without changing the polarity of these torques.
This implies knowing the DW state at any moment to reverse
its propagation. On the other hand, the use of an out-of-plane
field Hz induces a torque on the magnetization independent of

FIG. 4. Propagation reversal under Hz: (a), (b) Show the propaga-
tion reversal of a DW driven by continuous SOT (with J = 3 GA/m2)
under out-of-plane field pulses in the (q, ϕ) space for Q = 1 and,
respectively, ϕ0 ∈] − π

2 , π

2 [ (a) and ϕ0 ∈] π

2 , 3π

2 [ (b). For both (a) and
(b), pulse width of duration tHz = 3 ns and magnitude μ0Hz = 2,
4, and 7 mT and are applied for, respectively, the cases 1, 2, and
3. Black dots and lines correspond to the numerical simulations.
The spacing between dots corresponds to a 1-ns time interval. The
colored lines correspond to the numerical integration of the q-ϕ
model given by Eqs. (8) and (9). The color shows if ϕ ∈] − π

2 , π

2 [
in green, or if ϕ ∈] π

2 , 3π

2 [ in purple, as indicated in the insets. The
black arrows indicate the DW propagation directions. (c), (d) Show
the reversal phase diagram in the (Hz, tHz ) space for a DW driven by
J = 3 GA/m2. Colored dots indicate the final state of the DW after
10-ns relaxation following the field pulse obtained by the micromag-
netic simulations: ϕ ∈] − π

2 , π

2 [ in green and ϕ ∈] π

2 , 3π

2 [ in purple.
The black circles correspond to the configurations shown in (a) and
(c). The background color shows the same results but obtained by the
numerical integration of the q-ϕ model [Eqs. (8) and (9)]. Black lines
show the analytical hyperbolas, which separate the reversal regions
obtained with the linearized model.

ϕ (only depending on Q). In the presence of Hz Eqs. (1) and
(2) become

q̇ = �

ατ0

(
Qα2[ j cos ϕ + hz] + sin 2ϕ

2

)
, (8)

ϕ̇ = 1

τ0

(
Q[ j cos ϕ + hz] − sin 2ϕ

2

)
, (9)

with the dimensionless out-of-plane field hz = Hz

αHKIP
corre-

sponding to the ratio between Hz which tends to rotate ϕ in the
QHz direction (whatever the value of ϕ) and HKIP which tends
to keep the DW in its Néel state. In particular, when the field
is applied, ϕ̇(ϕ=± π

2 ,Hz =0) = 0 which allows for overcoming the
reversal limits ϕ = ±π

2 . Note that even if v changes while Hz

is applied, the proper reversal is governed by the DW state
when the field is turned off.

Figures 4(a) and 4(b) show some examples of propagation
reversal driven by field pulses for pulse width of tHz = 3 ns
and different magnitudes (Hz > 0) plotted in the (q, ϕ) space
for Q = 1. For every (Hz, tHz ) pulse, the DW stabilizes itself in
its steady state under a continuous current of 3 GA/m2 (during
5 ns), a pulse of field is applied during tHz , and the DW relaxes
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in its new state during 5 ns. To avoid the initial transient
regimes, we consider ϕ0 as ϕ0 = ϕ∞ ≈ 0.2π ∈] − π

2 , π
2 [ or

ϕ0 = ϕ∞ ≈ 0.8π ∈]π
2 , 3π

2 [ for Fig. 4(a) or 4(b), respectively.
The black arrows indicate the propagation direction of the
DW. In both Figs. 4(a) and 4(b), the black dots correspond
to the evolution of the DW state obtained from the micromag-
netic simulations with the space between them corresponding
to 1-ns time intervals. The colored lines correspond to the
numerical integration of the q-ϕ model accounting a field
pulse [given by Eqs. (1) and (2) in absence of the field and
Eqs. (8) and (9) during the field pulse]. The color of these
lines depends on ϕ: green for ϕ ∈] − π

2 , π
2 [ and purple for

ϕ ∈]π
2 , 3π

2 [. The plots shown in Figs. 4(a) and 4(b) clearly
demonstrate that the applied field can be used to overcome
the reversal limit which flips the propagation direction of the
DW after the field for, possibly, the two states of the DW.

This field-induced reversal strongly depends on the magni-
tude and width of the field pulse. To handle that dependence,
the above simulation has been repeated for different (Hz, tHz ).
Figures 4(c) and 4(d) show the final state of the DW after
the field pulse for each (Hz, tHz ) [obtained with the micro-
magnetic simulations (dots) and by numerically integrating
the q-ϕ model (background color)]. The configurations de-
tailed in Figs. 4(a) and 4(b) are circled in black in Figs. 4(c)
and 4(d). To obtain the reversal conditions, Eq. (9) can be
linearized by considering the effect of the out-of-plane field
on ϕ is much larger than the combined effects of the SOT
and the in-plane anisotropy giving ϕ ≈ ϕ0 + Qhz

τ0
t . The con-

ditions for a DW reversal can thus be defined as ( 4n+1
2 π −

ϕ∞) < Qhz
tHz

τ0
< ( 4n+3

2 π − ϕ∞) for ϕ0 ∈] − π
2 , π

2 [ [the cases

shown in Figs. 4(a) and 4(c)], and ( 4n−1
2 π + ϕ∞) < Qhz

tHz

τ0
<

( 4n−3
2 π + ϕ∞) for ϕ0 ∈]π

2 , 3π
2 [ [the cases shown in Figs. 4(b)

and 4(d)]. n corresponds to the number of flips in multiple
flipping processes.

The analytic hyperbolic lines delimiting these regions in
the (Hz, tHz ) space are plotted in black in Figs. 4(c) and 4(d).
They match well to the simulated cases except for low fields
and low pulse widths where the ϕ̇ ∼ Hz assumption is not
well justified. For larger Hz and tHz , the regions where the DW
propagation is reversed are more and more condensed, which
is equivalent to a quasirandom flipping process (similar to the
coin reversal in a heads-or-tails process [47]).

Additionally, these reversal regions are not exactly the
same for ϕ0 ∈] − π

2 , π
2 [ and ϕ0 ∈]π

2 , 3π
2 [. Thus, it is possible

to reverse only the DW pertaining to one of these cases, setting
all the DW with the same ϕ, as shown in the second panel in
Figs. 4(a) and 4(b). At the opposite, a pulse with conditions
that correspond to a reversal for the two cases flips all the
DWs, independently of their initial angle, as shown in the third
panel in Figs. 4(a) and 4(b). The shift between the reversal
regions for ϕ0 ∈] − π

2 , π
2 [ and ϕ0 ∈]π

2 , 3π
2 [ increases with the

current density as ϕ∞ is much closer to the reversal point for
one type of DW than for the other [as visible in the table
Fig. 1(b)].

F. Step in anisotropy

Even if an out-of-plane field allows the propagation re-
versal, its effects are strongly dependent on the pulse width

and magnitude, and significantly disturb the DW propaga-
tion with multiple reversals. To achieve similar effects in
a much more controlled way, it is possible to consider a
spatial variation of the out-of-plane anisotropy K(x) (with x
the position along the wire). That can be directly associated
with an effective local out-of-plane field HK

z(q) = − �
μ0Ms

∂qK̃(q)

where K̃(q) =
∫

K(x) (1−m2
z(x,q) )dx∫

(1−m2
z(x,q) )dx

is the effective variation of the

out-of-plane anisotropy with q, the position of the DW along
the magnetic wire. Here, mz is the z component of the local
unit magnetization vector m̂. This field vanishes where the
anisotropy is uniform and it has a maximum where K changes
most rapidly with position x.

Figure 5(a) shows the effect of a step of anisotropy of mag-
nitude δK at the position xstep on a moving DW with Q = 1
and ϕ0 = ϕ∞ for different J and different step magnitudes.
The evolution of the DW dynamics is represented in the (q, ϕ)
space and the arrows indicate the DW propagation directions.
The black dots correspond to the simulated evolution of the
DW dynamics with a time interval between them of 1 ns. The
gray curve in the background shows the anisotropy variation
along the wire. As visible in the different cases, the DW can be
either stopped (case 1), transmitted (case 2 or 4), or reflected
(case 3), depending on J and δK .

As for a regular out-of-plane field, HδK acts on ϕ as
described by Eq. (9), but here the strength of the field ex-
perienced by the DW depends on its position along the wire
q. For high positive δK , if HK

z(q) ∝ −δK pushes ϕ down to
zero, the DW propagation is reversed (since v ∼ sin 2ϕ) and
the field experienced by the DW decreases. That pushes the
DW back to its steady state with ϕ∞ > 0, reversing again
its propagation direction. The converging repetition of that
process leads to the pinning of the DW before the anisotropy
step as shown in the first panel of Fig. 5(a) (case 1).

If ϕ does not cross zero while the DW cross the region
where the anisotropy changes, the DW propagation is not
reversed and the DW is transmitted as shown in the second
panel of Fig. 5(a) (case 2). That occurs for lower δK , where ϕ

is less affected by the anisotropy step, and for larger J where
ϕ∞ is farther from 0 and the DW is faster, experiencing the
effective field for a shorter period of time. For negative δK ,
HK

z pushes ϕ farther from zero. For low negative δK and low
J , the DW crosses the anisotropy step without crossing the
reversal limit ϕ = π

2 , and so it is transmitted, as shown in the
third panel (case 2) in Fig. 5(a).

For larger J , ϕ∞ is larger and even a small δK allows the
DW to cross this reversal limit. The DW moves then farther
from the anisotropy step and experiences HK

z less and less.
The DW is therefore reflected by the anisotropy step as shown
in the fourth panel of Fig. 5(a), case 3.

For large and negative δK , the proximity of the anisotropy
step can lead to multiple reversals of ϕ. If the current is too
small, the DW is either reflected (for an odd number of rever-
sals) or transmitted [for an even number of reversals; as shown
in the fifth panel of Fig. 5(a), case 4]. For larger current, the
DW reverses just one time and the DW is reflected similarly
to case 3. These different effects of the anisotropy step are
summarized in Fig. 4(b). The colored points correspond to
the (J, δK ) configurations where the DW is either stopped
(gray points), transmitted (green points), or reflected (purple
points).
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FIG. 5. Propagation reversal at an anisotropy step: (a) Shows
the propagation reversal of a DW at the anisotropy step at the
position xstep in the (q, ϕ) space for ϕ0 = ϕ∞ ≈ 0.2π and Q = 1
and for (J, δK ) = (3, 0.01), (3,0.005), (3,−0.005), (3, −0.02), and
(1.5, −0.025) in units of (GA/m2, MJ/m3). The gray shape in the
background (relative to the right axis) shows the x variation of the
anisotropy. Black dots and lines correspond to the numerical simula-
tions with a spacing between the dots corresponding to a 1-ns time
interval. The colored lines correspond to the numerical integration of
the q-ϕ model considering the anisotropy step as a local field HK

z (q).
Its color shows whether ϕ ∈] − π

2 , π

2 [ in green and ϕ ∈] π

2 , 3π

2 [ in
purple. The black arrows indicate the DW propagation direction.
(b) Shows the reversal phase diagram in the (J, δK ) space. Colored
dots indicate the final state of the DW after its interaction with the
anisotropy step obtained by the numerical simulations: transmission
in green, stoppage in gray, and reflected in purple. The black circles
correspond to the configurations shown in (a). The background color
shows the same results but obtained by the numerical integration of
the q-ϕ model. Black lines show the frontiers between the different
behaviors considering an approximated square field as discussed in
the main text. (c) Shows a sketch of the different approximations of
the effective field HK

z (q): the gray shape in the background (relative
to the right axis) shows the variation of the anisotropy, the blue
curve (relative to the left axis) shows the variation of HK

z (q) (by
assuming a rigid DW), and the dashed blue curve shows the square
approximation of HK

z (q) used for the simplified q-ϕ model.

By assuming δK is quite small compared to K , the
DW width � is considered as constant, independent of the
anisotropy step [39]. A sharp step of anisotropy at a position
xstep with a magnitude of δK is thus directly associated to
an out-of-plane field HK

z(q−xstep ) = − δK
2μ0Ms

cosh−2(Q q−xstep

�
), as

plotted in Fig. 5(c). By numerically integrating the coupled
space and time evolution of q and ϕ in Eqs. (8) and (9),
considering the above HK

z(q−xstep ), it is possible to reproduce
the simulated results with a very good agreement. The lines
in Fig. 5(a) show the time evolution of q and ϕ by considering
this effective local field with the colors indicating the DW
state: ϕ ∈] − π

2 , π
2 [ (in green) and ϕ ∈]π

2 , 3π
2 [ (in purple). The

background colors in Fig. 5(b) show the final velocity of the
DW obtained with this approach: stopped in gray, transmitted
in green, and reflected in purple.

The DW reversal conditions can even be obtained by con-
sidering HδK as a uniform field of magnitude HK

z = − δK
μ0Ms

for q ∈ [xstep − �, xstep + �] and 0 outside this region [as
plotted Fig. 5(c)]. Therefore, the reflection, transmission, or
pinning of the DW is given by the DW final state for q =
xstep ± � after the DW interaction with the anisotropy step.
Since HSOT � HK

z and αHKIP � HK
z , Eqs. (8) and (9) can

be linearized such as q̇ ≈ �
ατ0

(−Qα δK
2KIP

+ sin 2ϕ

2 ) and ϕ̇ ≈
− QδK

2αKIPτ0
. The frontiers between the different regions of the

diagram in Fig. 5(b) can thus be extracted. For ϕ(q=xstep−�) =
ϕ∞ ∈] − π

2 , π
2 [, the frontier between the regions 1 and 2 in

Fig. 5(b) is given by ϕ(q=xstep+�) � 0. This gives δK[1/2] =
QKIP( sin2 ϕ∞

2+αϕ∞ ). The frontiers between region 2 and regions 3
and 4 is given by ϕ(q=xstep+�) � π

2 which leads to δK[2/3] =
δK[2/4] = −QKIP( cos2 ϕ∞

2−α( π
2 −ϕ∞ ) ). The frontier between regions 3

and 4 is given by two conditions: ϕ(q=xstep+�) � π
2 as before,

but also ϕ(q=xstep−�) � π corresponding to the two reversal

process case. This gives δK[3/4] = −QKIP( sin2 ϕ∞
α(π−ϕ∞ ) ). These

frontiers are shown by black lines in Fig. 5(b) and match both
the simulated and the numerical results with a good agree-
ment. Since these calculations are based on the linearization
of Eq. (9), they are more accurate if ϕ only deviates slightly
from ϕ(q=xstep−�) = ϕ∞, such as the frontier between 1 and 2
for low current and the one between 2 and 3 for J close to Jc.
These results show that by adapting the anisotropy step δK to
the current driving the DW, it is possible to select one of the
processes. Such locally variable anisotropy can be controlled
by using voltages [48,49], and can lead to a three-state DW
transistor.

In the case of a DW between two anisotropy steps corre-
sponding to the region 3 of the diagram 5(b), the DW will be
reflected at each of the two steps leading to the oscillations
of the DW propagation as shown Fig. 6(a), analogous to
confinement in a Fabry-Perot cavity.

G. Finite magnetic track

A similar effect can be obtained at the extremities of a
finite magnetic wire, as shown Figs. 6(b) and 6(c). The black
points in Fig. 6(c) correspond to the simulated trajectory of
the DW in (q, ϕ) space and the background color corresponds
to the shape of the magnetic element [visible in Fig. 6(b)].
As previously, the extremities of the magnetic wire act on the
DW internal angle ϕ. For low current, the DW stopped in its
Bloch configuration (here ϕ = 0) just before the end of the
wire, as shown in the first case of the Fig. 6(c). If the current
increases, the DW goes off the end of the track before being
in its Bloch state and the magnetic wire is then fully saturated
as shown in the second case of Fig. 6(c). For a sufficiently
large current, the end-of-track effect pushes the DW across
its reversal points before it leaves the wire and the DW is
then reflected along the track. A similar process occurs at the
other extremity and then the DW oscillates continuously from
one to the other extremity, as in the third case of Fig. 6(c). If
J > Jc and the DW is in the middle of the wire, far from the
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FIG. 6. DW-based oscillators: (a) Shows an example of the DW
oscillations for a DW between two anisotropy steps [similar to the
case 3 in Fig. 5(a)] with a continuous current of J = 3 GA/m2 and
δK = ±0.02 MJ/m3 and for an initial state Q = 1 and ϕ0 = 0. Black
dots, black lines, the gray profile, and colored lines have the same
meanings as in Fig. 5(a). (b) Shows a sketch of a DW oscillator based
on a finite magnetic wire where the continuous electrical current is
injected in the bottom HM layer. (c) Shows the different behaviors of
the DW in such devices: DW stopped, destroyed, or reflected by the
track extremities, depending on the current density for, respectively,
J = 1.5, 3, 4.5, 7 GA/m2 in the (q, ϕ) space. The background indi-
cates the shape of the finite magnetic track. (d) Shows the variation
of the DW oscillation frequency for different magnitude of the DC
current extracted from (c). The yellow curve corresponds to the
expected frequency of these oscillations f = v/2l with l= 1 µm
above a certain current density Josc..

track extremities, the DW is stopped as expected. However, if
the DW is close to the track end, it will be attracted and then
stopped in its Bloch state after small oscillations of ϕ around
π
2 as in the fourth case of Fig. 6(c).

The possibility to make DW oscillate in such small el-
ements driven by a continuous current is also a new way
for small magnetic oscillators with a triangular wave time
evolution, and for which the frequency f = v/2l , typically
in the MHz range, is just governed by the DW velocity v

and the track length l . Figure 6(d) shows the variation of this
frequency versus the magnitude of the current for the mag-
netic track shown in Fig. 6(b). Interestingly, the nonuniform

variation of v with J leads to a nonlineal variation of this
frequency with the magnitude of the continuous current above
a critical current Josc. above which the DW oscillates. The
shape of the track extremity has only small effects on these
results and just modifies Josc..

IV. CONCLUSION

The possibility to stabilize Néel DWs with an achiral
mechanism allows for the bistability of these magnetic tex-
tures, where both chiralities are energetically degenerate. This
gives rise to new forms of SOT-driven DW dynamics. Two
propagation directions for such DWs are now possible, only
depending on their initial state. By increasing the current
density, the DW exhibits a nonmonotonic velocity law with
a maximum of velocity and a critical current above which
the DW is locked in its pure Bloch state and does not move.
This nonuniformity of the velocity law also induces important
transient regimes and out-of-equilibrium dynamics. Finally,
the possibility of controlled or random reversal of the DW
chirality and, therefore, of its propagation direction, has been
demonstrated under certain conditions (large current pulses,
out-of-plane field, steps of magnetic anisotropy, or the extrem-
ities of finite length magnetic tracks). Of particular note are
the ability to reflect or transmit DWs at a step in the anisotropy
K , with the potential for control through voltage-controlled
magnetic anisotropy, and new forms of DW oscillator in
which a DW is continuously reflected between anisotropy
steps or the ends of a magnetic nanowire. All these completely
new behaviors, simulated numerically, have been perfectly
reproduced with a suitable analytical model. All these new
dynamics offer very interesting possibilities for future DW-
based devices that can possibly mix storage and processing.

Data and code associated with this work are available on
the University of Leeds Data Repository [50].
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