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We consider the nearest-neighbor lattice tight-binding model of graphene with slowly spatially varying
hopping functions. We develop a systematic low-energy approximation as a derivative expansion in a Dirac
spinor field that is perturbative in the strength of the hopping function deformation. The well-known leading
description in both the derivative and perturbative expansions is the Dirac equation in flat 2+1-dimensional
spacetime with magnetic (strain-)gauge field. Prior work has considered subleading corrections written as non-
trivial frame and spin connection terms. We have argued previously that such corrections cannot be considered
consistently without taking all the terms at the same order of approximation, which due to the unconventional
power counting originating from the large gauge field, involve also higher covariant derivative terms. Here we
confirm this, explicitly computing subleading terms in this approximation. To the order we explore, the theory
is elegantly determined by the nontrivial gauge field and frame, both given by the slowly varying hopping
functions, the torsion free spin connection of the frame, together with coefficients for the higher derivative
terms derived from lattice invariants. We stress the importance of the local frame and gauge symmetries that
are inherited from matching to the lattice model. For the first time we compute the metric that the Dirac field
sees—the “electrometric”—to quadratic order in the hopping function deformation. This allows us to describe the
subleading corrections to the dispersion relation for inhomogeneous deformations that originate from corrections
to the frame. Focussing on purely in-plane inhomogeneous strain, we use a simple model to relate the hopping
functions to the strain field, finding the electrometric becomes curved at this quadratic order. Thus, this lattice
model yields an effective “analog gravity” description as a curved space Dirac theory, with large magnetic
field, and Lorentz violating higher covariant derivative terms. We check our calculations by a simple numerical
diagonalization of the lattice model for a periodic arm-chair deformation, confirming that frame corrections
contribute at the same order of approximation as higher covariant derivative terms. Finally, based on our lattice
model derivation, we conjecture a form for the effective theory for monolayer graphene, written in terms of the
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strain tensor, and consistent up to quadratic order in the electrometric deformation.
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I. INTRODUCTION

Monolayer graphene is well known for having a band struc-
ture with two massless Dirac cones, protected by inversion
and time reversal, and when undoped the chemical potential
sits precisely at the Dirac points, giving a low-energy spec-
trum of massless Dirac fermions [1,2] that governs transport.
It forms a flexible membrane [3,4], and thus it is natural
to think that if this monolayer membrane is deformed to be
curved there will be a corresponding curved spacetime Dirac
equation description of transport. If it is true that elastically
deformed graphene has a low-energy description in terms
of relativistic fields in curved spacetime, it would then be a
prime candidate of an “analog gravity” model and provide
an important link between physics in curved spacetimes and

“matthew.roberts @apctp.org
ft.wiseman @imperial.ac.uk

2469-9950/2024/109(4)/045425(33)

045425-1

transport in graphene.! This question can be addressed by
considering the nearest-neighbor tight-binding model, where
one assumes the conductance and valence electron wave func-
tions are localized to the carbon atoms. To model mild lattice
distortions the tight-binding model can be generalized to have
nearest-neighbor tunneling amplitudes that vary in space. This
leads to a continuum limit which at leading order is described
by massless Dirac fields in flat space coupled to an effective
magnetic field which is proportional to the lattice strain, and
is thus often referred to as the “strain gauge field”—not to
be confused with the actual Maxwell field of electromag-
netism which we will not play a role here. This was originally
noted before the discovery of graphene in the study of carbon
nanotubes [5,6] and was quickly generalized to monolayer
graphene, which is simply an unrolled nanotube (for a review
see Ref. [7]). The effect of this synthetic magnetic field on

'We are careful to emphasize that by “analog gravity” we mean a
relativistic curved spacetime description, rather than a theory with a
dynamical spacetime governed by an Einstein-like equation.
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the electronic structure of a graphene nanobubble has been
observed experimentally [8], and the interplay of the strain
gauge field and an external electromagnetic field was studied
in Ref. [9]. It was shortly afterwards seen that some sublead-
ing corrections to this description can be written as frame and
spin connection terms [10-18], which many people took to
imply precisely such an effective description in terms of a
curved space Dirac equation coupled to the strain gauge field.
Indeed a large body of literature has studied graphene using
some flavor of continuum Dirac equation in curved space as a
tool [19-27].

Unfortunately, this tempting interpretation suffers from
two flaws. First, as we argued in Ref. [28], without fine-tuning
of the lattice model there are generically higher covariant
derivative terms which contribute at the same order as those
of the frame and spin connection. This is due to the fact
that the full covariant derivative includes the strain gauge
field, which is anomalously large by a factor of the inverse
lattice spacing, ruining the expected power counting of higher
derivative terms in relativistic theories. This large gauge field
was noted in Refs. [11,29] but was interpreted as mean-
ing that while one should include the nontrivial frame, the
spin connection (and torsion) should be ignored, leading to
a so-called “Weitzenbock” geometry.? Our interpretation in
Ref. [28] and here is very different—we find a perfectly con-
ventional torsion-free Riemannian geometry, it is simply that
the curvature of this geometry is subleading to the large mag-
netic field. This means that there is no consistent truncation
in a gradient expansion which is that of a relativistic Dirac
equation in curved spacetime coupled to a magnetic field. To
be consistent, the effective low-energy theory must include
higher covariant derivative terms as well as the term that yields
the Dirac equation and gauge field, and these additional terms
physically contribute at the same order of approximation as
effects from spatial curvature. The spatial metric that governs
this theory we term the electronic metric, or “electrometric.”

Second, there is the issue of precisely what type of lattice
distortions we wish to study. In undistorted graphene, the sp?
and p, orbitals are orthogonal and thus the tunneling ampli-
tude between them vanishes. When considering out-of-plane
deformations, this is no longer the case, and it is not clear
that the Dirac cone structure remains [20,33-39], and there-
fore not clear that the nearest-neighbor tight-binding model
describing only the p, orbitals provides a good approximation.
One can avoid this issue by restricting to the case of pure in-
plane deformations, which are still very physically interesting.
However, in this case to leading order in the elastic distortion
the electrometric geometry seen in the curved space Dirac
equation of Refs. [10,12] is also flat, and just corresponds to a
coordinate transformation.

In this paper we address both these issues. Concern-
ing the first, we show explicitly how to construct the
low-energy effective theory of Dirac points in the nearest-
neighbor tight-binding model. The leading behavior is gov-
erned by the flat space Dirac equation with strain gauge

2For another perspective on whether curved space Dirac is a good
description, see Ref. [30] and also Refs. [31,32].

field. Then subleading corrections (which are parametri-
cally smaller) involving spatial curvature of the electrometric
can be consistently included if higher covariant derivative
terms are also added. The higher the order of perturba-
tion to the flat electrometric that we wish to work to, the
more derivatives are required. This enables us to explic-
itly derive the effective theory to quadratic order in the
perturbation to the electrometric, going beyond leading order
for inhomogeneous deformations the first time. Homogeneous
but anisotropic deformations had previous been considered to
this order [17] but without spatial variation these do not lead
to magnetic strain fields and can only give a rigid coordinate
transformation of flat space for the electrometric. We find
our effective theory involves the expected nontrivial “strain”
gauge field, frame and torsion-free spin connection, and re-
quires including terms with up to three covariant derivatives,
which we give explicitly. These higher covariant derivative
terms are not Lorentz invariant (as the leading covariant Dirac
equation term is), instead inheriting index structure coming
from lattice invariants, and contribute to the physics at the
same order of approximation the curvature of the electro-
metric. Working to this subleading order allows us to study
the electrometric corrections to the dispersion relation for
inhomogeneous deformations of the hopping functions. While
corrections to the dispersion relation arise at leading linear
order in the electrometric perturbation, translation symmetry
of the undeformed system implies that they are not sensitive
to inhomogeneity, and this linear correction only responds to
the homogeneous part of the deformation.

While our derivation of this effective theory can be phrased
purely in terms of spatially varying tunneling amplitude func-
tions of the lattice model, to make contact with graphene we
discuss deriving such a lattice model from embedding the
graphene lattice as a deformed membrane in 3D space. We
use a simple bond model to relate the tunneling functions to
the length deformation of the embedded lattice links. Restrict-
ing ourselves to the case of pure in-plane deformations, the
induced geometry of the embedding is trivially flat, simply
that of a 2D plane. While to leading order in this strain de-
formation the electrometric remains flat, with the new tool of
our effective theory which is valid to quadratic order, we find
that indeed the electrometric geometry generically becomes
curved at this order. However, we again emphasize that the
effect of this curvature is subleading to the large effective
“strain” magnetic field induced by the lattice deformation, and
furthermore, it contributes at the same order as the Lorentz
violating higher covariant derivative terms.

Our effective theory is coordinate invariant—the various
tensors used to construct it are naturally phrased in lattice
coordinates, but then once one has them, one can employ any
coordinate system. Following the work of Refs. [12,40,41]
we give an explicit discussion of how, given an embedding
of the lattice, we may transform to the natural laboratory
coordinates. To make an explicit comparison of our effective
theory to the tight-binding model, we solve this continuum
description for a certain class of “armchair” distortions that
arise from a periodic in-plane strain along a lattice direction.
Given that we have the theory to quadratic order in the elec-
trometric perturbation, we are able to compute the dispersion
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FIG. 1. Left: the honeycomb lattice, with red A sites and blue B sites, related by translations by al 1.2.3- The lattice symmetry is generated
by translations ¥; . Right: The standard hexagonal fundamental domain of the Brillouin zone and massless Dirac points at K and K’ for the

undistorted lattice model.

relation consistently to include the subleading effects due
to electrometric curvature. We compare our effective theory
to explicit numerical diagonalization of the nearest neighbor
tight-binding model. First, we show that the leading behavior
is indeed governed by the flat space Dirac equation with gauge
field. Then we confirm that the subleading behavior, involving
the curvature of the electrometric, is correctly captured by
our effective theory at quadratic order in the deformation.
In particular, we confirm that the higher covariant derivative
terms are essential to match the subleading behavior, and can
cannot be truncated away if one wishes to see the effects of
curvature of the electrometric.

The paper is structured as follows. First, in Sec. II we re-
view the nearest-neighbor tight-binding model with spatially
varying tunneling amplitudes, and discuss its low-energy con-
tinuum limit. Since the derivation of the low-energy effective
theory is somewhat involved, we give a summary of its
structure in Sec. III showing how it is constructed in lattice
coordinates from the varying tunneling amplitudes. We then
discuss how these tunneling amplitudes may arise from em-
bedding a lattice in 3D space using a simple bond model
in Sec. IV, and further show how to transform the various
elements of the effective theory to the natural laboratory frame
coordinates. In Sec. V we then discuss the structure of the
effective theory, and give its explicit construction up to the
order which consistently includes quadratic corrections to
the electrometric. We then test this effective description in
Sec. VI by comparing its predictions to a direct numerical
diagonalization of the lattice model for a periodic armchair de-
formation. Finally, given the structure of our effective theory
for the lattice model, in Sec. VII we conjecture the structure
of the effective theory for true strained monolayer graphene,
again up to quadratic perturbations to the electrometric, before
concluding.

II. REVIEW OF THE SPATIALLY DEFORMED GRAPHENE
TIGHT-BINDING MODEL

The atoms of the graphene lattice may be described by
their positions in either 2D lattice coordinates x' = (x, y) or
3D laboratory frame coordinates (X, Y, Z). For undistorted

graphene we will take the plane of atoms to be located at
Z =0, and writing X I'=(X,Y), choose our lattice coordi-
nates to be x' = §iX’. The lattice sites subdivide into A and
B triangular sublattices, and we label the lattice coordinate
position of these as ¥4 and Xp, respectively.

The lattice sites lie a distance a from their nearest neigh-
bors. The translation vectors between sites may be given in

terms of unit vectors,
R V31 - V31
el =\—-35) £2 =\~ 5)
2 2 22
b=l — 0= (0,-1), (D

so that defining v; » = a(Zl,z — 173) then the lattice sites are at
lattice coordinates,

N N N a -
Xap=mv+nv, F 553, (2)

generated by (m, n) € Z>, with the sign above giving the A
and B triangular sublattices; see Fig. 1.
Some important relations we will use later are

2 o y 4 o
SV =Z VA K‘], Kl']k — _ 2 :el glﬁk,
3 ; n-n 3 - n~n*~n

3 2 blityt, = 8784 + 88l + 815, 3)

where K/ is a natural invariant traceless symmetric tensor
for the lattice, with K12 = 1 and K*?? = —1. In the nearest-
neighbor tight-binding approximation, the 7 electrons are
described by the Hamiltonian,

Hungeformed = T Z (a;Ab;A_,'_aZn + H-C~)7 4)

n,xXs

where T gives the tunneling amplitude between p, orbitals
on adjacent lattice sites, and a;, b;ﬂ are fermionic creation
operators on the respective sublattices A and B. The dual
lattice generators b, , are defined by b; - ¥ j = 2mé;; and one
finds the spectrum of this model has two inequivalent Dirac
points, labeled K and K’, which are illustrated together with
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the hexagonal fundamental domain of the Brillouin zone in
Fig. 1.

Now a natural generalization of this is to allow the tunnel-
ing amplitudes associated to each link of the lattice to vary.
Denoting the tunneling amplitude between the A site at X
and the B site at X4 + af, as T, 4, which we assume to again
be real, then yields the Hamiltonian,

Hgeformed = Z Toa (a;cAbJ?A-kaZ” + HC) )

n.)?A

A special case is taking 7, 4 = T, so they do not depend on
the lattice site location. This is an anisotropic but homoge-
neous deformation. In principle the 7, 4 may vary arbitrarily
between sites. However, in this work we are interested in the
situation that:

(i) First, the 7, 4 are only deformed perturbatively from
the homogeneous amplitude 7. We introduce a deformation
parameter € and take the amplitudes to be,

Toa =T+ €8ityn + € 82tya+---), (6)

where we take the 61, 4 ~ O(1) so that € controls the size of
the deformation.

(ii) Second, we are interested in the situation that the per-
turbations &;#, 4 vary slowly on lattice scales so that we may
consider a continuum limit where we parametrically separate
the lattice length scale, a, from the scale of the slow spatial
variation. To describe the approach to this continuum limit we
further expand the 8¢, 4 in a,

Sktua = Skotna + bk 1tya + @S oty + - - @)

and then write the coefficients 8y 7, 4 in terms of smooth
functions, & ,t,(X), which we term the “hopping functions,”
as

(Sk,mtn,A = sk,mtn ()_C)A + %Clzn), (8)

so that the value &y 7, 4 associated to a link between sites X4
and X4 + af,, is given by the function § 1, (X) of the lattice
coordinates X, evaluated at the mid point of this link. We also
require that these functions 8y j,t,(X) ~ O(1).

In order that the & ,,#, 4 slowly vary on lattice scales, we
then require that the functions & ,,,(X) slowly vary relative to
the lattice scale a, encoded in the condition that everywhere
[0:8k.mtn| < 1/a. We then describe the continuum limit by
specifying the & ,,7,(X) as functions of the lattice coordinates,
which are fixed with no € or a dependence, and then we
consider the continuum limit by taking @ — 0.

One might think that we should only be concerned with the
leading behavior in the continuum limit, & ,ut, 4 = Sk.0tn.a +
O(a), and subleading terms will encode irrelevant micro-
scopic detail. However, this is not the case. Remembering
that the tight-binding model is intended to be a microscopic
description of graphene, here our aim is precisely to go be-
yond the leading low-energy description, the flat space Dirac
equation coupled to the strain magnetic field, and elucidate
its subleading behavior which will include the effects of a
curved electrometric. Since these are subleading corrections
of microscopic origin, we are forced to be careful to include
these subleading details in taking the continuum limit.

We may define the characteristic minimum length scale
associated to the variations, L, by

1/L = max{[9;8¢ mtn(X)|}. ©))

The condition of slowly varying deformations of the lattice
then implies @ < L. It is then convenient to choose units
so that L = 1, and thus a <« 1. From this point on we will
employ these units unless otherwise stated. Thus, noting that
Sk mtn(X), 0:8k. mtn(X) ~ O(1) in these units for all X, then this
implies all derivatives are also of order one, so

03, 0iy -+ - 0,8, mtn ~ O(1) (10)

forany p > 0.

Thus, we have two expansion parameters in our model, first
the amplitude of the hopping strength deformation determined
by €, and second in the length scale of the variation relative
to a. It is important to understand the order of limits we
consider. We will later find that in constructing the effective
theory when we fix the length scale of the variation, taking
these units L = 1, then the natural perturbative couplings are
in fact € /a and a, meaning that we should hold € /a fixed as we
scale towards the continuum limit @ — 0. In terms of orders
of limits for perturbation expansions in € and a, this implies
that the order of limits we take is to first expand quantities in
€, and after this expand in a.

III. SUMMARY OF THE EFFECTIVE THEORY
FOR THE LATTICE MODEL

Since the derivation of the low-energy effective theory
for the above lattice model is somewhat technical, we will
summarize here its structure, and give results to the order that
allows the electrometric to be described at quadratic order
in the hopping function perturbation, so to O(e?). The full
derivation of the results summarized here is given in Sec. V,
but we believe it is beneficial to have an overview of these
results before delving into the technicalities.

Following the discussion above, we write the lattice tight-
binding Hamiltonian with perturbatively deformed hopping
functions that are slowly varying as

H=T>Y 1, ()?A + ;Z) (al by oz +He), (D

n,xXy

and we write the deformation of the hopping functions pertur-
batively in € and a as

12(%) = 1+ €811,(F) + €*8ot,(F) + - - -, (12)

having factored out the equilibrium hopping strength T above,
where the O(e*) coefficient function is derived from our
smooth functions & ,,,(X) described above as

Sita(®) = 8. 0ta(®) + adi 11, (F) + @S oty (®) +--- . (13)

We reiterate that the & 2, (X) which describe the continuum
limit have no explicit € or a dependence, and are simply fixed
functions of the lattice coordinates X as we scale towards the
continuum, taking a — 0, and deform the system with €. The
low-energy behavior of the Dirac points of this lattice model
are captured by the continuum effective theory living in 241
dimensions, whose truncation to three covariant derivatives
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takes the explicit form
0 = aely*D,V £ ia®> napy”*esD,(C7*'D, W)
+a* nagy*eED°"* D, D, D,V
+ 0(e*, €3a, 2a®, ed’, a*), (14)

where W is a two-component Dirac spinor field, and the sign
represents the choice of Dirac point that the theory is to
describe. This is a free-field theory, since the tight-binding
lattice model has only hopping terms, and has no electron-
electron interactions. The spinor is normalized such that its
particle number density agrees with the microscopic electron
number density, as we discuss later in more detail. Here ¢,
is the frame, the inverse of the coframe e’;‘t, and associated
to the spacetime metric g,, as g, = €}, enap with nap =
diag(—1, 41, +1) as usual. The covariant derivative, D,,, en-
codes the strain gauge field and spin connection of the frame.
For example, acting on the spinor,

D=9,V FiA,V — %QMABSAB\P, (15)

with A, the gauge field, and the last term comprises the spin-
connection £2,4p and Lorentz generators S4B and makes the
theory geometric.? The signs in Eqgs. (14) and (15) should be
taken consistently, either choosing the upper or lower signs,
and again reflect the choice of Dirac point being described—
thus the two Dirac fields, corresponding to the two distinct
Dirac points, have opposite charge but couple to the same
geometry. The spin connection is simply the canonical torsion
free one associated to the frame. While one does not expect
to see torsion without dislocations [42], it is striking that
it really is the torsion free connection that enters here. We
have no rigorous mathematical understanding why, beyond
the heuristic of there being no dislocations. The tensors C7*¥
and D°*?_ defined explicitly below in Eq. (22), derive from
lattice invariants, and are remnants of the lattice structure. The
truncation above including these higher covariant derivative
terms allows us, for the first time, to consistently describe the
metric to quadratic order in O(e?) which is one of our main
goals here. Working to higher order in the metric deformation
requires an increasing number of such higher covariant deriva-
tive terms. In particular, while the dispersion relation of the
Dirac points are corrected at O(e), on general grounds they
are only sensitive to the homogeneous (but anisotropic) part
of the hopping function deformation (as for example studied
in Ref. [40]). They become sensitive to inhomogeneity in the
deformation only at O(e?), and so our effective theory allows
us access to these effects.

The theory is fully coordinate, frame and gauge covari-
ant. However, given the origin of the theory, it is natural to
take time to be the usual laboratory time of the tight-binding
model. Then all the quantities entering above, apart from the

3Let us briefly comment on coupling the effective theory to an
external electromagnetic field. For purely transverse magnetic fields
and purely in-plane electric fields, we simply make the replacement
Agtrain = Astrain +Agm for the K point field, and for K, Agpin —
Agrain — Agm. It would be interesting to understand precisely how
tilted fields would couple to the effective theory.

dynamical field W itself, are independent of time, so static.*
The metric takes the (ultrastatic) form,

dS3tgective = —Cadt’® + 8ij(3)do'do’ (16)
for some 2D spatial coordinates o!, where co = 3;—; gives
the Fermi velocity for the undeformed Dirac point. Writing
the 2D metric gejeoro = &ij(6)do'do’, we term the 2D ge-
ometry given by the Riemannian manifold (R?, Zelectro) the
“electronic geometry,” and gejecyro the “electronic metric” or
more compactly the “electrometric.” We will use the notation
Setectro = (R?, gelectro)- The gauge field is also purely mag-
netic and static,

A =A;3)do', (17)

and further, with this choice of frame, the tensors C°*" and
D?#VP are orthogonal to the time direction, so they have
only spatial components which are static. An interesting con-
sequence of this is that the effective theory above remains
second order in time derivatives, even though it has higher
numbers of spatial derivatives. In particular, in this frame, the
canonical momenta for the spinor is unchanged from that of
the leading Dirac equation and the Hamiltonian is given as,

H = / d*xJ/g[aVy”e,D;¥ + ia*yse! CV*D ;WD W
+ayae! DD DD + -+ - ] (18)

To define these various quantities above we take the spatial
coordinates & to be the lattice coordinates X. Then the electro-
metric takes the remarkably elegant form,

3
= EZ<8”—
2
A = (Z;ﬁ) —2<Zt;‘,>, (19)

where this expression correctly gives the behavior at orders
O(€), O(ea) and O(€?) [in fact the O(ea) contribution van-
ishes] which is consistent with the order that the theory is
written to above. Since we have a local frame invariance, any
spatial frame components can be taken consistent with this
metric. An important point that will be discussed in detail
later is that the subleading correction in a at order O(€), so
the contribution going as ~ea, must be included to derive the
metric at order O(e?). Full detail of the frame components
including subleading terms in a will be given later. Defining

4 . .
8ij(X) =4, 5’>l3()?)+0(63,62a, ea’),

3}’[}’!

At,=t, — 1, (20)

then the explicit expression for the magnetic part of the gauge
field to the order in € and a that the above truncation applies,

4One could in theory consider time-dependent elastic deformations
of graphene, like in Ref. [43], but this is outside of the scope of our
analysis.
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is

1 ‘
AiF) = —6i Z [z{nmm (2 + Z (38 Aly)

1
+Y ((3 + 28y — 35n,,) AtnAtp>>

n,p

1 . 3 .0 1.
2 k gl ki k pl
—gi ekl — KM — 57kl )88, Aty
+a (4 m-m-m 8 + 6 m) k l }
64
+ 0(-, e, €a, ea2> (1)
a

up to a gauge transformation. This expression encompasses
the behavior at orders O(e/a), O(¢), O(ea), O(€*/a) and
O(€?), as well as O(e3/a), and as for the metric the first sub-
leading corrections in a, here at orders O(¢) and O(e?) vanish.
Again these subleading corrections in a at orders O(e) and
O(€?) are required to consistently solve for the metric. Finally,
the tensors C°*" and D?#"? are given by the expressions

. 1 o 1 -
VIICH @) = —Zeu ) 6,66, = = euk™,
. 1 o
Dl]kl ) — — Vi E-’Kkél
VIsIDH @) = 5 Z wbilnts
U et e
= 57 (887 + 8787 + 86" (22)

with all other components (i.e., those with a time index)
vanishing, and here |g| = det(g;;) and ¢;; is the antisymmetric
spatial Levi-Civita symbol with 1 = €, = —e;;. We empha-
size that these expressions for the components g;;, A;, CV¥,
and DV are not tensor equations, and hold only when we
take lattice coordinates.

A key result that will be discussed in the next section is
that using a simple model to map an in-plane distortion of the
lattice to deformed hopping functions results in curvature of
this electrometric at quadratic order O(e?) in the deformation.
Thus, even though the lattice is only deformed in-plane, the ef-
fective metric governing this Dirac theory generally becomes
curved.

Usually in such an effective theory power counting goes
with covariant derivatives, and so one may truncate to terms
with some number of derivatives, and terms with more deriva-
tives are subleading to this, and it is consistent to ignore them.
This would be seen due to the increasing powers of a in the
coefficients of the higher derivative terms, and thus naively
this makes increasingly higher derivative terms increasingly
irrelevant in the low-energy continuum limit where we take
a — 0 [in our units where the deformation scale is O(1)].
However, the key novel feature of this effective theory is that
since the gauge field goes as A; ~ O(¢/a), there is mixing
between covariant derivative orders in this theory due to the
inverse factor of a. We refer to this inverse scaling with a
as giving a “large magnetic field”—more precisely it is large
relative to €, but we should tune € such that its amplitude
actually remains small if we are to stay in a regime where we
may apply perturbation theory. Very schematically the leading

one derivative term goes as
aeyAD, W ~ adW + AV + eadV 4 eaV,  (23)

where we have suppressed all indices and written A ~ 514 SO
that A ~ O(1). This contains the undeformed Dirac term, the
first term on the righthand side, and a leading correction (in
red) from the gauge field. These constitute the leading effec-
tive theory due to inhomogeneous hopping functions. While
this red term naively dominates the Dirac term in terms of the
expansion due to the gauge field have a factor of 1/a, it is
suppressed by a factor of €. As mentioned above, the natural
coupling to hold fixed is € /a as a — 0, rather than simply €, as
it is € /a that controls the relative size of the gauge field con-
tribution compared to the undeformed Dirac term. The blue
terms are subleading to the red gauge field contribution, due
to the factor of a, and come from the nontrivial frame. Now
consider the same schematic expansion for the two-derivative
term

ia* napy*ef D, (C°"' D, W)
~ @?0®V + €ahdV + ea(dA)V
+ AW 4+ €d?*V + €d’OV + €a®V.  (24)

The key point is that the components of this where one of the
covariant derivative contributes a gauge field (those in blue)
are of the same order as the blue contribution from the one
derivative term above in Eq. (23). Note that if both covari-
ant derivatives contribute a gauge field (the purple term) the
contribution is dominant in a, but suppressed now due to two
powers of €. The blue contributions coming from both the one
and two covariant derivative terms in Eqgs. (23) and (24) then
constitute the next correction to the effective theory at order
O(e) after the leading red term from the gauge field. Hence,
we see the (blue) frame corrections from the one derivative
term mix with these contributions from the two derivative
terms at the same order—thus one cannot consider these frame
corrections without also including the two derivative term too.

Due to this mixing we will see later that if we wish to
consistently derive the contribution from the gauge field and
metric at some order ~e”a?, we are required to include up
to (I + p+ g) covariant derivative terms, and we need all
contributions to the metric and gauge field going as ~¢"'a" for
m< pand m+n < p—+ g, where m > 1 and for the metric
corrections have n > 0 and for the gauge field they have
n > —1. Thus, the structure of the first few truncations is as
follows:

Covariant derivatives Gauge field Metric
included contributions contributions
Dirac term only < Trivial flat metric
. . . 2
Dirac + two derivative e & €
a a2
Dirac, two and three € e ea, &, € €, €a, €2
a a

derivatives

For the leading truncation to one covariant derivative we see
there are no metric corrections—it is simply the flat space
Dirac equation with gauge field. Including the two derivative
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term allows the first consistent corrections to the metric, those
at order O(¢). However, as noted, this is not sufficient to
describe the corrections to the dispersion relation from inho-
mogeneous deformations. For that we require the theory given
explicitly above, with up to three derivatives, which allows the
metric deformation to be described at O(e?).

IV. VARYING HOPPING FROM A DEFORMED LATTICE

The results above describe the low-energy physics of the
tight-binding model in terms of its lattice coordinates x’ and
slowly varying hopping functions. We will derive these in
detail later in the paper. To relate them to a distortion of
graphene, we need an embedding map from the laboratory
coordinates to the graphene lattice, and further a bond model
that predicts the hopping functions based on this embedded
lattice geometry.

The simplest bond model relates the hopping functions to
bond lengths, where we think of these lengths as determining
the degree of electron orbital overlap. In our lattice coordi-
nates a bond between sites X, and X4 + aZ,, is the line,

F=3% +ral,, A=][0,1], (25)

and we denote its length L, 4. As the lattice embedding be-
comes distorted, these bond lengths will deviate from their
unperturbed value a. A common approximation is that the
hopping functions have an exponential dependence on bond
length,

T, A Ln.a

22— P 26

T =¢ , (26)

and for graphene this constant 8, the Griineisen parameter, has
been estimated to be 8 >~ 3 [44]. However, here we will take
a more general bond model,

1, L,
A =F< A 1) 27
T a

for some function, F, although we emphasize that this still
assumes that there is no dependence on the bond angles. To
the order we will work to here, we will be sensitive to up to
two derivatives of this function F about its zero argument, the
undistorted bond length, and we denote these as

FO)=1, F'(0)=-8, F'(0)=(—1Dp. (28)

To recover the exponential bond model we then simply take
t=p+1, (29)

but we will leave it general for now to illustrate in what
follows the sensitivity to the precise nature of the bond
model.

To compute these hopping functions we need the geometry
of the lattice embedding into the 3D Euclidean space of the
laboratory, R}, which we describe using the spatial “lab coor-
dinates” (X, Y, Z). Let us denote the collection of lattice sites
X4, and the full lattice as I'. We then imagine describing the
embedding by providing amap I' — R, or explicitly X4 —
(X,Y, Z). Restricting to smooth slowly varying embeddings
so that we may view the lattice as the 2D space R?_ described

lat
by the lattice coordinates X, the embedding is deéned by the

smooth map,

2 3
Riat = Riaps

X— X&), YX),ZX)), (30)

so that when it is evaluated on the lattice sites X4 it gives the
lattice embedding above, and slowly varying implies that all
derivatives 9;, ... d;,X ~ O(1) and similarly for Y and Z. We
describe the pristine, or undeformed embedding, as x = X,
y =Y and Z = 0, and in this case the geometry induced (i.e.,
pulled back from R ) is simply the 2D Euclidean geometry
with metric ds%pristme) = 8;;dx'dx/.

We now consider embeddings which are a perturbative
deformations of this pristine embedding. We define a dis-
placement field v(X) and height function A(x). Note that the
displacement field is a vector field on R?,. Then introducing
the perturbation parameter €, we define the embedding map
explicitly using the displacement vector field and height func-

tion as
IRlzat_)RISab’
. [XI® = 8+ e’ @),
Jeh(®),

where, as above, X! = (X, Y). We note that we consider v'(X)
and A(X) to be independent of the perturbation parameter €—
thus having specified these we think of varying € as moving us
through a one-parameter family of deformations. Then in our
lattice coordinates the induced metric on R?  given by pulling

lat
back the laboratory Euclidean metric is simply

16 - 31)

) _ st ofs vk v vk oh 0h
N = 0jj € ik T il —— e
8ij / * oxi Koxi " oxi ox
vk vt
2
+ €8y 927 D] (32)

We will denote the 2D geometry induced by this embedding
Yind = (Rlzat, g9 The usual strain tensor is then defined by
comparing the induced, and the pristine metrics, so in lattice
coordinates,
oij = 5 (87" = ). (33)

and at this point these expressions for the strain tensor o;; are
exact to all orders in €.

The physical distance between lattice sites at X4 and X4 +
al, under the distortion is then computed by integrating the
length of the line (25), so

1
Lia=a f d,\\/ gV + arl,)ei 6. (34)
0

The bonds of the pristine lattice have length a. Since the
metric is slowly varying, we may Taylor expand the integrand
above in a, perform the integrals, and then working to O(a?)
at order O(¢), and to O(a) at order O(e?), the fractional
difference in bond length due to the deformation is
2
Luaza _ Ui (Een) + %z;eg(zﬁak)zo,- i)

n-n
a

1,
- 5(e’,,ega,»,-(;c'n,A))2 1 0(@ed®, 22, €%),  (35)
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where we have defined the location of the mid point of the
bond, X, 4 = X4 + %Zn, and we emphasize that here there is
no sum over the repeated index n, and that o;; ~ O(¢). Thus,
using that the components slowly vary, together with the rela-
tions (6) and (8), we then find the bond model (27) determines
the hopping functions as.’

2
LE) =1-— ﬂ(ﬁ;ﬁ{;oi J(®) + ;—46;‘15{; (eﬁak)zai ,@))
Bt
*t3

Note that while we have kept track of corrections subleading
in a, these necessarily involve precise details of the deforma-
tion on lattice scales, and from an effective field theory point
of view should be thought of as corrections from irrelevant
operators. Conversely this implies that when one is matching

J

(Eitio; () + 0(ed’, €, €%).  (36)

subleading corrections, as we are interested in doing here,
then they are necessary.

We pause to note that in Ref. [18] some quadratic correc-
tions to the effective theory where considered. The effective
theory was given to linear order in the hopping functions, and
then these were related to strain working to quadratic order in
the strain tensor as above. However, we emphasize that it is
inconsistent to do this—one must also include the quadratic
corrections in the hopping functions as we do here if one
wishes to work to quadratic order in the deformation or else
one is clearly missing important contributions.®

Given that v/(¥) and h(¥) are independent of € and a,
a perturbative expansion yields the coefficients defined in
Eq. (12). We may now give the expression for the (purely mag-
netic) gauge field A = A;(¥)dx’, and electrometric ds2...., =
ij(¥)dx'dx’, as determined from Egs. (19) and (21) in terms
of the strain tensor as

Ai(®) = —?(K-’“ (ak, @+ LD o Do) wok@)m@))
a 2 8
2
+ %(98 Ok () — 30,840 (%) — TKN™ 318,00 (%)) + Olea’, €2d?, 63)> (37)
BB +1)

gij(®) = 8 + 2B0,;(®) + 4B 0 (®)ow; (%) + 1

where we have defined the covector o; given in lattice co-
ordinates as o; = K"/*o ;. Quadratic corrections in € for
homogeneous strain were studied in Ref. [17], and restrict-
ing to such deformations, our gauge field and metric above
are precisely consistent with their results (when expressed in
lattice coordinates). A potentially confusing issue is that the
lattice geometry induced by the embedding, X;.q, is generally
not the same as the spatial electronic geometry Xjectro- One
might naively have expected these would coincide, but this

5In Ref. [18] perturbation theory was carried out to second order
when considering the effective geometry in the continuum limit,
but it failed to keep track of the higher derivative terms which we
demonstrate are of the same order

In “equations” we might say, if the physics F we are interested
in is a function of a variable §¢, with an expansion F'(8t) = a,5t +
ay8t* 4+ -+, and 8¢ is expressed in terms of another variable o
perturbatively as 8t(c) = bjo + b, + --- then to express F in
terms of o correctly to quadratic order, F (o) = a;byo + (a1b, +
a>(b1)?)o? + - -+ we must include the a, quadratic term in the ex-
pression for F(8t) above. If we only work with the linear truncation
F'i"(§t) = a,8t, then F'"(¢) = a,8t(0) = ay + a1by0 + a1br0* +
--+, and we clearly get the quadratic term we are interested in wrong
unless |a;(b;)?| < |a;b,|. In our case here, we see explicitly from
Egs. (19) and (21) that the coefficients a; , are simply O(1), as are
the coefficients b, , from Eq. (36). Thus, neglecting the quadratic
behavior of the lattice model in the hopping functions relative to that
induced in the relation of strain cannot be justified—for example the
coefficients for the quadratic terms in the strain in the gauge field
in (37) go from @ — @ and —WT”) — —¢ if we ignore the
quadratic terms in (21).

(8: (01 () — 403 (X)o1i (X) — 0:(F)0;(F)) + O(ed?, €2a, €°),

(

is not the case. As we shall see, interestingly even when
Ying 1s flat, with vanishing height function and only in-plane
displacement, the electronic geometry generally is curved at
O(€?).

Suppose we are interested in the tight-binding model with
hopping functions induced from an embedding. The proce-
dure to use the effective theory is as follows:

(1) Work in lattice coordinates to supply the embedding,
via the displacement vector field v/(¥) and bending function
h(X).

(i) Compute the magnetic gauge field, electrometric, and
C and D tensors of the effective theory in lattice coordinates
using Eqgs. (37) and (22). With this data the theory is defined,
up to choosing a convenient gauge and frame and constructing
the appropriate torsion free Levi-Civita and spin connections.

(iii) One may then choose to perform computations in any
coordinate system (and indeed with any frame choice and
gauge).

Thus, while we are required by our expressions above to
compute the data for the effective theory using lattice coordi-
nates, in the end we are free to use any coordinates we wish.
If one is interested in comparison directly to the tight-binding
model, then it is natural to remain in lattice coordinates.
As emphasized in the work of Oliva-Leyva and Naumis in
Refs. [12,40], if the lattice is to be thought of as arising from
an embedding, then to perform comparison with laboratory
measurements it is most natural to work with laboratory frame
coordinates. In the case that the embedding is purely in-plane,
so Z =0, we may think of it as the diffeomorphism map
R12at — Rlzab, then it is natural to transform to the laboratory
coordinates X’ = (X, Y) to analyze the effective theory. We
note that in the case there is bending too, there is no geometric
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canonical choice of two laboratory coordinates—the simplest
choice again is X I but one could also choose to mix these
with Z.

Recall the relation between the lattice coordinates X =
(x, ¥) and laboratory coordinates X = (X,Y), is given as

X'(®@) = 8/ (x' + ev'(¥)), (38)

where v/(¥) define the components of a vector field v =
vi(¥)(d/dx") in the coordinate basis given by the lattice co-
ordinates. We emphasize that the above expression is exact
in e—recall we are taking v'(¥) to be independent of €. To
express the lattice coordinates in terms of the laboratory coor-
dinates we may invert this relation as a power series in ¢,

. A . L (X
X)) =8x" — ev'(X) + 2570/ (X) g;l) + 0(e?),

(39)

where we note that v’ ()? ) are the coefficient functions v'(¥)
defined in Eq. (38) but now evaluated with arguments given
by the laboratory coordinates—they are not the components
of the vector field in the laboratory frame. From this we define
the Jacobian matrix,

LX)
AX) = ———=. 40
== (40)
Then tensors transform in the usual manner—for example, for
the gauge field we have
A@)dx| gy = AEX) A (X )dX!

xi=xi

= Al (X)ax!.
41)

We now illustrate deriving the hopping functions from an
embedding in two cases. First, we consider the case of
an embedding including out-of-plane bending, and working
to linear order in € for the electrometric—for consistency
this requires including the two covariant derivative term in
the effective theory. Second, restricting to in-plane strain
only, so no bending, we work to quadratic order in € for
the electrometric—and for consistency this requires our full
approximation discussed above, including also the three co-
variant derivative term, together with the nontrivial subleading
correction in a to the gauge field at order O(¢).

A. Leading order including bending

We preface this section by emphasizing that the status
of the tight-binding lattice model as an approximation to
graphene is unclear when out-of-plane bending is included,
due to the mixing of sp? and p. orbitals which are thought to
play an important physical role, potentially gapping the the-
ory [36,37]. However, with this in mind, it is still interesting
to discuss this case, in part to link to previous results in the
literature.

We will work to the order € in the electrometric, and thus
include the two covariant derivative term. From above we see
the induced hopping functions in lattice coordinates, to the

order we require them for this approximation, are

t.(%) = 1 — Boy; ()4 + O(€?, ea®)
Ci—epug (L LN b
=1—¢€ - €7, €a”),
axi 2 9xi axi

42)
which determines

1 0h oh

810tn(X) = —B L10] ov — s
10%n 2 9xi oxJ

) 51,ltn(f) =0.
(43)

Now o;; encodes the perturbative in-plane deformations v’ (%)
and out of plane bending A(X). From the perspective of the
induced metric gi.i;d), the v’ generate infinitesimal diffeomor-
phisms of the undeformed metric §;;, and therefore do not
change the geometry from being flat, but just the coordinates
it is presented in. However, A(x) induces a real change of the
geometry and generates curvature.

At least at this linearized level, this relation is invertible.
Given a perturbation of the hopping functions, this uniquely
prescribes the induced geometry of the lattice embedding that
would generate such a deformation. Explicitly to the same
orders in € and a we have
0,j(®) = —— Z 40107 — §7)8) o1, (%) + O(e?, €a),  (44)
and then the leading order perturbative v’ and h that generate
this geometry by straining and bending the pristine embedding
may be solved for. From above the gauge field and electromet-
ric take the simple form

Ai(X) = —%ei,-(Kf“akz(fc) +0(e*, ea®)),

gij(®) = 8 +2B0;;(¥) + O(e?, €a) (45)

to this order of approximation, in terms of the lattice co-
ordinates, with K“* the lattice invariant defined earlier in
Eq. (3). These expressions may be compared to those of de
Juan et al. [10]. In that work they choose to work with spinor
densities, rather than spinors as we do here, which effectively
Weyl rescales their electrometric so that g, # constant. As
discussed in Ref. [24], one can Weyl transform back to the
ultrastatic frame we use here, and to canonically normalized
spinors, and in doing so their metric (given in Ref. [24])
precisely agrees with the above form. Note that to the leading
order given above, the gauge field is not affected by this Weyl
scaling. However, we stress again that at this order where we
first include the nontrivial metric, the contribution of the two
derivative terms must also be included for consistency, and
this was missed in these previous analyses [10,12,18,21,45]
as we have emphasized in Ref. [28].

We clearly see that the electrometric is not equal to the
induced metric. Comparing Eq. (45) to g = §;; + 20;; [from
Eq. (33)], we see they differ by a factor of 8 in the pertur-
bation, as observed in Ref. [24]. However, at this order the
in-plane displacement field v; still acts simply as a diffeo-
morphism for the electrometric (as well as for the induced
metric)—it changes the coordinates, but does not induce ac-
tual curvature. If we explicitly compute the Ricci scalar of the
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electrometric we see
RE) = 2B(07h(¥) 0;h(X) — (0:0,h(¥))?) 4+ O(€*, €a),  (46)

confirming that curvature is only generated by the out-of-
plane deformation due to /(X). The gauge field does however
see this in-plane displacement field v, and the (gauge-
invariant) magnetic field is

B(E)=F, = %(-2@@,&@) + (87 — 07)v* (@)
— 20.h(%) 0,0,h(%) + 0yh(%)(0; — 97 )h(X))
+ 0(€?, €a). (47)

Now suppose we wish to analyze the physics of the effec-
tive theory using the laboratory reference frame. Having the
theory in lattice coordinates we may then simply coordinate
transform to the laboratory coordinates as detailed above.
Since the gauge field is already O(e), this coordinate trans-
formation is trivial, so that
Be

AP(X) = -3

—8iei (KMo (X) + O(e?, €a®)).  (48)
a

However, there is an effect for the electrometric, which be-
comes

(%) = 81 +2(8 — 1)edldloy(X)
3n(X) dh(X)

geometry from purely in-plane strain is rather boring. While
the electrometric is nontrivial, it is simply flat space in dis-
torted coordinates. Hence, notwithstanding the fact that we
must also include two derivative terms which were missed in
the treatments of [10-27], it does not provide an interesting
“analog gravity” model, as there is no sense in which the
geometry is curved. We will now discuss how this becomes
much more interesting at quadratic order in the strain.

B. Quadratic order for purely in-plane strain

Now we continue our analysis of purely in-plane strain,
where we are hopeful the tight-binding lattice model may pro-
vide a good approximation, to order O(e?) in the electrometric
perturbation. Again we note we are using our simple length
model to turn the lattice deformation to hopping function de-
formations, and this could potentially be made more realistic.
To quadratic order in € the gauge field and metric take the
form above in Eq. (37), where for consistency we must also
include both the two and three covariant derivative terms in the
effective theory, and also include the subleading corrections
in a present in Eq. (37). We may then compute the magnetic
field and electrometric curvature in the case of in-plane strain,
so vanishing height function. These can be written nicely by
defining

V(&) = (00" (%), 90" (X)),  U(F) = (dyv*(X), 0xv” (X))

€ 0(e2, €a). 49
oxi axt T (7, €a) (49) (50)
We note that the components of the strain tensor do not trans-
form at the leading order 0;; ~ O(¢) we require here. At this and
order, the Ricci scalar and magnetic field in laboratory frame S (a2 yimy a2y o
take the same form as in lattice coordinates. V) = (8’“ V%), 9, v7(X), By (x)),
Recalling that the tight-binding model likely does not give UR) = (a}?vx(x'), ayzvx(x’), 8x8yv"(?c)). (51)
a good approximation to physics in the case that the graphene
is bent out-of-plane, we see that geometrically this leading Then for the magnetic field we find
|
= EIB X a2 X y X
BF) =F, = Z((—afvy + 050 — 0,0,0") + ﬁ(za‘;‘vy +170,0;v* — 21079;v" — 1107 9,v" + 59}v") + 0(a3)>
3t B T 58 3z B 3t B
s Tt “l+e -7 ) “l+T+7 Tt3
sl AR BT -2+ | v +0"® | 1+3+2 43 U@+ 0@
3 38 B T B T B
2+5 -7 373 373 —2+3-3
+0(eY), (52)
and the Ricci scalar of the electrometric is given by
= 2 1 X y 3.x 2 X y x\n2 X
R(X) =¢°8 E(Byv + 0,0’ )((r — 3/3)8yv + (B + 37)0;0yv ) +4B(3,v" — 9, v )8y 0,V
1 y X y X y
- E(aym — 00 ((B + 1)V + (58 — 31)0;9,v") — 2B(3yv* + 0,0")(3;v" — 07 9,0”)
T 38 3 38
) —2p l—3+7 —7-7) _
AR IS S S I o RAC
it A SR R
3t B 3 S8
0 I-%+5  —3+% ]
+0T® - [1-%+5 -2 148 UR) | + 0(ed®, €%a, €°). (53)
— ¥ T8 242028

045425-10



ANALOG GRAVITY AND CONTINUUM EFFECTIVE THEORY ...

PHYSICAL REVIEW B 109, 045425 (2024)

We now see a very interesting phenomena. The geometric
deformation of the lattice is purely in-plane so the induced
metric gi" is flat, simply a coordinate transformation (i.e.,
a diffeomorphism) of flat space. However, since the induced
metric and electrometric explicitly differ in form, we find that
at quadratic order in € the electrometric is indeed curved.
While it is not obvious whether the explicit form above for
gij(X¥) in Eq. (37) is flat or not, this explicit calculation of
the curvature shows it is not. It is worth emphasizing that this
curvature is dependent on the bond model we have chosen—
we see the explicit dependence on the parameter t from the
bond model. Nonetheless, irrespective of the value of 7, we
explicitly see it will generally be curved.

If we had worked to one higher order in a, then already
at linear order in € we would expect to compute a nontrivial
metric contribution at order ea?, and presumably this would
also lead to a nonzero curvature at O(ea?). However, to con-
sistently work to this higher order requires including the next
higher covariant derivative term, that is with four derivatives,
and this is outside of the scope of this work. Depending on
the values of € and a, one could expect that either the 0(€?)
contribution to curvature we have computed here dominates,
or this subleading term at order O(ea®) does. We note that
if we think of keeping €/a fixed, and scaling a — 0, then
comparing the two, €2 = (g)za2 and €a* = (3)613, and so the
O(€?) term we have computed dominates in the continuum
limita — O.

|
B—=1) 1

A}ab()'(’) _ _ﬂzzj (Ujlab()'(’) + KJKL< olib

2
2

+ ?—2(98181(0,1;”()?) 30k g0 (X) —

X)oyp (X) —

In summary, an embedding of the tight-binding lattice
theory using our simple bond model does indeed have a
low-energy “analog gravity” description for inhomogeneous
in-plane strains, when it is thought to approximate monolayer
graphene. This then raises the very interesting possibility that
effects known from curved spacetime QFT may play a role
in the physics of this model, and indeed graphene, for such
inhomogeneous strains. However, we emphasize that while
the low-energy physics of the lattice model is described by
an “analog gravity” theory, by which we mean a relativis-
tic effective field with a curved spacetime geometry, it must
include the Lorentz violating higher derivative terms for con-
sistency. Thus, it is an “analog gravity” model with Lorentz
violation which contributes at the same order as the effects of
curvature.

Let us consider now writing the theory in laboratory frame.
First, we may transform the strain tensor, precisely since it is
a tensor, to laboratory coordinates o/%°(X). Working to this
order it is important to remember that the invariant K'/* which
takes simple +1,0 values in lattice coordinates no longer
does so after a spatial coordinate transform. To write our
expressions in a convenient form we may define ol-'ab ()? ) to be
the transform of the covector field 0;(¥) = K"/*oj.(¥). After
doing so, we may give expressions for the gauge field and
electrometric in laboratory coordinates for our full approxi-
mation, as

3 —8) o= -
(38 +8'L' )(I[l?b(X)O'IlJab(X))

TKE M 3 a0 (X)) + O(ed’, €2d?, 63)>

GRCD) = 8y + 28— Dol () + 4820/ K)ok (%)

+ BB+ 1) lab

4

Here §;; and €;; are the usual Kronecker §, and antisymmetric
Levi-Civita symbol, and we only require the components of
K"K at O(”) in the expression above, and these do not
change with the transformation. Interestingly, written in this
form, the only differences are the change in the coefficient of
the linear term in strain for the electrometric (which derives
from the coordinate transformation of the leading Euclidean
metric §;;, and we saw at linear order) together with a similar
change in one quadratic coefficient for the gauge field—both
of these are shown in the above equations in red. However, an
important point to emphasize is that to use these quantities in
the effective theory we have to remember that the coefficients
of the higher covariant derivative terms, built from the metric
and lattice invariants, also must be consistently transformed.

V. DERIVING THE EFFECTIVE THEORY OF THE
LATTICE TIGHT-BINDING MODEL

For most of the remainder of this paper we will focus on
the Hamiltonian (11) with perturbatively deformed hopping

(817 (02 (X)) — 40l (X )0l () — 0/ ()00 (X)) + O(ed?, 2a, €2).

(54)

(

functions that are slowly varying, and give the derivation of
the effective theory summarized above, thinking in terms of
the intrinsic description in lattice coordinates. Rather than
work with an embedding picture, and bond model, we will
simply give results purely in terms of the hopping functions
themselves, but note that using the discussion in the previous
section, we may always translate to a laboratory picture if
we have a specific embedding and bond model. To make the
somewhat involved computations involved here more accessi-
ble, we have made available a Mathematica notebook which
performs the explicit matching of the effective theory to the
lattice model that we describe in what follows.”

A. Continuum limit of undeformed lattice model

We are interested in the band structure, given by the
one-particle states of the above Hamiltonian. A general

"This may be downloaded from [46].
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one-particle state is given by

1W(t)) = ZAXA(t)a_+ZBX,,(z)b‘ 0),  (55)

and then its time evolution is given by the Schrodinger equa-
tion, i%10,|V) = H|W¥), which can be resolved as

. _dl,
i Az, =T 1 <xA + 7>B;A+ag”,
aZ
ihd, By, = TZtn i = =" )Asy i, (56)

For the undeformed lattice, so #,(X) = 1 then there are two
Dirac points, whose wave vectors, defined by the condition

> okl — 0, can be taken as (see Fig. 1)

12—1< 4n 0) R =—FK (57)
=\ = )
Let us first consider the K point. Taking smooth functions
Y1 (t, X), ¥o(t, X) of time, and of lattice coordinates so that
they spatially vary slowly, so 9;¥12 ~ O(1), then we may
write

K: Ay () = (1, Bg)e” et

By, (t) = Y(t, Rp)et T KT, (58)
Alternatively, near the K’ point, we take
K': Ag (1) = yolt, p)e” e K,
By, (t) = Y1 (1, Rp)et T e KT, (59)

Then for both Dirac points we can recast the continuum limit
of the above Schrodinger system as

+ia[?-(?,, N
O_zha,( ) lTZ( ki +€0 )aen

Y 2
( o ) + 0. (60)

Now we introduce spacetime coordinates x** with index u =
0, 1, 2, which coincide with our laboratory time and lattice
coordinates, so x* = (¢, X). Further we introduce a frame e‘:‘
(with frame index A =0, 1, 2) as

1

Ceff

0
=10 1 o], (61)
0 0 1

which corresponds to the spacetime metric, g,,, being
Minkowski spacetime in usual coordinates,

2
_(—Cx O
g/tv - < 0 51]) ’ (62)

with cer = 32“—; giving the effective speed of light. Then for
both K and K’ we may write the Schrodinger system simply
in massless Dirac equation form in this flat Minkowski space-
time as

0=ely'8, ¥+ 0@, W= @;) (63)

where the Dirac I" matrices are
Y=y =(—io?, o', 0?), (64)

with o the Pauli matrices, where we split the frame index into
time and spatial components A = (0, I). Note that since the K
and K’ points are inequivalent, the full low-energy effective
theory has two flavors of massless Dirac spinors living on the
same spacetime and we have picked conventions so the local
Lorentz frame is the same for both of them. Since this tight-
binding model has no electron-electron interactions, these two
flavors are free fields and do not interaction with each other.

Why do we call this the continuum limit? We have as-
sumed that i, are slowly varying, so that in our units
9i, ... 0; Y12~ O(1). This implies that the time dependence
in the wave functions Ay, (t), B, (t) goes as ~O(Ta/h). Con-
sidering smaller wavelength variations would requires the
higher order terms in a to be accounted for, and correspond
to higher frequencies, and thus higher energies. An impor-
tant point is that this continuum limit describes only low
energies/frequencies for the wave functions Ag, (¢), Bz, (¢),
and while v, » are slowly spatially varying, the wave func-
tions themselves certainly are not. This proves to be a crucial
point in what follows, and we will return to it later.

B. Preliminaries

Before we continue to consider perturbed and spatially
varying hopping functions, it is convenient to first consider
the continuum limit of the undistorted tight-binding model to
higher order in the low-energy expansion, so given our units,
the expansion in a. We will also detail the local symmetries
that arise in identifying low-energy continuum fields with the
discrete wave functions.

1. Expansion to third order

Taking the same ansatz (58) for the wave functions as
before, and expanding the Schrédinger system to the next two
orders in a then yields

0 = eliy?8, ¥ % ianapy*ef 9,9,V
+a® napyteED1P9,3,0,¥ + O(a’),  (65)

where the constants C°#” and D°*"* have only nonvanishing
spatial components and are given in Eq. (22) except here
we are taking the trivial flat spatial frame (61) and hence
the metric determinant factor in those expressions is sim-
ply Igi;| = 1. Then one finds C'/ = (_1/4 0 19)" and C*V =

G /4 I 4)’/ and all other components Vanlsh The first term,

with two derivatives, was explored in momentum space in
Refs. [47,48]. The sign in front of the two covariant derivative
term is determined by the choice of Dirac point—the upper
sign (“4+7) is for the K point, the lower sign (“—") is for the K’
point. We see that the corrections to the continuum limit take
the form of higher derivative terms, and retain a memory of
the lattice structure through the invariant tensor K*/¥. From the
perspective of effective field theory we may think of these as
irrelevant higher dimension operators that break the Lorentz
invariance of the leading Dirac term. However, we emphasize
here that it is precisely such subleading effects in the effective
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theory, such as curvature of the electrometric, that derive from
the microscopic structure of the lattice model that we are
interested in here.

2. Curved space Dirac equation

Let us now give a quick review of the curved spacetime
Dirac equation, in part to outline the conventions we will use.
Given a frame €/} (x) and its inverse coframe eﬁ(x), so that
elie’, = 8 and € efy = 83 at all spacetime points, then the
spacetime metric is given by the coframe and the Minkowski
metric 1np as

-1 0

— B —

g,w(x) = T)ABeﬁeu, nag = ( 0 31']')' (66)
Having written the metric in terms of a frame introduces a
local Lorentz symmetry that acts as

e (x) = Ap(x)eh (x), (67)

with A*}g(x) a Lorentz matrix valued function of spacetime.
Since Lorentz matrices obey the defining matrix condition
n = ATnA, we see this transformation leaves the spacetime
metric invariant.

From the metric we have the unique torsion free metric
compatible connection, the Levi-Civita symbol, defining the
covariant derivative V, on a covector field v,, as

Vv = 0,0, — F/ﬁ’vvp,
0o 8uv)- (68)

Given the set of covector fields e’z, forA =0, 1, 2, we define
the frame connection,

[ =—epV,e), (69)

FZU = %gpg(augva + 3113;10 -

and this allows us to write a covariant derivative for a frame
valued field, v (x), as

Dot = 8,01 + T4 7, (70)
so that under a local Lorentz frame transformation,
D,v* — AGD, V5. (71)

We write this with a D rather than V to emphasize that this
should be thought of as a gauge covariant derivative associated
to the local Lorentz frame symmetry, and it should not be
confused with the covariant derivative V for tensor fields.
Here the object v* is simply a function from the perspective
of spacetime, carrying no spacetime tensor indices. However,
these two derivatives are intimately connected; writing v* =
v“e"l‘L then,

D, vt = etV v, (72)

Now we may write this covariant derivative in the manner we
do for gauge theory, by introducing the spin connection,

2,48 = Nac F,fB, (73)

which, following from Eq. (69), is antisymmetric in its frame
indices, 2,48 = 2,15]- This allows us to write the covariant
derivative in terms of a basis for the generators of the Lorentz

group, M4, as

i
D¢ = 3,v¢ — EQMB(MAB)E)UD,

M), = i(n"“ 85 — 0" 8p), (74)

where the Lorentz group valued function, A%(x), implement-
ing local Lorentz transformations can be written as

Ax) = e~ 2has@M (75)

suppressing the frame indices, so that A4p(x) is a function
valued in the Lorentz algebra. From the perspective of local
Lorentz transformations forming a principle gauge bundle,
then a spinor valued function, W, is an associated bundle,
transforming as

v — Al/z(x)\ll,
Aijp(x) = e PanS™ (76)
i
SAB — A’ B
4[1/ 7]

for the same local Lorentz transformation corresponding to
Aap(x) as above. Here S48 are the Lorentz generators for
the spinor representation, and Aj,;(x) is a spinor Lorentz
transformation valued function. Then for a spinor function the
corresponding covariant derivative is simply given as

D\y—aw—isz SABW 77
nx — Ou ) HAB ’ ( )

so that again D, W — Aj(x)D, V. It will be useful to give
the following explicit expression for the spin connection. Let
us use the notation that 04 = e’:‘ 0,.. Then if we define Jeap =
e’ dce,p a direct calculation shows that

1
SQZMAB = 2g,twa[Ael‘E)3] + Eei Z (_I)PJPleps ’

PePerm(A,B,C)
(78)

where, noting the sum over signed permutations, we explicitly
see the antisymmetry in A <> B.

In all that follows we shall be interested in the case that
the spacetime metric is both static and also only has nontrivial
spatial geometry. Let us first consider the restriction to having
only a nontrivial spatial geometry so that the frame and metric

can be written
2 1
— [ —Cetr 0 [ e ,O
glLU - < 0 gij(-x)>’ eA - < df e',(x))’ (79)

denoting the decomposition of the frame index into time and
spatial parts as A = (0,7). To preserve this form we will
restrict our interest to local Lorentz symmetry transformations
which are spatial rotations. Taking such a rotation valued
function, R’J (x), it generates the local symmetry,

el(x) — Ri(x)el (x). (80)

We note that in two spatial dimensions, this is a one di-
mensional subgroup of the Lorentz group. Hence, this local
symmetry is Abelian. In terms of our algebra valued function
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Aap(x) above that specifies the local Lorentz transformation,
these local rotations are generated by taking

() = =221 (x) = 0(x), (81)

with all other components vanishing. Then R/, (x) is given in
terms of the function 0(x) as

R(x) = e 0@/ — < cos(0) sin(9)

I _ -
COS(Q))’ JJ = 1€y, (82)

where, as above, €;; has nonvanishing components 1 = ¢, =
—e1;. The spinor generator associated to rotations is

—sin(0)

i 1
s =Lt 2= — 260, 83
gl v 7 (83)
so that its action on a spinor is
i0
Ap =07 = (< 0 g4
0 e 2

Let us now further restrict our attention to the case that the
metric is also static, so time independent. Then we may take
the frame to be static, ¢/, = €/,(X), and the metric then has the
above form with static spatial geometry g;; = g;;(X), and is
referred to as an “ultrastatic” geometry (i.e., one that is static
with constant g,, and g,; = 0). To preserve this form further
restricts our local rotation symmetry to only depend on space,
and not time.

Now looking at the above explicit expression for the spin
connection in Eq. (78), we notice that the object Jeap =
e" dce,p only has spatial components for such a frame. Since
we are in two spatial dimensions the term that sums over
signed permutations of Jc4p then must vanish simply leaving
QB = ZgWBIAe‘g]. The only nonvanishing components of
the spin connection can be written as

o = eABaAeg,
(85)

and so we may write the spinor connection in the simple form,

v 12
Qu12 = _Q;LZI =g, wW = 01

D, =3, + %wﬂa3‘l’. (86)

3. Gauge and frame symmetry

In writing Eqgs. (58) and (59) we have separated the spa-
tial dependence of the wave functions into “slow” variations
encoded by (¥, ¥») and “fast” ones, governed by the phase
factors e*X % _ Since the Dirac point wave vector K ~ O(1/a)
these are rapidly varying phases, whose scale of variation is
the lattice scale itself by design. As a consequence of this,
there is a local freedom in making the separation into fast and
slow spatial variations for both wave functions, that should
not affect the physics of the system. More concretely taking
for the K and K’ points

Az (t) = V(1 )—C»A)ea—%i(zz(xA))eii(l?-fA—x(fA>)

A k] ’

B (t) = Yt %B)e*%(*%i¢(fﬂ))eii(1€'7<u*)»(ffa)) (87)
B > )

the upper signs (“+) as well as the first subscript 1, then 2 are
for the K point, and the lower signs (“~") and second subscript
2, 1 are for the K’ point and where the time independent

functions we have introduced ¢ (X), A(X) ~ O(1), and are both
slowly varying, so that 9;, . .. d;,¢(X) ~ O(1) and likewise for
A, then parameterizes the freedom in making this split into fast
and slow spatial variation. Different choices for these slowly
spatially varying functions ¢(X) and A(X) are then different
parametrizations, and physics should be independent of this.

This local invariance manifests elegantly in the continuum
Dirac limit as local gauge symmetry and frame rotation sym-
metry. We introduce a U (1) gauge field A,, which the spinor
field W is charged under, and define the gauged covariant
derivative on a spinor field as

D,V = 9,0 FiA, W — %QMABSAB\U, (88)
where again the upper (“=") sign for the K point, and the lower
(“47) sign is for the K’ point. Thus, we see that we assign
the Dirac field opposite charges at the two Dirac points. We
also require the action of more covariant derivatives acting
on V. Letting V., ., = D,, ...D,, ¥, then these are defined
recursively by

DH(\IJWI---Hn—I) = Vl’v(\Ij;lilml’vn—l) + iAM(LIJJlbnMn—I)

- %QMBCsBC(‘I’;m...un_l)’ (89)
where V, is the usual spacetime covariant derivative acting
on a tensor field, and as above we are suppressing the spinor
indices.

Now using these gauged covariant derivatives, writing the
wave functions as above, then the previous continuum limit of
undeformed graphene (65) can be written as

0 =eiy"D,V £ianpy*efC°*' DD,V
+a® napy?eED°"?D, D, D,V + O(a’),  (90)

where the upper (“+”) sign is for the K point, and the lower
(“=") sign is for the K’ point, and the gauge field, coframe,
and torsion-free spin connection are given by

Ceff 0 0
=0 cosp —sing|, A=0r o =0,
0 +4sing cos¢
oD

and given the ultrastatic form of the frame, and that ¢ is only
a function of the spatial coordinates, the covariant derivative
takes the form

DV =3V, DW=V TiAV+ éwio3\11, (92)

and we have analogous results for D,,D,¥ and D, D,D,W¥.
We see the simple structure of the spin connection term arising
from the Abelian local frame rotations, but note the important
point that the gauge connection and spin connection have a
distinct spinor structure from each other.

We see the gauge field is pure gauge, so is unphysical and
can be removed by simply setting A = 0 as we had previously.
Further the freedom in ¢ simply results in a spatial rotation of
the frame field, and correspondingly a nontrivial spin connec-
tion. However, we emphasize here that this rotation is purely a
local freedom in rotating the frame bundle, and does not affect
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the spacetime metric at all, which remains as in Eq. (62), so in
fact the connection I',, = 0 so that V, = 9, here.

C. Continuum of the spatially deformed lattice model

Now we turn to the continuum limit when the hopping
functions are deformed to be slowly spatially varying as in
the Hamiltonian in Eq. (11). We may write the resulting
Schrddinger system (56) for one-particle states as an expan-
sion in the parameters € and a,

ih . al,
T = ?atA;A — Z[n XA + 7 BEA+aE“ = 0, (93)

n

, ih R az,,
YT = T&,B;( — Ztn <XB - ) )A)?g—az,, = 0, (94)

noting the expansion of the hopping functions introduced
earlier in Eq. (12). We expand the Y equation as

) [
T = Z GnTn, Tn == Zaan,inv (95)
n=0 m=0

and then the solution Y =0 implies that order by order
Y.m =0, and we do similarly for Y’'. As above we intro-
duce slowly spatially varying wave functions, ¥ »(t, X), and
now also a slowly varying phase modulation function ®(X)
and wave-function rescaling f(X), so 9;, ... 9;, ® ~ O(1) and
likewise for f(X), and use these to write
Py i(i4)
Ay, (1) = Y12(, Ta) f ()2 TEEPEE T

id(ip)

By, (1) = o1 (1, Xp) f(R)e 2 CTE0EAETE  (96)

and as above, the upper signs (“+) as well as the first sub-
script 1, then 2 are for the K point, and the lower signs (")
and second subscript 2, 1 are for the K’ point.

While @ slowly varies, the inverse factor of @ multiplying
it in the exponential means that the phase rapidly varies,
changing on lattice scales. Note that a natural choice of f
is f = (detg; j)l/ 4 which will ensure that as we mentioned
previously, the number density of the continuum Dirac field is
the same as the microscopic electron density, /|g;;|¥Vy'¥ =
|A|> 4+ |B|%. In fact we will find that such a choice is also
necessary to recover the torsion-free spin connection. We note
that the earlier work [10,12] specifically worked with the
Weyl rescaled field ¥ = (det g; j)’l/ 4w, which as discussed
before can be thought of as working in a different Weyl frame
with only nontrivial g;; [24]. However, the higher derivative
terms are not Weyl invariant, and so we can only think of
this as working with a spinor density instead of a canonically
normalized spinor.

We perturbatively expand about € = 0, the undeformed
model as

4

d(R) = —
x) 33

o0
x4 Y €8,0),
n=1

fE® =1+ €8/, O7)

n=1

PE) =) €"8,p(%),
n=1

so that for € = 0 then L—lzd>(5c’) = K - %, and further expand the
perturbative functions 8, P in a as

o0
5 ® =) a"8,m®, (98)
m=0

and likewise for §,¢ and 6, f. Since we are first expanding in
the deformation parameter €, and only afterwards we expand
in a, we may expand the exponential factor above as

iP(X) l

ik 3 i€ e e 2 3
e R (14 S50+ S50 — —— (5,02 +0() ),
a a 2a?

99)

and then for each term in this expansion, we expand the §, ®
in powers of a. Having performed this expansion also in a, so
we have a double expansion in both € and a, it is convenient
to introduce a new expansion parameter,

A= -,
a

(100)

so that we may write

D)

e = &FT(1 4 in(819® + ady 1 + a?81 2@ + O(a))
=22 (3(81,0®)” + ady g8 1 @ — 2iad o P + O(a?))
+00%)). (101)

While written in € and a the two limits € — 0 and a — 0
do not commute—taking ¢ — 0 with a finite allows the ex-
pansion of the exponential above, but the reverse, a — 0 with
finite €, gives a diverging phase and the exponential cannot
be expanded. Thus, we justify our earlier statements, that the
expansion in € should be performed first, and then afterwards
the one in a, so that this exponential can be expanded. Alter-
natively, we may view the condition that we may expand the
exponential in € and a as being that both A and a are small.
Thus, € /a must be held small as we take the continuum limit
a — 0 as stated earlier.

It is interesting to consider the magnitude of € in rippling
suspended graphene, even though this involves out of plane
displacement, which, as discussed above, may not be well
captured by the simple tight-binding model. For such ripples
the height is approximately ~0.5 nm and the wavelength is
~ 5nm and these configurations are frozen in time, as de-
duced from STM microscopy [49]. Thus, in our units L = 1
corresponds to 5 nm, and so the graphene lattice spacing,
which is ~0.25 nm gives approximately a ~ 0.05. However,
the height function & can be written as i1 ~ (/€ cos(5=), where
/€ ~ 0.1 to give a ripple height of 0.5 nm. Hence, € ~ 0.01,
leading to a ratio A = €/a ~ 0.2, which is small, but not very
small. Thus, even for these seemingly low amplitude ripples,
corrections in A will likely be important.

Finally, the Schrodinger system can then be written in the
form

o0 o0 -
_ Py q [ P1(X)
0=> > a" op,q(x)<w2(x,)) (102)
p=0 g=0
for spatial differential operators O, , which depend only on
X (with the single exception of O, o, which contains the one

time derivative), and on the various functions &f,, 8,.m®,
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Sn.m®, 8, mf and their derivatives, but not on € or a. The terms
O, are those of the undeformed model, giving, in lattice
coordinates,

1 .
O10 = —% +8y'a;,
f

Cef
On0 = £inagy"8;C7"8,9,,
03,0 = nABVA(Snguvpauavapa

(103)

as we saw above. Now we must match this to a continuum
description.

1. Structure of the effective theory

A key requirement of the continuum description is that it
should have local frame rotation and gauge symmetry. The
effective theory therefore contains a gauge field and frame,
with its associated spin connection, and all derivatives must be
covariant with respect to these. Anticipating the correct form,
we perform the double expansion of the frame and gauge field
first in € and then a as

‘ 00 1 [
Au = (0, Al)s Ai = § EnSnAis SnAi = - E amsn,mAia
a
n=1 m=0

(104)

where we emphasize that the expansion in a above starts with
the power a~', and for the frame,

(&)
i i ne i
e; =06, + E €"8yep,

n=1

o0
Sue; = E a”s, me;.
m=0

(105)

J

00 00
Q;Ll.../,LM()-Cv) — Qg:]()p’M + Z Z E’lain]y}i‘MM ()?),

n=1 m=0

where the leading term, Qg ‘()'"/‘“M

This frame determines the metric which then has g, = —cZ;.
g&i = 0 and an analogous expansion for its spatial compo-
nents,

o0
11 n
gij = e€;€; =36ij + E €"8,8ijs
n=1

00
§ : m

Sngij = a Sn,nlgij,
m=0

(106)

and likewise for the Christoffel symbols and torsion free spin
connection, w,, as in Eq. (85), which have only nonvanishing
spatial components, again with expansions as above,

00 00 00 00
]—‘lk]: E e E aman,ml"f‘j s w; = E €" § am5;1,ma)i .
n=1 m=0 n=1 m=0

(107)

The key feature of this expansion is that the leading behavior
of the magnetic gauge field goes inversely with a, so A; ~ €/a.
As we have emphasized earlier, first expanding in infinites-
imal €, and then in a, this leading behavior A; ~~ €§,A; is
perturbatively small. However, formally the function §;A; ~
1/a itself diverges in the continuum limit @ — 0 and hence
we term this the large magnetic field, understanding that we
should ensure € /a is finite and small as we take the continuum
limit a — O to ensure we can perform a perturbative expan-
sion.

Terms in the effective continuum description will in-
volve quantities constructed from lattice invariants and their
derivatives, and covariant derivatives of the spinor field ¥ =
(Y1, ¥»). Let us consider a term which we schematically
write as

aMQ’“"'”“MDm .. .DMM\.IJ, (108)

where we have suppressed all spinor indices and I" matrices.
Here the tensor Q is constructed from the lattice data, so from
the coupling functions ¢, and the lattice vectors ¢,. Since the
t, have an expansion in € and a, then we may write

(109)

will comprise constants that are independent of X, but the subleading terms Q*!-## (%) forn > 1

n,m

will be slowly varying functions of position via the couplings that slowly spatially vary. The covariant derivative for the K point

may be expanded as

D=V —iA— Loo,
2

(110)

1 1 1
=9 ie((gslﬁoA + (i81,0T + 81.1A4) + 0<a)) + 5 Gr00 + 0(61))03) - i€2<;52.0A + 0<a")) +0(e?), (111)

where we have suppressed all indices, and we have a similar expansion for the derivative at the K’ point (which differs by signs).
The presence of the gauge field contributing terms going as 1/a changes the structure of the effective field theory from the more
usual case in relativistic QFT, and implies that higher covariant derivative terms may contribute at lower orders in the derivative
expansion due to these gauge terms. Thus, the terms above can be expanded as

o0 oo
QD Dy = T+ 35 T 12

p=0 g=1
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for an Mth derivative term, where we have
T,,=0 V p<M (113)

but are otherwise nontrivial. If A did not have large leading behavior, so 8, 0A = 0, then one would have T, ;, = Ofor p — g < M.

However, due to the presence of the large magnetic field, gauge field terms such as
aMQM"'MMAm 8#2 T 3;&/14“1"» aMQmmuM aﬂlAMz 8#3 e BMM\Il’ aMQM]mMMAMIAMz aﬂz e 8#/\4\1’ (114)

contribute to lower orders in the a expansion. While each gauge field contributes an inverse a, it also comes with an additional
factor €. Thus, this term has zero contributions for p < M but will generally have nontrivial contributions 7}, , otherwise.

Pictorially, we have

& 4 M1 M M1 M2
¢ 0 0 0 Tuo 0 0
1
€ 0 0 Ty Tyt T2 T3
M-1
€ 0 Tym—1 Dy-o2m-1 Tov-1.m-1 Toymm-1 Dyr1m-1
M
€ Tum Tyv1.m Tyv-1.m Tomm Toys1,m Dysom
M+1
Tys2.m41 Doyi3.m+1

Tys1m41

TZM,M+1

Toms1.m41 Tovs2.m41

A corollary of this discussion is that if we consider a term with M derivatives of the above form, then

aMoti-tup, ...D, W contributesto O,, for p>=M,

unlike in usual effective field theory where these terms would
only contribute to O, , with p — g > M. Alternatively, we
may say that the equations O, , with p < M only involve
contributions from terms in the equation of motion with M
derivatives or less. Let us now see how this works in practice.

2. Leading order—Q, , for p < 1—flat Dirac with large
magnetic field

Considering all the lattice equations O, , for p < 1, yields
the nontrivial equations O; ¢ and O ;, and these involve only
the one covariant derivative term, i.e., the leading Dirac equa-
tion term. We find that to this leading order the continuum

theory matching the lattice model is
0 = aely" D,V + O(¢*, ea, a*), (116)

where we have a flat undeformed frame and nontrivial mag-
netic gauge field, found from solving O, ¢ and O i,

L 0 0
Ceff
k=10 1 0]+0C),
0 0 1
€ €2
A= ;(8],0Ai+0(a))+0 - ) (117)
f=1+0(),
where
5 A 1 {81.0t1 + 81,0t2 — 281,03 5.5, 0d), (118)
1,04; = = — 0i(81,09),
3\ =310t — 81.012)

and we see the gauge transformation enter, with gauge pa-
rameter 8 o®. Subleading corrections in powers of € or a to

(115)

(

the frame and gauge field then only affect the higher order
equations O, , for p > 1, and these also contain contributions
from higher covariant derivative terms—thus these subleading
corrections cannot be considered consistently without also
including these higher covariant derivative terms too.

This was a key conclusion of our paper [28], namely
that for the leading order effective theory—the Dirac equa-
tion coupled to the strain gauge field—whilst the gauge field
is nontrivial in general, the frame, and thus the metric, is
undeformed.

3. Second order—QO, , for p < 2—curved space Dirac and higher
covariant derivative term with large magnetic field

Now we take the lattice equations O, , for p < 2, which
give the previous equations O; o and O 1, and at next order
also 0,9, O, and O, ;. The equation O, is solved by
adding the two derivative term for the undeformed case given
above in Eq. (65), and so the full effective description up to
two derivatives is

0 = aely*D,V £ ia* napy”*eEC°*' D, D,V

+ 03, €2a, ed®, @), (119)

with the upper sign for the K point, and the lower for the K’
point. We note that the coefficient C°*", given in Eq. (22) has
a factor involving det(g;;), but this does not contribute here—
at this order we could consistently simply take the nonzero
components C/% = —e; K'! /4, so they are just given by the
lattice invariants.
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To solve the remaining equations, O, ; and O, ,, we must introduce a linear deformation to the spatial frame, corrections to
the gauge field, and also to the rescaling function f,

e) =8 +€(8106) + 0(@) + O(€?),  f=1+¢€@10f +0a) + O),
€ 2 EZ 63
Ai = =(010Ai + ad114; + 0(a) + —(92.0A; + 0(@) + 0 — ). (120)

The terms in these expansions determined from the leading order equations, here just §; 0A;, are as above. The new subleading
corrections are then determined by examining the new equations at this order, i.e., O, with p = 2. The equation O, is the
one from the undeformed theory and is satisfied by the choice for the two derivative term. Next we consider O, | where the one
derivative terms on W fix the frame correction as

2 2 1 1 1
. 281,001 + 581002 — 381003 —=01,0t1 — —=81,02
8106k = (3 3 3 V3 V3 ) +( 0 ‘S“"b), (121)

%51’0[1 — %8170[2 81,01‘3 _81,0¢ 0

and we recognize the term involving 8; o¢ as a perturbative frame rotation. The terms in O, ; with no derivatives on ¥ determine
the rescaling function to be

81.0f = —1(81.0t1 + 81,02 + 81.013), (122)

which is the leading correction in the expansion of f = (det g;;)!/*. Continuing, we determine the correction §; ;A; to the gauge
field from O, ;, obtaining

A 1 51,1l1+51'1l2—251’1l3
1A = =
3\ =BGt — 81.11)

) — 0;{(81,1P). (123)

Finally, the remaining equations O, » determine the € correction to the gauge field,

1 <5z,ol1 + 80t — 252,0¢3> 1 <51,0t12 + 81015 — 281013 + 881.01181,013 + 881,01281,0t3 — 1681 18112

8204Ai == + — — 0(82,0D),
3\ =320t — 82012) 18 —x/§(51,0l12 — 81,013 + 83100281013 — 881,01181,013) )

(124)

where again we see the gauge freedom associated to the choice 6, (P, and now we see this quadratic correction to the gauge field
has contributions from the quadratic deformation of the couplings, 8, ot,, but also nonlinear terms in the leading deformations
81’01‘,1.

We explicitly see another key conclusion of our paper [28], namely that while the frame becomes perturbed from being trivial,
so that we may consider the Dirac term to live in a curved space, at the same time one must also introduce a second covariant
derivative term for consistency. One cannot truncate to a curved space Dirac equation (plus strain gauge field), since the higher
derivative term must be included to match to the microscopic lattice theory at the subleading order where the frame becomes
nontrivial.

4. Third order—O,, , for p < 3—O0(€?) corrections to the metric

We now give the theory to third order. It takes the form above, with additional corrections to the metric, gauge field, rescaling
function f, and to the higher covariant derivative terms. To this third order the equations O, , for p < 3 are solved by the
continuum theory,

0 = aey* D,V £ ia> napy*eED,(C°" D, W) + a® napy*eED°*"*D,D, D,V + O(e*, €’a, €?a*, ea’, a*),  (125)

where now we have added a three covariant derivative term with coefficient given by the invariant D°#*"* as defined in Eq. (22),
and again the upper sign is for the K point and the lower one is for the K’ point. The spatial frame, gauge field and rescaling
function now must have expansions as

e = 8) + €(81,0¢) + ady 1€} + 0(a®)) + €*(82,0¢; + 0(a)) + O(?),
€ 5 3 €2 ) e’ et
A= ;(31,0141' +adi 1A +a"812A; + O(a”)) + ;(52,0141' + ady 1A + O(a”)) + ;(53,0141‘ + O0(a))+ O - ) (126)

f=1+€@iof +adi1f +0@)) + e (Sa0f + Oa) + O(e?),

where the terms 81’06",, 81.04i, 81,14, 62,0A;, and 8, o f are as for the previous order. The new terms are then determined by the
equations O, , where p = 3, namely O3, O3 1, O35, and O3 3.
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Now the ,/det(g;;) factor in the expression for C ijk in Eq. (22) plays an important role at this order—the derivatives acting
on this factor give contributions to the equations O3 ; and O3 ; that are crucial to allow the equations to be satisfied consistently.
We note that at this order, the same factor in the coefficient tensor D'/¥ does not play a role.

At order O3 ; we find the frame and rescaling function f are

5 ol — 28140 + 38110 — 381413 \/%51,111 - %51,1& N ( 0 +61,1¢> (127)
S \%51,1& - \%31,1& 81,113 —081,19 0 ’
1
Siaf = —5(51,11‘1 + 81,1t + 81,113), (128)

and again we see 8] ;¢ parameterizes the infinitesimal frame rotation freedom at this order. The gauge field receives a correction
from O3, giving

504 — L(Bf(—278]tl — 27811, — 368113) + 02(478111 + 47811 — 38113) — 14/30,9, (811 — 3.z2)>
’ 173/302(=8111 + 8112) + 33/303 (=811 + 8112) + 0,0, (46811 + 4651, + 885,13)

1 (1,281 + 81,200 — 281213

3( —V3(81.211 — 81.212)

Now the equations O3, determine the interesting €> correction to the spatial frame components, 8, o¢’; and rescaling function
82.0f. These are

2 2 _ 1 1 _ L
: 382001 + 58200 — 382013 z200 — 502002
82’061 =

) — 0;(81,1P) — 9:(812P). (129)

%52,&1 - %52,012 82,013
— %S0t + 81,00 — 281013)° %5(51,01‘1 — 81,002)(81,0t1 + 81,0t2 — 281,013)
- <ﬁ§(51,0l1 — 81.002)(81.0t1 + 81,02 — 281,013) — @10t = 81002 )
N <%51,0f1 + %51,0f2 - %51,0% %51,01‘1 - %51,0&) ' ( 0 81,0¢> N (—%(81,()(1))2 82.00 ) (130)
\/%51,0” - %81,0t2 81,083 —81,09 0 —820¢ —1(81.00)
and
82.0f =—1(82,0t1 + 82002 + 82.013) + 5((81.011)” + (1,002)” + (81,013)%) — §((81,001)(S1.002) + (81,011)(S1,0%3) + (81,012)(81,013))-

(131)
They also determine the gauge field as
1 (82111 + 821t — 282113 1 {(B1,0t1)(81,111) + (81,02)(81,182) — 2(81,013)(31,173)
01Ai = =
3\ —V3(8it1 — 2.112) —V3((B1.0t1)(S1.111) — (B1.00)(S1.112))
1 {4((B1,0t1)(61,183) + (61,03)(81,111)) + 4((81,012)(81,13) + (81,0t3)(81,122)) — 8((81,0t1)(81,122) + (81,0t2)(61,111))
9 —/3(4((81,002)(81.113) + (81,013)(81,112)) — 4((81,0t1)(S1.113) + (81,063)(81.112))) ‘

— 0;{(61 P
+9 ) (82,1P)

(132)
Finally, at the last order O3 3 we determine the €* correction to the gauge field,
53 0A; = 1(33,0t1 + 83002 — 253,0f3) l<(51,0l1)(52,0f1) + (81.022)(82.0%2) — 2(81,013)(82,013)
' 3\ V3830t — 83.002) 9 —/3((81,01)(S2.011) — (81,002)(82,012))
1 (4((81,011)(82,013) + (31,013)(82,0t1)) + 4((81,02)(82,013) + (81,013)(82,012)) — 8((81,0t1)(82,0t2) + (81,012)(82,011))
9 ( —/3(4((81.002)(82.013) + (81.013)(82.012)) — 4((81.011)(82.013) + (81.013)(82.02))) )
L ((31,0f1)3 + Bron)’ — 2(31,0f3)3>
27\ —V3(Gron) = (83.012)°)
1 12((81,0t1)*(81.002) + (81,011)(81.002)*) — 18((81,011)* + (81.022)*)81.013 + 6(81.0t1 + 81,002)(81,013)
27 (—ﬁ(—g((ﬁl,otl)z(&,oh) — (81,011)(81,0)*) + 2((81.01)* — (81,002)*)81 .03 + 10(81 011 — 31,0f2)(51,01‘3)2)>.
(133)

) — 0;(83,0P)
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As described in the summary Sec. III, we may give compact and elegant expressions for the electrometric and gauge field that
encompass all the subleading corrections detailed above. We begin by defining the quantity,

2
vo(5) (s)

and then to this order we find that the determinant of the metric is given by the expansion of the expression
3
det(g;j) = <+ 0(€?, €%a, ea®). (135)

As mentioned previously, the rescaling function is given by the quarter power of this determinant of the metric,
f = (detgi)'* + O(*, €’a, ea®), (136)

and the electrometric is given by the remarkably simple expression (as claimed above in Eq. (19) in the summary)
3
8= s > (5,, - gz,xg)z + 0(e*, €’a, ea®) (137)

to this order, by which we mean that if we write the metric as, g;; = &;; + €(81,08i; + ad1,18ij + 0(d®)) + 62(82,0g,’j + O(a)) +
O(e?), then this expression correctly encodes the subleading behaviours from 81,08ij» 61,18ij> and 85 og;;. Remarkably, this is
precisely the same expression for the electrometric as in our paper [28] which we derived when the hopping functions were fine
tuned to ensure the gauge field vanished. In that case one can compute the metric fully nonperturbatively in €, and we obtained
the above expression with no corrections. It is then a very interesting question here whether, in the presence of a large gauge
field, the form (137) still holds to all orders in € and a. We similarly find a compact expression for the strain gauge field. First,
we define

At, =1, — 1, (138)
and then we find that [as we claimed in Eq. (21)]

1

= —5€ii SO am| 2+ Z (38 AlLy) + Z (( + 28y — 35,1,,) AtnAtp)

m

1 3 . 1 . 4
+a (4@{,,155"135” - gkal + 55-/"51,,1>aka,mm +0<— e, €’a, eaz) (139)

elegantly encodes all the gauge field contributions detailed above, namely 8; 0A;, 81,14;, 81,24, 62,04, 62,14, and 83 pA;.

VI. EXAMPLE: ARMCHAIR DEFORMATION AND COMPARISON TO EXACT DIAGONALIZATION

As a check of our continuum effective theory we compare its solution to the low-energy spectrum of the distorted tight-binding
model found by numerical diagonalization. For the moment we will work in terms of the lattice model hopping functions in the
lattice coordinates X = (x, y). We consider an “Armchair” deformation, so one that varies only in the y direction and preserves
the reflection symmetry in x — —x. Then the hopping functions have the functional form

n(xX) =n@) =1(y), 5BE =1y). (140)

Already one may consider a homogeneous deformation, taking 7(y) and 7 (y) constant and not equal to one. However, here we are
not so interested in the physics of homogeneous anisotropic deformations—which cannot lead to nontrivial strain magnetic fields
or electrometric curvature—but rather that of inhomogeneity, and thus we choose the functions #(y) and 7(y) to be nonconstant
and periodic, and slowly varying so that t"(y), 7" (y) ~ O(1). We are then interested in the low lying energy spectrum as we
approach the limit a — 0, corresponding to periodic distortions that slowly vary over many unit cells. In lattice coordinates, the
y periodicity of the A or B sublattices is 3a/2, and so we require the periodicities ¢(y) = t(y + 3aM/2), t(y) = t(y + 3aM/2)
for some integer M which must be taken so that M > 1 to ensure a slow variation.
For this case there is a different lattice basis that is more natural,

-

=all, =) =0 -1, Wr=al, —l)=70, &=-by, &=b+by, - Cj =2mé;;. (141)

It is then natural to take a supercell generated by w, and Mu,, with M A and B sites within the supercell. We proceed with the
standard Bloch wave decomposition. We define our lattice positions as

xA,anllernzMmewzq:;&, m=0,.. . M—1. (142)
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FIG. 2. Left: the honeycomb lattice, with red A and blue B sites, related by translations al 1.2.3. We show the standard unit cell generated
by @; and the supercell generated by w,, M, for M = 5. Right: the Brillouin zone for a single unit cell generated by the dual basis ¢; and its
coverings by the dual lattice and folded Brillouin zone of the supercell.

This leads to the usual folding of the Brillouin zone, with dual generators (¢, A%,Eg). In Fig. 2 we demonstrate this supercell
and Brillouin zone folding for M = 5. We then have crystal momentum,

o L A
i= (Alcl T MCZ), (143)
where the periodicity of the Brillouin zone is given by A; ~ X; 4+ 1. We will focus on the K point, taking

AR) = EHOFy ) BE) = KTy (7), (144)

where u, v are periodic on the supercell, so that k gives the crystal momentum relative to the K Dirac point. One could
equivalently choose to look at the momentum relative to the K’ point. We then find the discrete equations

iaky 3 3 . 3
houy, = 2¢t cos [%(Kx n kx)} t(f(zm n 1)) Vst + e i T (%)vm
iaky 3 3 . 3
fiwv, = 2¢~"F cos [%(Kx + kx)] z(f(zm - 1))um_1 + e*’“k"r(%>um, (145)
where the u,,, v, are periodic in M, i.e., up; | = w tand K, = _:11347”?'

A. Hopping functions from an armchair distortion

We could now simply choose some functional form for the hopping functions #(y) and T (y), numerically diagonalize and
compare to our effective theory. However, to illustrate our earlier discussion relating to deriving hopping functions from an
embedding, we now consider a specific in-plane displacement field which, following our previous discussion in Sec. IV,
gives a particular instance of the armchair hopping functions. In terms of Eq. (31) we consider the following in-plane
displacement:’

4

1
V(@) =0, V&)= % sin(Ky), K= 3aM (146)

Then the lattice and laboratory frame coordinates x and X are trivially related as x = X, and the y and Y coordinates are related
(exactly) as ¥ =y — & sin Ky, or inverting, y =¥ + £ sin(KY) + 75 sin(2KY) + O(e?). We assume an exactly exponential
bond model (26) depending only on the bond length (34) and this in-plane displacement field leads to hopping functions given

80ne can of course then do a discrete Fourier transform on the u,, and v,,, however this position space formulation leads to very sparse arrays
and so is preferable for numerical diagonalization.

One can consider shifting this distortion by an arbitrary phase, e.g., sin(Cy + @a), but this will only give corrections subleading in a and
not affect the leading behavior.
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in lattice coordinates as

,(y i Z) N N e I S r<y _ g) — By dr(1—€cos(K(y—ar)-1) (147)

The integral in the second expression is simple to compute, and in fact the one in the first can be found in terms of elliptic
functions. Now to make contact with our continuum description we expand these in € and a which yields

252

2 _
1) =1+ %(COS(IC)J) _ak €AB=3)

64

cos(Ky) + O(a3)> + (1 4 cos(2Ky) + O(a*)) + O(€?),

242

() =1+ep (cos(ICy) _ak

2
cos(Ky) + O(a3)) + 62%(1 + cos(2Ky) + 0(a?)) + O(€>). (148)

In the comparison we detail shortly, we will take the phenomenological value B = 3. While we have included the cor-
rections in a to these hopping functions, we emphasize that these corrections are dependent on the bond model, as we
have discussed earlier. This embedding yields the following gauge field and electrometric for the effective theory in lattice
coordinates,

2172 2 3
i <_ﬁ<ms</@> + R st + o<a3>) ~ PULI) o2y + 0@ + 0<6—>, 0)’
2a 12 16a a
(14 2242 (0 2(KCy) 0 ) 3 2 o
o ( "o 1~ 2ef cos(Ky) + 2642 cost(icy ) T e )

and corresponds to the following magnetic field and electrometric Ricci scalar curvature, again in lattice coordinates,

212 2 1 4 3
B(y) = G’C—ﬁ<sm<l@> + K Gndey) + 0(a3)) + ERPAED) Gnaky) + 0@ + o(i),
2a 12 16a a
212
Ry = SXPUE2D) oKy + 0, a, ed). (150)

2

Transforming the gauge field and electrometric to the laboratory frame gives

242 2 _ _ 3
AL = (—f(cos(/cy) L @K cos(/Cy)) L EBI—4p) -0 +4/3)cos(21CY)), 0) N 0(6_, a, 6a2>’
2a 12 32a a
w1+ —62‘3(]4”5) cos?(KY) 0
i = 0 1+ 2€e(B — 1) cos(KY) + §((1 — 2+ 2%) + (5 — 68 + 26%) cos(2KY )
+0(e3, €%a, €d®), (151)

which we note can be derived as a special case of the expressions given in Eq. (54). Then the strain magnetic field and Ricci
curvature in laboratory coordinates are

KB

212
B%®(y) = v <sin(lCY) +

aiC

€2 ICB (9 +4,3)(

. 3
sin(KY) + O(a )) + 6a

3
Sin(2KY) + 0(a®)) + 0(%)
€2 IC2B(1 +2B8)

RlabY —
) >

cos(2KY) + O(e, €%a, ed®). (152)
We again emphasize that while the deformation of the lattice is purely in-plane, and so its embedding remains flat, the
electrometric that governs the effective theory nonetheless becomes curved at quadratic order O(e?) in the deformation.
Furthermore, this curvature is sensitive to the bond model taken.

Before we turn to the numerical comparison we briefly take an aside to discuss another simple deformation—the zigzag,
where again we have t; =, =t and 73 = t but these are now functions of x rather than y. The zigzag deformation can also
be generated by an in-plane displacement by taking, v* = v*(x) and v’ = 0. However, the crucial difference with the armchair
case is that for this deformation the gauge field is pure gauge, and the electrometric is simply a coordinate transform of flat
space, although interestingly not the diffeomorphism generated by the vector v = (v¥, v”), but nonetheless the geometry that
the effective description sees is simply flat. Thus, there is not the interesting physics that arises in the armchair case, and hence
we do not discuss the zigzag case further.
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B. Comparison to effective theory

We wish to compare numerical diagonalization with our continuum effective theory. To do so we focus on certain low-energy
states in the lattice theory and follow them as the above armchair strain perturbation is applied, and compare to an analytic
solution in the effective theory. For simplicity we restrict to energy eigenstates with definite momentum k, in the x direction and
zero momentum in the y direction. Clearly this is simpler than including also k, momentum. However, also since the lattice is
undistorted in the x direction, and the distortion only depends on y, the lattice and laboratory frame X coordinate are the same
x = X, and hence the lattice momentum k, is the same as that measured in the X direction in laboratory frame. Thus, k, is easy
to physically interpret.

For the undeformed continuum Dirac theory to leading order in a the low-energy eigenstates forming the Dirac cone at the K
point, with k, = 0, are

: . h 3
W, %) = e etk <ilz> 70) = izakx, (153)

which solves the continuum leading order Dirac equation. In this undeformed case there are then subleading corrections in a due
to the higher derivative terms, which up to and including the three derivative term, go as

o (Bar + Sy — 2any + 0@ (154)
7 T o\ T gl T gt all

Now consider turning on the specific armchair strain deformation (148) above. We write an ansatz for the deformed eigenstate
wave function as

W(t, §) = et (528 ;) (155)

where v/, » are periodic functions, and consider the flow of the solution (153) above, taking,

=" €"d"8y0, (156)

m=0 n=0

Yo=Yy Y €"ad"Suava. (157)

m=0n=—m

We may then straightforwardly solve the continuum theory for all O, , for p < 3, finding that the energy up to order O(e?) goes
as

ho 3 3 3 e[ i /38 332
L T P S B VX, 3, € sk P 2
R S Tl R R o1 Sl (T e

2
N <_ﬁ(9 +16p) o 1238

3 2 3
78 ; o (ky) )a + O(a )) + O(€”). (158)

We note that this correction to the energy due to this armchair deformation is quadratic in deformation parameter €, since
at leading € order the hopping functions are purely harmonic, with no constant component—a constant shift in the hopping
functions would have shifted the energy at O(¢). This is an explicit manifestation of the fact that, due to translation symmetry,
the dispersion relation only responds to inhomogeneity at O(e?). We find that the leading correction on the righthand side going
as Né is solely due to the leading gauge field, §; oA; and is proportional to k,. The subleading correction, ~€2a’ is composed

from three contributions, including from the frame being nontrivial,

3BA+4p) 2 38 o (3 33k§)ﬂ2€2

64 g 0 16 mK2
——— ——
81.04; frame two derivative

We may separate all the contributions from the leading gauge field, two derivative term, three derivative term and frame
corrections by defining

s Pr_€ep
A= = =ak, 159
K- ac “7¢ (159
and then writing w as
ho oy o (3 s 3 50 2 3 s 3.1 (3
i? = Aco(a) + 5 tA ci(a) ) (aky) + §+)» c2(@) ) (aky)” + 16 + A%c3(a) ) (aky)” + O(e”), (160)
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and then we find the various terms give contributions as

co@= e -3 +5a +0@)
a@= —i-gat -0y +%§3§%2 — L — 2 +0@)
(@) = —g +0@),  (161)
c3(a) = T +2 +0(a)
81.0A; frame two derivative  three derivative mixed

where we have separated the contributions from different
terms in the expansion, and in particular distinguish the lead-
ing part of the strain gauge field from the leading correction to
the frame, as well as contributions from the higher derivative
terms. More precisely we distinguish these contributions by
writing the effective theory as

0= ae’AfyAD,L\I/ + iqga2 nAByAegDM(CG’”D\,\I')
+ q3a3 nAByAefD“““”DMD,,DplII

+ 0(64, e3a, ?d?, ed’, a4), (162)

where we have artificially added coefficients g, 3 to the two
and three covariant derivative terms, and then we modify the
frame and gauge field expansions as

€ .
A= %31,0&

+ Gsubleading (remaining &, ,, A; contributions),

¢ = 8 + qrrame Y €"Sne}, (163)

n=1

so that for 42,3 = {gauge = Ysubleading = {frame = 1 then we
recover our full effective theory. We solve this modified ef-
fective theory with the hopping function deformation above,
computing the dispersion relation w(ak,), and computing
the cp,1,2,3(@) which now depend on these constants. Setting
Gsubleading = Jframe = ¢2,3 = 0 gives the leading consistent ef-
fective theory approximation, that from truncating only to one
covariant derivative, i.e., the flat Dirac equation with O(e/a)
magnetic strain field, denoted “4; 0A;” in the table above.
Setting Gsubleading = Geauge = ¢2,3 = 0 yields the contribution
from curved frame corrections, denoted “frame” above. Keep-
ing only ¢, or g3 nonzero isolates the two or three derivative
terms shown above. Finally, the “mixed” corrections are ones
that involves more than one source. For example, for ¢; the
mixed contribution comes from frame corrections originating
from the two derivative term, and so is proportional to both g,
and qframe-

Quite interestingly ¢, (@) receives no correction from the
frame—in fact this is due to the specific choice of leading hop-
ping deformation; more generally fort = 14€a cos(Ky)+ ...
and t = 1 + €S cos(Ky) + ... one finds

118 —a)® 28— —4
o(a) =— 02,320{) + (b O;)ﬁ(f )
two derivative frame, (164)

but for our in-plane strain, we have @ = /4 so the frame con-
tribution vanishes. Precisely the same is true also for ¢3 where

(

again more generally we would obtain a frame correction and
a mixed correction along with the two and three derivative
contributions, but precisely for the in-plain embedding case
where @ = 8/4 the frame correction vanishes.
The k? terms shift the energy and result in the Dirac point
K moving from k, = 0 to
) 232 <63 5 >
ky =€Kp=———co(@)=—=—+0| —,€a (165)
3a a
and receive contributions from the frame and the two deriva-
tive term, as well as from the gauge field §; oA;. Shifting to the
deformed K Dirac point by taking k, = €2K) + k, and then
considering the linear terms in k, yields an effective speed of
light in the x direction at order O(e?) going as,

3aT 22 BB +4p) e,
(X = "~ g 1 - - 0 s )
= n ( 42K TR (a ¢ “))

(166)

where the first subleading term is due only to the gauge field
correction, 8; oA;, and the second subsubleading term has con-
tributions from the frame and higher derivative terms. Thus,
we see very explicitly that if we are interested only in the
Dirac cone itself, then the leading correction is simply due
to the flat space Dirac theory coupling to the large gauge field.
The frame correction is subleading to this and comes along
at the same order as the higher derivative terms. One the other
hand, if we are interested in the band structure more generally,
not simply the very low-energy Dirac cone behavior going
as k, but also sz and higher powers, then the gauge field is
just one contributing correction, and is not the leading one. In
particular, as we see above, it contributes to the shift of the
Dirac point at the same order as everything else.

C. Numerical diagonalization

We now compare our low-energy effective theory to a
direct computation of w. We take the full hopping functions
in Eq. (147) with the phenomenological value g = 3, and
compute « by numerically diagonalizing the tight-binding
lattice model (we will term this ©™™) in Eq. (145). We ex-
tract the appropriate lowest (absolute value) eigenvalues as a
function of k, (with k, = 0) and the deformation amplitude €
and period given by K. From this we compute the derivatives,

1 B 3™ (aky) — %(aky))

numg >y
e (@)= n! T2 a" k" k0.5
ho'(aky) 3 3 3
DO _ 2k 4 2@k ) — (k) + -+, (167
T 5k + 8(a ) 16(a )+ (167)
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FIG. 3. Plot showing the quantities Acy .3 against our deformation parameters, A and M = 4 /(3a). This compares the numerical
diagonalization of the tight-binding model to the approximation from the low-energy effective theory. We clearly see that as we decrease
the perturbation parameters, A and & (so increase M) these quantities Acy | » 3 decrease indicating our effective theory is better approximating
the full tight-binding model. The markers show the actual numerically computed data points. We note that the sudden “dips” in some of these

plots are due to the derivatives of ™™

fractional differences Acg 1 23.

where «°(ak,) is the dispersion relation for the undeformed
theory (in the k, direction). We then obtain the analog expres-
sion to the analytic approximation (160) above,

h num k - 3 N
“’T(“x) = 22y (a) + <§ + /\26‘1‘“’“(&)> (ak)

+ (g + chg“m(a)) (aky)?

+ (—% + ch?““‘(fz)) (ak,)* + -+,
(168)
as an expansion about k, = 0 whose coefficients must be com-
puted numerically. We may then compare our approximation
at order O(A?) above to the full numerical diagonalization at
each order in powers of k, expanded about k, = 0 by simply
comparing the numerical ¢,""(a@) to the analytic approxima-
tions c¢,(&) truncated up to the powers of a indicated above.
For this numerical diagonalization it is convenient to
choose units so that the lattice scale a = 1, and T = 1, and
vary the periodicity M (and hence a = aK = ;—IZ), and the
dimensionless deformation € (and hence coupling ). We nu-
merically compute the derivatives above using standard finite
differencing stencils. For example, for the first derivative we
approximate

1 ™™ (ak,)
a ok,

num sy nume_ s
_ ™) — o™ )’ (169)
k=0 26

and the undeformed o coinciding for specific values of X, leading to an accidentally zero of the

taking a small § = 10~'°. To ensure accurate results we find
we must use higher precision arithmetic in determining the
matrix eigenvalues, and hence ™™ (ak,).

In Fig. 3 we show the results of comparing our approxi-

mations for cg 1,2 3 to the numerical results ¢j'[", 5 for various

values of M (and hence @), and as a function of A. We plot the
fractional error between the approximation and the numerical
result,

num

Cp —Cp

num
Cﬂ

Acy, = (170)

We expect that this fractional error goes to zero as we take
both X and @ to zero, and indeed this is what we see. We see
in Fig. 3 that for fixed M, and hence fixed &, that for c; 5 3 the
error in the approximation initially decreases as a small % is
further decreased. However, for sufficiently small  this error
saturates due to the error from higher terms in @ beyond our
approximation. However, we see that the saturation value is
consistent with correctly scaling to zero as M is increased (or
equivalently @ is decreased). The only difference is ¢y which
does not appear to receive corrections in a [at least at order
O(2%)] and so the error simply scales to zero with decreasing
X, independent of M (or equivalently &). We emphasize again
that contributions from the gauge field, frame corrections, the
two covariant derivative term, are all required to obtain this
approximation for ¢y, Leaving out any one of them destroys
the convergence of the approximation seen above. Likewise,
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FIG. 4. This plot illustrates many of the ideas in this paper. It shows the quantity Ac; which compares the numerical computation of the
first derivative in k, of the band structure near the Dirac point to that predicted by our effective theory approximation. The orange data points
are computed using only the leading effective description, the Dirac equation in flat space with strain gauge field. The blue data points are for
our full approximation. The green ones are an approximation which ignores the two and three covariant derivative terms, so the (inconsistent)
truncation to the curved space Dirac equation and strain field. We show data for two deformation periodicities, M = 12 (open markers) and
M = 48 (closed markers). First, we see the leading flat space Dirac plus gauge field gives a good approximation that improves as we take A
and 4 to zero (or increase M). Second, taking the curved space Dirac equation plus gauge field, but ignoring higher derivative terms does not
improve the approximation—in fact here it makes it worse. Third, the full approximation is superior to the leading one, since it correctly and
consistently includes the subleading corrections—those from the curved frame but also those from higher covariant derivative terms, whose

contributions we see are equally important.

the two and three derivative terms are crucial for obtaining the
correct behavior for ¢, and c3.

The case of c; is interesting as we see from Eq. (161)
that the gauge field gives the leading contribution, with ¢; ~
—3/8, and then the frame, two and three derivative terms
contribute the subleading ~O(&?*) behavior. We may ask how
good an approximation this leading gauge field alone is. In
Fig. 4 we plot Ac; for two values of the periodicity M, taking
M = 12 and 48 but only taking the leading correction in c;
from the gauge field (the curves labeled “Gauge”). This would
correspond to artificially setting to zero the coefficients of the
higher covariant derivative terms, and also artificially forcing
the frame to be undeformed, before solving the effective the-
ory for w(ak,). We also show Ac) for our full approximation,
including the frame and two and three covariant derivative
terms (the curves labeled “All”). Finally, we plot Ac; for
an approximation where the two and three covariant deriva-
tive contributions are ignored, so we only take the first two
columns of Eq. (161) (the curves labeled “Gauge and Frame”).
We again see the fractional error decrease as we scale A and a
to zero using only the leading gauge field approximation—this
is precisely the statement that the leading effective description
is the flat Dirac equation plus magnetic strain gauge field.
However, importantly we see no improvement in the level
of approximation if we include the frame corrections, but ig-
nore the higher covariant derivative terms. However, including
these terms too, we indeed see a much better approximation,
as we are correctly accounting for the subleading behavior.
This clearly illustrates our main assertions, first that the cor-
rections from the curved frame are subleading to those of the

gauge field, and further that they come at the same order as
corrections from the higher covariant derivative terms, and
thus if you wish to consider these subleading corrections you
must include them all.

Finally, it is interesting to consider how good the full ap-
proximation including gauge fields, curved frame and two and
three covariant derivative terms is, compared to simply trun-
cating to the flat space Dirac theory and leading gauge field
contribution. The answer is that it depends on what quantity
one computes. We see above that the leading correction to
c1, and hence to the wavespeed, is from the gauge field. In
Fig. 5 we show this by plotting %a)““m’(akx) atk, =0as a
function of the deformation € and the periodicity of the defor-
mation, M, computed numerically and shown as data points.
We compare these values from numerical diagonalization to
our full analytic approximation, drawn as solid curves, and
also to the approximation coming only from the leading gauge
contribution, drawn as dashed curves. They are very close by
eye, although interestingly for small M, where subleading a
corrections are relatively more important, one can see by eye
the improvement in taking the full approximation. Perhaps
the most interesting point to note is that for the quite large
deformations of the theory shown, where we see a ~20%
change in this quantity compared to the undeformed theory,
these analytic approximations still give a reasonable result.

If we look at the shift in the Dirac point, which to leading
order in X is determined simply by the value of w™™(0), then
the gauge field, frame and two derivative terms all contribute
at leading order as we have discussed above. Plotting this
value from the numerical diagonalization in Fig. 6 as data
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FIG. 5. This plot shows the first derivative of the dispersion relation, ?w““m’(O), near the Dirac point (recall the Dirac point is slightly
shifted to nonzero k, ), against the deformation amplitude €, as computed numerically from the tight-binding model (data points), and for various
deformation periodicities M. We also plot the effective theory approximations—both the leading one from the flat space Dirac equation with
magnetic gauge field (dashed curves), and our full one consistently including spatial curvature and higher two and three covariant derivative
terms. We see for this first derivative the leading flat space Dirac description gives a good approximation, even when the theory is deformed so
that this quantity changes considerably—for example the curves do well even when the value has changed by ~20%. The full approximation

is better for smaller M, as we would expect, but both work well.

points, again we can compare to our full analytic approxima-
tion (solid curve), and also to the approximation truncating
to the curved space Dirac equation, so including gauge field
and frame corrections but ignoring the higher two covariant
derivative term (dashed curve). Note that these are single
curves, as it happens there is no M (or @) dependence in the
approximations for this quantity. We see that the full approxi-
mation gives good agreement for suitably small € (which must
be smaller for larger M, as really the perturbation parameter is

%), while the approximation ignoring the two derivative term
does not agree at all.

Last, suppose we are interested in the subleading behavior
at the Dirac point, going as kf. This is irrelevant on large
scales compared to the leading Dirac behavior, but is certainly
of key interest if we are considering the full band structure.
This is determined from the second derivative of @™™. In
Fig. 7 we plot %w““m”(O) and compare to our analytic ap-
proximation. The leading contribution at O(1%) comes from

h w(0)/T
- i
0.0020 ,:' e« M=4
! M=6
1 A
0.0015 / M=38
1 v
/ /A A M=12
0.0010 - J/ /,‘ ’ v M=16
I ; .
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L ,’ /‘ °
0.0005 - ,,' N : a @ o s M=32
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9_ __—" > 3 E
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FIG. 6. This is a similar plot to the previous one, but now looking at the value of %w““‘“(O) which determines the leading shift in the Dirac
point. For this quantity there is no leading gauge field contribution, and instead the gauge field, curved frame and higher derivative corrections
all contribute to the leading behavior. The dashed curve shows the contribution ignoring the higher derivative terms (so a truncation to the
curved space Dirac equation plus gauge field) and we see there is no agreement with the numerical results. Including these higher covariant
derivative terms yields the full approximation, the solid curve, which well approximates the numerical results when € becomes small (for larger
M then e must be smaller, since the real perturbation parameter is A ~ €/a).
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FIG. 7. A similar plot to the previous two, now for the second derivative %a)“”m”(O). The full approximation is the solid curve, with the
two and three covariant derivative terms giving this leading behavior. Again it is interesting that the approximation is rather good even when

the quantity is deformed far from its undistorted value.

the two covariant derivative term. Here we see again that,
somewhat surprisingly, even for quite small € there is a very
large deviation of this second derivative from its undeformed
value—for example for e > 0.1 and M < 8 we see that it actu-
ally becomes negative, as compared to its undeformed positive
value of 3/8. While this deviation is very large, certainly being
~Q(1), the leading analytic approximation does a remarkably
good job of reproducing the behavior.

Thus, to summarize, the leading effective theory taking
the flat space Dirac equation coupled to the gauge field can
correctly reproduce some features of the dispersion relation
for in-plane inhomogeneous deformations. In particular, it
gives the leading correction to the wavespeed. However, it
cannot account for more detailed phenomena, such as the
shift in the Dirac point, or the subleading k> deformation to
the Dirac cone. Taking our effective theory with nontrivial
frame and large strain gauge field, and including up to three
covariant derivatives, allows a consistent derivation of the
shift in the Dirac point, the leading k? and k> corrections to the
dispersion relation, as well as the subleading (and thus small)
correction to the wavespeed. However, it is crucial to empha-
size again that one cannot pick and choose between these
contributions—the frame, two and three covariant derivative
terms, and subleading gauge field corrections all enter with
the same parametric dependence. Taking only a subset of these
contributions will simply yield the wrong results.

VII. GENERAL EFFECTIVE THEORY

So far our discussion has been centered on deriving the
low-energy effective theory from the (nearest neighbor) mi-
croscopic tight-binding model. However, this lattice model
cannot capture the full detail of monolayer graphene. It is
then natural to wonder what would be the appropriate effective
theory of actual monolayer graphene in the presence of an in-
plane strain, where, at least for reasonably small deformations
we might expect Dirac points to persist.

The main lessons we have learned from the tight-binding
lattice model are that its low-energy effective theory, given
above in Egs. (14), (19), and (21), is gauge and frame co-
variant, that the power counting is modified from the usual
structure of a relativistic effective theory, due to the large
gauge field, and that it is entirely determined by the frame
and gauge field, with the remaining necessary higher covariant
derivative terms being controlled by lattice invariants with
the geometric connection being the torsion free one. Then
using a bond model where hopping functions are determined
purely by bond lengths under a deformed embedding, we have
written the gauge field and metric purely in terms of the strain
tensor in Eq. (37).

It is then natural to postulate that the effective theory of
a Dirac point for monolayer graphene, deformed by in-plane
inhomogeneous strain, has the same features and again can be
written in terms of the strain tensor o;;. We conjecture that
this effective description takes the same form as for that of
the tight-binding model, since it is determined by the lattice
structure, but the numerical coefficients will differ from those
in the case of the nearest-neighbor lattice model. Thus, we
expect the theory describing deformations up to linear order
O(e), and to leading order in the lattice scale O(a), to simply
be the flat space Dirac equation with large magnetic gauge
field, which in lattice coordinates is

0 = aey*D, ¥ + O(€?, €a),
= B ijk o= e
A@) = — €K op@) + 0| —.e ). (A7)

so that e’:\ is a flat frame, giving the flat electrometric
dS2iecive = —Codt® + 8;jdx'dx’, and D,V is the covariant
derivative of Eq. (15). Here the constants c.s and S must
be measured from the monolayer graphene system; the speed
ceff may be measured from the undeformed Dirac cone, and
B from some particular deformation, for example a homo-
geneous strain. The scale a represents the lattice scale, but

its actual value can be rescaled by appropriate scaling of the
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purely numerical constant 8, as well as the wave function
W. Naturalness then implies that choosing a again to be the
lattice bond length, the numerical constant 8 should be of
order O(1). Once these constants are determined, then the
theory should describe the leading order low-energy behavior
at leading order in the deformation, O(e), for any inhomoge-
neous strain field. As mentioned earlier, we expect in-plane
inhomogeneous strain have low-energy Dirac points, but for
out-of-plane bending this is less clear due to the interaction of
o orbitals.

This leading theory is a flat space theory, and as we have
discussed, to consistently include curvature we must work to
higher order in covariant derivatives. The structure of these
again will be determined by the underlying lattice symmetry,
and so should take the same form as for the tight-binding
model, but with different numerical coefficients. An important
point is that for realistic graphene, even for a pristene mono-
layer, when going beyond linear dispersion near the Dirac
points the conductance and valence bands are not symmetric
around the Fermi energy, in contrast to the behavior of the
simple lattice tight-binding model [50,51]. Thus, our effective
theory should refer to a specific band, and the coefficients of
the higher order corrections will be specific to this band. Here
we will consider the effective theory of the valance band. Then
from our discussions above, we expect the effective theory
governing a Dirac point, working to order O(e?) and leading
order in a in the metric deformation, is

0 = aely*D,V £ cyia® napy*ef D, (C°""D, W)
+ c3d® nAByAegD"“"’]DHDVDp\If

+ 0(64, a, d?, ed’, a4), (172)
with the magnetic gauge field and electrometric in lattice
coordinates being

Ai®) = —z’iae,;,- (K™ (01(%) + £101m ()0 (%)

+£01(%)01 (X)) + a* (0190, 0k (¥) + 220005 (%)
+a3 KX 3,8,01,, (%)) + O(€3, €%a, €a?)),
8ij(®) =8;j + B(x101;(X) + x20w(F)ok; (%) + X387 (o (%))
+ 3403} (R0 (%) + x50:(¥)0; (X)) +O(€”, €%a, ea®),
(173)

where again 0; = K ijkajk, and these expressions are consis-
tent to the O(e?) in the electrometric. We emphasize again
that to work consistently to O(e?) in the metric perturbation,
we must include the two higher covariant derivatives in the
effective theory and also the subleading 0O(a?) corrections at
O(¢) in the gauge field (noting that O(a) corrections to both
the metric and gauge field vanish). Here 8, c.s are as for the
leading theory, and now ¢, 3, £1 2, o1 2.3, and x; .5 are more
numerical constants that should be fixed by matching to the
valence band of the monolayer graphene theory. Again it is
natural to choose the scale a to be the lattice bond length, but
its precise value can be adjusted by rescaling these numerical
constants. We reiterate that the effective theory for the con-

duction band will take the same form, but we should expect
the numerical constants will have different values.

For the nearest neighbor tight-binding model with our
bond-model (27) we see that they take the values

B—1) (BB +r1)
o=1 «=1, El—T, Ez——T,
3 1
=g, m=-—o, e3=-—,, X1=2, x2=48,
X3=(ﬂj:r), xa =—(B+1), X5=—('BIT),
(174)

and further have 7 = B + 1 for an exponential bond model.
One may then adjust the constants ¢, and c; by fitting the band
structure to the undeformed model. Then & 5, 12,3 and x;..5
would be fixed by comparing to specific deformations.

Specifically we may determine & , and x; s from homo-
geneous, anisotropic strains as we now demonstrate. Suppose
we perform a strain induced by

X=x+ewx+vyy), Y=y+ewvy (175)

for constants vy » 3, which corresponds to the constant strain
tensor (in lattice coordinates),

v + Sl
O',‘j= v o o ) ) . (176)
o e+ 50 +d)

The terms with coefficients given by the o, 3 in the gauge
field all drop out as they involve derivative of this constant
strain tensor. Thus, we will be insensitive to these constants.
However, as we now show, we will be able to fix the other
constants.

We may then solve the continuum theory in a similar man-
ner to that in Sec. VI. We write a similar ansatz for the wave
function as in Eq. (155), taking

\I—’(I, )—5) — e*iwtewLi(kxerkvy) (wl)

(V)

&2
€vs + FU1V3

(177)

for constant components ¥ ». For the undeformed theory the
Dirac point is simply at k; = 0—when uniform strain is turned
on we define the location of the Dirac point, where w = 0,
to be at k; = kiD . Since the strain is constant, the magnetic
gauge field is constant, and hence pure gauge, and directly
corresponds to a shifting of the Dirac point, so that kP = A;.
Thus, we consider the momentum shift from the Dirac point
by writing

ki = kP + Ak;, (178)

so that (Ak,, Ak,) = (0, 0) is the Dirac point. Further we may
transform these lattice momenta to the laboratory frame via

Ak, = A + ev) AR,

Aky = AR + € (0 A" + v3AK™), (179)

and likewise for the shift of the Dirac point, given by kiD lab,
the transform of k” (which is simply given by the gauge field).
First, we see that this shift, given simply by the transform of
the (constant) gauge vector to laboratory frame, is
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2
kf"ab = g(g(vz — )+ %((vl —m)’ + v% — 2§ (U12 — v%) + 2&2((1}1 —2u0,)? — vf))), (180)
i B 0 — )+ £ + 26, (vy — 181
v =2 gt e —v) + 80+ v2) + 265 — ) ) (181)

Thus, measuring this shift of the valence band Dirac point (in laboratory frame) as the homogeneous strain is turned on, at
leading order O(e) we may deduce the constant 8, and at order O(e?) we find &1 2. Note that we can extract these coefficients
from some specific strain configuration, say v; = v, = 2v3. Assuming the effective theory is a consistent description it will then

predict the dependence of kiD 125 for any other values of v 12,3, SO it may already be tested in this homogeneous setting.

To determine the remaining constants, x;

.....

s we compute the dispersion relation purely as a function of Ak'®®, assumed to be

positive for notational simplicity, and setting Ak}f‘b = 0. For this we find

aw
+2 =

Ceff 2

B (4v}+v3
2 4

I (4vy —vBx1)
+C2<4 + 3

Note that when restricting to the tight-binding model (174) we
find agreement with Refs. [12,40] at leading order. This result
is slightly different than the expressions given in Ref. [10],
because we have explicitly translated back to laboratory frame
coordinates when defining momentum.

The energy o as a function of the momentum k% for the
undeformed theory determines the constants ceg, ¢ and c3
through its second and third derivatives at the Dirac point
Ak}cab = 0, as discussed above. At order O(¢) measuring the
linear Ak!® behavior should then determine the constant ;.
Then the (Ak!)? behavior should be predicted by the ef-
fective theory. Finally, at order 0(€2) we may determine the
remaining constants x» 345 by measuring the linear Ak
behavior for various deformations. For example, setting v; =
v3 = 0 and having only v, will yield x3. Taking v; = —v,,
vz = 0 will yield x,, and so on. Once these are determined,
the general dependence on v; > 3 should be predicted if the
effective theory works, and thus it can again be tested already
for these homogeneous strains.

Once all these constants have been fixed, and the the-
ory tested for consistency with homogeneous deformations,
it then remains to fix the three remaining constants o3
at this order of approximation. This should be done using
measurements made on the valence band for a particular
inhomogeneous strain field, such as the periodic armchair
deformation in the previous section. Once these too are fixed,
we expect this effective theory of the valence band will deter-
mine its low-energy behavior for any inhomogeneous in-plane
strain field up to the order of approximation we are truncating
the theory to. As discussed above, one may use the same
procedure to find the effective theory for the conduction band,
and we expect the constants controlling the higher order cor-
rections to be different to those of the valence band. It would
be very interesting to test these ideas using DFT calculations
of monolayer graphene with inhomogeneous in-plane defor-
mations.

)(aAk)lf‘b)2 - %03(aAkiab)3 + 0(@d*, ed®, €*d®, €%).

8

(1 L=, 62((2 — Bx)(V32 = Bx1) — 3viBx1)

x2 + (1 +v2)* x5 + vi (v + v2)xa + v%m)))aAklab

(182)

(
VIII. CONCLUSION

In this paper we have demonstrated that due to the lattice
scale magnetic field resulting from lattice strain, the standard
power counting of a derivative expansion does not apply to
the continuum effective field theory of the graphene nearest-
neighbor tight-binding lattice model. An important result of
this is that while the continuum effective theory of this lattice
model couples to a nontrivial curved electrometric, this curva-
ture is subleading to the gauge field and appears at the same
order in the effective theory as a higher covariant derivative
correction, and so there is no consistent truncation to simply
the curved space Dirac equation coupled to the strain gauge
field. However, when considering perturbative elastic strain,
it is possible to follow a double series expansion, in both the
distortion and lattice spacing, which allows us to consistently
organize an effective description. The leading truncation is the
flat space Dirac equation coupled to the gauge field, where
there is no correction to the frame, and thus metric, and this
applies only to linear order in the deformation amplitude. If
we wish to go beyond linear order, or incorporate the inter-
esting subleading effects of a curved “electrometric,” we must
include these higher covariant derivative terms, and also be
careful to include the appropriate corrections in the gauge
field and electrometric which are subleading in the lattice
spacing.

In this work we have carried out this expansion explicitly
to quadratic order in the electrometric deformation, which
requires including two higher covariant derivative terms. This
is the order where we first see corrections to the low-energy
dispersion relation due to spatial variation of the hopping
functions. We have performed explicit numerical comparison
with the lattice model to show that our effective theory cor-
rectly reproduces this low-energy band structure. We see the
effect of the subleading electrometric curvature corrections in
the dispersion relation, and confirm that these contribute at the
same order as corrections from higher derivative terms.

045425-30



ANALOG GRAVITY AND CONTINUUM EFFECTIVE THEORY ...

PHYSICAL REVIEW B 109, 045425 (2024)

An interesting feature of the effective theory is that the
electrometric, which the Dirac field propagates on, is not
simply the induced metric of the graphene membrane. In
particular, even for the case of pure in-plane distortions,
which give a flat induced metric, going to quadratic order in
the deformation one obtains an electrometric with nonzero
curvature. This curvature is a subleading correction to the
large magnetic field, and contributes at the same order as
the Lorentz violating higher derivative terms, but still may
provide an interesting testbed for “analog gravity.”

One of the most interesting results we find is that, at
least to the order we have explored, torsion vanishes for the
electrometric geometry—this geometry is simply derived
from the curved metric with the torsion-free Levi-Civita con-
nection. This is perhaps not surprising, as we are not changing
the lattice topology, and so are not adding lattice dislocations,
but given that we can generate curvature without adding lattice
disclinations, it is not immediately apparent why we must
couple to the torsion-free connection only. In particular, using
the lattice invariants and strain tensor one can define an object,
€K ilme,  with the same index structure as spatial torsion,
T'.. This tensor has a trace proportional to the leading strain
gauge field, but minimal coupling to torsion has a different
structure than to the strain gauge field - in particular, both
components of W have the same charge under the local strain
gauge symmetry, but opposite charge under frame rotations.
It would be very nice if there were a symmetry argument
for vanishing torsion, which we leave to future work. On
a related note, it is interesting to follow what happened to
the microscopic time reversal symmetry. Since this symmetry
exchanges the K and K’ points, it is clear that it appears in
the continuum theory as the action of standard time reversal
acting on a Dirac fermion combined with an exchange of the
two Dirac fields. It is crucially only by considering the total
theory of both Dirac cones that we recover a theory that is
time reversal invariant, as it must be as elastic strain does not
break time reversal.

In the special case that the hopping functions are tuned so
that the gauge field vanishes, at least at leading order O(€/a),
then conventional relativistic power counting is restored. In
this case the leading effective theory is simply the curved
spacetime Dirac equation as shown in Ref. [28]. However, as
discussed there, this tuning appears very unnatural—we may
think of it as having to fine tune away a relevant operator.

Further, one can consider a simple model of elasticity for the
graphene membrane and one finds that energetics do not pre-
fer vanishing strain gauge field when distorted. Interestingly
the metric above (19) is the one derived in Ref. [28] to all
orders in € for such fine tuning. Here we only derive it up to
the quadratic order in the metric deformation—however it is
natural to wonder whether it holds to all orders in the presence
of the gauge field.

Here we have explicitly derived the effective theory for the
tight-binding lattice model. Having seen its elegant structure,
and in particular its local gauge and frame symmetry, and
how it is constructed from lattice invariants, it is natural to
conjecture that the effective theory for the valence and con-
duction bands of monolayer elastically strained graphene take
a similar form, albeit with different numerical coefficients
that would have to be determined through comparison to
measurements. Clearly it would be very difficult to measure
the subleading effects of nontrivial curvature using current
graphene experiments [8], though one could hope for im-
provements in the future, or comparison to optical honeycomb
lattices [52]. It would also be very interesting to compare
our effective theory to ab initio numerical approaches used to
study elastically deformed graphene. In particular, it would be
interesting to try to numerically extract these effective field
theory parameters. One might also use numerical methods
to study the validity of the tight-binding lattice model to
bent graphene. It would be very interesting to understand
how much of the effective theory remains valid, and what
the effects of mixing between p. and sp?® orbitals are on the
continuum theory. One can also hope to make contact with ex-
perimental constructions of optical honeycomb lattices [52],
which should have a similar tight-binding lattice model.
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