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#### Abstract

We consider electronic systems with a spontaneously broken continuous symmetry. The scattering vertex between electrons and Goldstone modes is calculated over the entire Brillouin zone using the random phase approximation. This calculation reveals two things: (1) electrons always couple to both $\phi$ and $\partial_{t} \phi$, where $\phi$ is the Goldstone field, and (2) quasiparticles in a state with continuous symmetry breaking have to be defined in a rotating frame, which locally follows the fluctuations of the order parameter. The implications of these findings for electron spectral functions in both symmetry-broken and thermally disordered systems are discussed, and the examples of antiferromagnetism in the Hubbard model and spin spiral order in the three-band model are worked out in detail.
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## I. INTRODUCTION

Many strongly correlated materials display continuous symmetry breaking in some part of their phase diagram. Some paradigmatic examples are spin-density wave orders in the cuprate and iron-based superconductors, and valley/spin orders in 2D moiré materials.

As a result of the continuous symmetry-breaking, the lowenergy spectrum contains gapless Goldstone modes. In this work we set out to calculate the scattering vertex between these Goldstone modes and the electrons. Specifically, our goal is to obtain an expression for the scattering vertex which is valid over the entire Brillouin zone, and not just in the long-wavelength limit for the Goldstone modes. One reason for going beyond a long-wavelength approximation is that, by analogy with acoustic phonons, Goldstone modes of the electron liquid are expected to decouple from the electrons at long wavelengths. Hence, one expects the most important scattering processes to be those where an electron emits or absorbs a zone-boundary Goldstone mode.

The starting point of our analysis is a simple meanfield description of the broken-symmetry state. From the optimal broken-symmetry Slater determinant, we then construct a path-integral representation of the partition function to study fluctuations on top of the mean-field state. Via the random phase approximation (RPA) ${ }^{1}$ we obtain both

[^0]the Bethe-Salpeter equation for the collective modes (whose solution gives the Goldstone mode energies and wave functions), and an explicit expression for the electron-Goldstone mode scattering vertex. Using these results, we then construct an effective electron-boson model with both fermionic and bosonic fields, which emulates the interacting electronGoldstone mode system. Towards the end of the paper we illustrate our formalism with two examples: antiferromagnetism in the Hubbard model and circular spin-spiral order in the three-band model.

## A. Summary of results and connection to previous works

Even though both the goal (obtaining the electronGoldstone mode scattering vertex) and the methods (meanfield theory and RPA) of this work are straightforward and have previously been discussed in classic works such as, e.g., Refs. [4-6], we nevertheless find that obtaining a result which is in line with physical expectations requires some nontrivial (and to the best of our knowledge new) steps. In this section we briefly discuss what these nontrivial steps are, why they are necessary, and what interesting physics is hiding behind them.

Via the RPA analysis we obtain a scattering vertex which in the long-wavelength limit agrees with the previous result of Ref. [7]. Reference [7] exclusively focused on intraband scattering processes, whereas in this work we will also consider interband scattering. As was shown in Ref. [7], intraband scattering by Goldstone modes vanishes in the the long wavelength limit if the associated broken symmetry generators commute with translations. However, the expression for the scattering vertex obtained from our RPA analysis, and thus also the vertex obtained in Ref. [7], implies that long-wavelength Goldstone modes do not completely decouple from the mean-field electrons ${ }^{2}$. Instead, they give rise to

[^1]interband scattering with a scattering vertex of order $\Delta$, the mean-field bandgap which results from the spontaneous symmetry breaking. As a result, the factor $\Delta^{-1}$, which suppresses highly nonresonant processes where a low-energy Goldstone mode scatters an electron across the bandgap, is exactly canceled by the strength of the vertex. Interband scattering by long-wavelength Goldstone modes will thus produce nonnegligible self-energy corrections for the mean-field electrons, making it unclear whether they can be used to describe the quasiparticles of the system.

However, we observe that the spurious interband contribution to the electron-Goldstone mode vertex is "pure gauge," meaning that it can be removed by a gauge transformation in the path integral. This gauge transformation implements a spatially dependent symmetry transformation on the mean-field electrons. In particular, the transformed electron fields are defined in a rotating frame which follows the local fluctuations of the order parameter. Crucially, electrons in the rotating frame completely decouple from long-wavelength Goldstone modes. We note that a similar rotating frame has already been introduced in previous studies of superconducting [8,9] and magnetic [10-14] orders, but for different reasons. In particular, these previous works did not obtain the Goldstone mode energies and wave functions by solving the Bethe-Salpeter equation and did not motivate the rotating frame by requiring a decoupling between electrons and Goldstone modes at long wavelengths.

The mean-field electrons are simply frequencyindependent linear combinations of the bare electrons, and hence their correlation functions are directly related to response functions measured in experiment. But we argued above that the mean-field electrons are not a good approximation to the true quasiparticles of the system-one should instead use the electrons in the rotating frame to approximate the quasiparticles. However, the electron propagator can be approximated as a convolution (in frequency and momentum space) of two propagators of well-defined quasiparticles: fermions in the rotating frame and the Goldstone modes (we momentarily ignore the possibility of Landau damping for the Goldstone modes). This is explained in detail in Sec. VII C. This result has previously also been obtained in Ref. [15], where, similar to Ref. [12], the rotating frame is introduced to correctly describe fluctuations beyond mean-field theory via a Hubbard-Stratanovich decoupling of the interaction. Again, this work did not motivate the necessity of a rotating frame by deriving the electron-Goldstone mode scattering vertex in the RPA formalism as we do here. We note that a similar expression for the fermion two-point function as a convolution of two propagators is also obtained in theories where the electron is assumed to fractionalize in a spinon and a holon [16-22].

The RPA approach describes small fluctuations around the mean-field state. In the effective electron-boson model, which we construct to emulate the interacting electrons and Goldstone modes at the RPA level, the Goldstone fields are a collection of real scalar fields. However, once the dispersion relation of small order parameter fluctuations is known, it is straightforward to improve the theory and incorporate the correct global structure of the order parameter manifold by describing the Goldstone mode dynamics with a nonlinear sigma
model. This is especially important in 2D, where the nonlinear sigma model is disordered at any nonzero temperature, and hence ensures that the effective electron-boson model respects the Hohenberg-Mermin-Wagner theorem.

As a final point, let us elaborate on the physical behavior which can be extracted from the expression for the microscopic fermion propagator as a convolution of the Goldstone propagator and the propagator of the fermions in the rotating frame. In particular, let us consider 2D systems, and focus on temperatures $T$ which are much smaller than the mean-field bandgap. If we use the correct nonlinear sigma model action for the Goldstone mode dynamics, then the Goldstone mode propagator at finite $T$ will be invariant under global symmetry transformations and acquire a thermal mass. As a result, the propagator for the microscopic fermions (which is a convolution containing the Goldstone mode propagator) will also be symmetric (this is explained in detail in Sec. VIIC and illustrated via the examples in Secs. VII and VIII). However, the spectral weight of the microscopic electrons is still predominantly determined by the poles of the fermion propagator in the rotating frame. As we assume $T$ to be much smaller than the mean-field bandgap, the poles of the rotating-frame fermion propagator will be located at the same energies of the symmetry-broken mean-field band spectrum. As a result, we find that even though the microscopic fermion propagator is invariant under the continuous global symmetry, it nevertheless produces a spectral weight that is predominantly determined by the spectrum of the broken-symmetry stateand hence is very different from the spectral weight of the noninteracting fermions. We thus see that the introduction of a rotating frame, which is necessary to have the electrons decouple from the long-wavelength Goldstone modes, automatically leads to an expression for the electron propagator which captures the physically intuitive behavior of an electron system with an order parameter that has well-defined magnitude, but whose orientation is disordered by thermal fluctuations.

## B. Structure of the paper

The remainder of this work is organized as follows. We start in Sec. II by introducing the mean-field starting point of our analysis. In Sec. III we use the optimal Slater determinant, which we obtain from the mean-field analysis, to construct a path integral representation of the partition function, which can be used to study fluctuations beyond mean-field. Using this path integral, we introduce the infinite series of RPA Feynman diagrams that give rise to the Bethe-Salpeter equation, and also the effective interaction between electrons mediated by collective mode exchange, in Sec. IV. In Sec. V we first discuss the general properties of the Goldstone mode wave functions that we obtain by solving the Bethe-Salpeter equation. We then construct an effective electron-boson model which mimics the interacting electronGoldstone mode system at tree-level. In Sec. VI we use the properties of the Goldstone mode wave functions to study the electron-Goldstone mode scattering vertex obtained from the RPA analysis in the long-wavelength limit. Here we uncover the problematic interband scattering processes which do not vanish in the long-wavelength limit. In the same
section, we then explain how this problem can be solved by doing a gauge transformation in the path integral, and defining fermions in a rotating frame. The implications of the rotating frame for the electron spectral functions are discussed at the end of this section. Finally, we illustrate the general formalism for antiferromagnetism in the Hubbard model in Sec. VII, and for circular spin-spiral order in the three-band model in Sec. VIII. The Appendix reviews some properties of the Bethe-Salpeter equation and its solutions.

## II. MEAN-FIELD STARTING POINT

In this section we set the stage for our main results presented below. In particular, we introduce the mean-field theory which is the starting point for our calculations. All the concepts discussed here are standard, and the main purpose of this section is therefore to introduce the context and notation necessary to understand the following sections.

We consider interacting electron systems described by the following general Hamiltonian:

$$
\begin{equation*}
H=\sum_{\mathbf{r}, \mathbf{r}^{\prime}} \sum_{a, b} h\left(\mathbf{r}-\mathbf{r}^{\prime}\right)_{a b} c_{\mathbf{r}, a}^{\dagger} c_{\mathbf{r}^{\prime}, b}+\frac{1}{2} \sum_{\mathbf{r}, \mathbf{r}^{\prime}} V\left(\mathbf{r}-\mathbf{r}^{\prime}\right): n_{\mathbf{r}} n_{\mathbf{r}^{\prime}}: \tag{1}
\end{equation*}
$$

where $\mathbf{r}$ denote the sites of a Bravais lattice in $d$ spatial dimensions, $h(\mathbf{r})$ is a general hopping Hamiltonian, and $n_{\mathbf{r}}=$ $\sum_{a} c_{\mathbf{r}, a}^{\dagger} c_{\mathbf{r}, a}$ is the electron density at site $\mathbf{r}$. We also assume that $h(\mathbf{r})$ is short range, and $V(\mathbf{r})$ has a well-defined Fourier transform (for example, it could be a screened Coulomb potential). Our results can be generalized to other Hamiltonians, for example with other (not density-density) interactions, but for ease of presentation we do not consider these generalizations here.

We will make use of the translation invariance and work in momentum space, where the Hamiltonian in Eq. (1) takes the form

$$
\begin{equation*}
H=\sum_{\mathbf{k}} \sum_{a, b} h(\mathbf{k})_{a b} c_{\mathbf{k}, a}^{\dagger} c_{\mathbf{k}, b}+\frac{1}{2} \sum_{\mathbf{q}} V(\mathbf{q}): n_{\mathbf{q}} n_{-\mathbf{q}}: \tag{2}
\end{equation*}
$$

where

$$
\begin{equation*}
n_{\mathbf{q}}=\frac{1}{\sqrt{N}} \sum_{\mathbf{k}} \sum_{a} c_{\mathbf{k}+\mathbf{q}, a}^{\dagger} c_{\mathbf{k}, a} \tag{3}
\end{equation*}
$$

with $N$ the number of sites, is the Fourier transform of the electron density.

We are interested in Hamiltonians with a continuous symmetry, such as spin rotation symmetry, which gets broken spontaneously. The starting point of our analysis is a meanfield treatment of the symmetry breaking at zero temperature. In particular, we assume that the Slater determinants which minimize the energy of $H$ are not invariant under the continuous symmetry of the Hamiltonian. Let us choose one such Slater determinant and write it as

$$
\begin{equation*}
\left|\psi_{0}\right\rangle=\prod_{\mathbf{k}} \prod_{i=1}^{N_{o}(\mathbf{k})} c_{\mathbf{k}, i}^{\dagger}|0\rangle \tag{4}
\end{equation*}
$$

where $c_{\mathbf{k}, i}^{\dagger}$ creates an electron in a mean-field singleparticle state, and $N_{o}(\mathbf{k})$ is the number of occupied states at
momentum k. Note that we have assumed that the optimal Slater determinants preserve the translation symmetry. Also this restriction can be relaxed, but we will not do this here. The mean-field single-particle states (both occupied and unoccupied) will be labeled by Greek indices, and the corresponding creation operators are defined as

$$
\begin{equation*}
c_{\mathbf{k}, \alpha}^{\dagger}=\sum_{a} u_{\alpha}^{a}(\mathbf{k}) c_{\mathbf{k}, a}^{\dagger} \tag{5}
\end{equation*}
$$

where $\left|u_{\alpha}(\mathbf{k})\right\rangle$ are a set of orthonormal vectors at every $\mathbf{k}$ : $\left\langle u_{\alpha}(\mathbf{k}) \mid u_{\beta}(\mathbf{k})\right\rangle=\delta_{\alpha \beta}$. We will use the convention that $i, j, k$ denote occupied mean-field states, whereas $m, n, o$ denote the unoccupied states. The single-particle correlation matrix of the optimal Slater determinant in Eq. (4), which by assumption is diagonal in momentum space, is thus given by

$$
\begin{equation*}
P(\mathbf{k})_{\alpha \beta}:=\left\langle\psi_{0}\right| c_{\mathbf{k}, \beta}^{\dagger} c_{\mathbf{k}, \alpha}\left|\psi_{0}\right\rangle=\delta_{\alpha \beta} n_{\alpha}(\mathbf{k}), \tag{6}
\end{equation*}
$$

with $n_{\alpha}(\mathbf{k}) \in\{0,1\}, n_{i / j / k}(\mathbf{k})=1$, and $n_{m / n / o}(\mathbf{k})=0$.
Next we construct the Hartree-Fock mean-field Hamiltonian using $P(\mathbf{k})$. For future use we find it convenient to first rewrite the exact Hamiltonian in the mean-field basis:

$$
\begin{gather*}
H=\sum_{\mathbf{k}} h(\mathbf{k})_{\alpha \beta} c_{\mathbf{k}, \alpha}^{\dagger} c_{\mathbf{k}, \beta}+\frac{1}{2} \sum_{\mathbf{q}} V(\mathbf{q}): n_{\mathbf{q}} n_{-\mathbf{q}}:  \tag{7}\\
n_{\mathbf{q}}=\frac{1}{\sqrt{N_{s}}} \sum_{\mathbf{k}} \sum_{\alpha, \beta} c_{\mathbf{k}-\mathbf{q}, \alpha}^{\dagger}\left[\Lambda_{\mathbf{q}}(\mathbf{k})\right]_{\alpha \beta} c_{\mathbf{k}, \beta}, \tag{8}
\end{gather*}
$$

where $h(\mathbf{k})_{\alpha \beta}=\sum_{a, b} u_{\alpha}^{a *}(\mathbf{k}) h(\mathbf{k})_{a b} u_{\beta}^{b}(\mathbf{k})$, and

$$
\begin{equation*}
\left[\Lambda_{\mathbf{q}}(\mathbf{k})\right]_{\alpha \beta}:=\left\langle u_{\alpha}(\mathbf{k}-\mathbf{q}) \mid u_{\beta}(\mathbf{k})\right\rangle . \tag{9}
\end{equation*}
$$

As we are only considering translationally invariant states, the Hartree Hamiltonian is trivial and is simply given by

$$
\begin{equation*}
H_{H}[P]=V(0) \frac{N_{e}}{N} \sum_{\mathbf{k}} \sum_{\alpha} c_{\mathbf{k}, \alpha}^{\dagger} c_{\mathbf{k}, \alpha} \tag{10}
\end{equation*}
$$

where $N_{e}$ is the number of electrons in the system. The Fock Hamiltonian is given by
$H_{F}[P]=\frac{-1}{N} \sum_{\mathbf{q}, \mathbf{k}} \sum_{\alpha, \beta, i} V(\mathbf{q})\left[\Lambda_{-\mathbf{q}}(\mathbf{k}-\mathbf{q})\right]_{\alpha i}\left[\Lambda_{\mathbf{q}}(\mathbf{k})\right]_{i \beta} c_{\mathbf{k}, \alpha}^{\dagger} c_{\mathbf{k}, \beta}$.

The assumption that the Slater determinant in Eq. (4) is a variational energy minimum is equivalent to the statement that the Hartree-Fock self-consistency equation is satisfied, which in our notation takes the following form:

$$
\begin{equation*}
\sum_{\alpha, \beta} h(\mathbf{k})_{\alpha \beta} c_{\mathbf{k}, \alpha}^{\dagger} c_{\mathbf{k}, \beta}+H_{H}[P]+H_{F}[P]=\sum_{\alpha} E_{\mathbf{k}, \alpha} c_{\mathbf{k}, \alpha}^{\dagger} c_{\mathbf{k}, \alpha}, \tag{12}
\end{equation*}
$$

where $E_{\mathbf{k}, \alpha}$ are the mean-field single-particle energies satisfying $\operatorname{sgn}\left(E_{\mathbf{k}, \alpha}\right)=1-2 n_{\alpha}(\mathbf{k})$.

## III. HARTREE-FOCK PATH INTEGRAL

We are interested in fluctuations beyond mean-field theory, and in particular in the role of the Goldstone modes associated with the spontaneous symmetry breaking. To study these fluctuations, we will use the path integral formalism.

However, we will not use the standard path integral construction which relies on fermionic coherent states constructed on top of the Fock vacuum. Instead, we will construct coherent states on top of the Slater determinant in Eq. (4). Working in the single-particle mean-field basis, coherent states associated with unoccupied states take on the conventional form:

$$
\begin{align*}
\left|\psi_{\mathbf{k}, n}\right\rangle & =\left(1-\psi_{\mathbf{k}, n} c_{\mathbf{k}, n}^{\dagger}\right)|0\rangle,  \tag{13}\\
\left\langle\bar{\psi}_{\mathbf{k}, n}\right| & =\langle 0|\left(1-c_{\mathbf{k}, n} \bar{\psi}_{\mathbf{k}, n}\right), \tag{14}
\end{align*}
$$

where $\psi_{\mathbf{k}, n}$ and $\bar{\psi}_{\mathbf{k}, n}$ are Grassmann numbers. These coherent states have the usual properties:

$$
\begin{gather*}
c_{\mathbf{k}, n}\left|\psi_{\mathbf{k}, n}\right\rangle=\psi_{\mathbf{k}, n}\left|\psi_{\mathbf{k}, n}\right\rangle  \tag{15}\\
\left\langle\bar{\psi}_{\mathbf{k}, n} \mid \psi_{\mathbf{k}, n}\right\rangle=e^{\bar{\psi}_{\mathbf{k}, n} \psi_{\mathbf{k}, n}} . \tag{16}
\end{gather*}
$$

For the occupied states, we will use particle-hole transformed coherent states, which we define as

$$
\begin{align*}
\left|\bar{\psi}_{\mathbf{k}, i}\right\rangle & =\left(1-\bar{\psi}_{\mathbf{k}, i} c_{\mathbf{k}, i}\right) c_{\mathbf{k}, i}^{\dagger}|0\rangle  \tag{17}\\
\left\langle\psi_{\mathbf{k}, i}\right| & =\langle 0| c_{\mathbf{k}, i}\left(1-c_{\mathbf{k}, i}^{\dagger} \psi_{\mathbf{k}, i}\right) \tag{18}
\end{align*}
$$

where $\bar{\psi}_{\mathbf{k}, i}$ and $\psi_{\mathbf{k}, i}$ are again Grassmann numbers. The particle-hole transformed coherent states satisfy the following properties:

$$
\begin{gather*}
c_{\mathbf{k}, i}^{\dagger}\left|\bar{\psi}_{\mathbf{k}, i}\right\rangle=\bar{\psi}_{\mathbf{k}, i}\left|\bar{\psi}_{\mathbf{k}, i}\right\rangle  \tag{19}\\
\left\langle\psi_{\mathbf{k}, i} \mid \bar{\psi}_{\mathbf{k}, i}\right\rangle=e^{\psi_{\mathbf{k}, i} \bar{\psi}_{\mathbf{k}, i}} . \tag{20}
\end{gather*}
$$

To construct a path integral representation of the partition function, we need to insert resolutions of the identity in terms of the coherent states, which are given by

$$
\begin{align*}
& \int d \psi_{\mathbf{k}, n} \int d \bar{\psi}_{\mathbf{k}, n} e^{-\bar{\psi}_{\mathbf{k}, n} \psi_{\mathbf{k}, n}}\left|\psi_{\mathbf{k}, n}\right\rangle\left\langle\bar{\psi}_{\mathbf{k}, n}\right|=\mathbb{1},  \tag{21}\\
& \int d \bar{\psi}_{\mathbf{k}, i} \int d \psi_{\mathbf{k}, i} e^{-\psi_{\mathbf{k}, i} \bar{\psi}_{\mathbf{k}, i}}\left|\bar{\psi}_{\mathbf{k}, i}\right\rangle\left\langle\psi_{\mathbf{k}, i}\right|=\mathbb{1} . \tag{22}
\end{align*}
$$

Using the above resolutions of the identity, the partition function at temperature $T$ can be written as

$$
\begin{align*}
Z(T) & =\operatorname{tr}\left(e^{-H / T}\right)  \tag{23}\\
& =e^{-E_{0}^{H F} / T} \int[D \psi] \int[D \bar{\psi}] e^{-S}, \tag{24}
\end{align*}
$$

where $E_{0}^{H F}=\left\langle\psi_{0}\right| H\left|\psi_{0}\right\rangle$ is the Hartree-Fock variational ground-state energy, and the action $S$ is given by

$$
\begin{align*}
S= & \int_{0}^{1 / T} d \tau \sum_{\mathbf{k}} \sum_{\alpha} \bar{\psi}_{\mathbf{k}, \alpha}\left(\partial_{\tau}+E_{\mathbf{k}, \alpha}\right) \psi_{\mathbf{k}, \alpha} \\
& +\frac{1}{2 N} \sum_{\mathbf{q}, \mathbf{k}, \mathbf{k}^{\prime}} V(\mathbf{q})\left(\bar{\psi}_{\mathbf{k}-\mathbf{q}} \Lambda_{\mathbf{q}}(\mathbf{k}) \psi_{\mathbf{k}}\right)\left(\bar{\psi}_{\mathbf{k}^{\prime}+\mathbf{q}} \Lambda_{-\mathbf{q}}\left(\mathbf{k}^{\prime}\right) \psi_{\mathbf{k}^{\prime}}\right) \tag{25}
\end{align*}
$$

where in the last line we have suppressed the indices $\alpha, \beta, \ldots$ A few comments are in order. First, note that the kinetic term of the action contains the mean-field single-particle energies, and not the bare band energies (which would correspond to the eigenvalues of $h(\mathbf{k})$ ). Second, we emphasize that no approximation is involved in our derivation of the path
integral-Eqs. (24) and (25) constitute an exact representation of the partition function. Third, the unusual form of the action, and the additional factor $\exp \left(-E_{0}^{H F} / T\right)$ in Eq. (24), result from the different form of normal ordering required by the use of particle-hole transformed coherent states: one has to normal order the Hamiltonian with respect to the Hartree-Fock ground state and not with respect to the Fock vacuum state. This different choice of normal ordering produces additional quadratic terms, which exactly correspond to the Hartree and Fock Hamiltonians, which combined with the bare kinetic term produce the mean-field single-particle energies via the Hartree-Fock self-consistency equation (12).

In working with the path integral in Eqs. (24) and (25) the conventional imaginary-time Feynman rules can be used, except for equal-time diagrams. These diagrams are usually defined by inserting a factor $e^{i \epsilon \omega_{n}}$, where $\omega_{n}$ is the fermionic Matsubara frequency, and taking the limit $\epsilon \rightarrow 0$ at the end of the calculation. Here, to reflect the different normal ordering, one has to add the factor $e^{i \epsilon \omega_{n} \operatorname{sgn}\left(E_{\mathbf{k}, \alpha)}\right)}$ to the equal-time propagators. This automatically ensures that the Hartree and Fock self-energy diagrams vanish at zero temperature.

To conclude this section, we present the diagrammatic Feynman rules that will be used in this work. First, the electron propagator is represented in the usual was as a straight line with an arrow:

$$
\longrightarrow=\left(i \omega_{n}-E_{\mathbf{k}, \alpha}\right)^{-1}
$$

The interaction will be represented as a dashed line:


With these definitions and conventions in place, we can now turn our attention to the RPA fluctuations on top of the meanfield result, which is the topic of the next section.

## IV. EFFECTIVE RPA INTERACTION AND BETHE-SALPETER EQUATION

In the previous section we introduced the Hartree-Fock path integral, which contains the bare Coulomb interaction. We now proceed by studying the effective interaction which results from summing all RPA diagrams as shown in Fig. 1 which contain, among others, the familiar polarization and Berk-Schrieffer diagrams [23]. An important caveat of our RPA approach is of course that it ignores vertex corrections, which have been emphasized to play an important role in, e.g., the two-particle self-consistent approach of Ref. [24].

The central object defined in Fig. 1 is called $G_{2}(\mathbf{q}, i v)$, which is a matrix diagonal in momentum $\mathbf{q}$ and bosonic Matsubara frequency $i v$. Writing out the indices explicitly, this matrix is $\left[G_{2}(\mathbf{q}, i v)\right]_{\mathbf{k}^{\prime} \lambda \sigma}^{\mathbf{k} \alpha \beta}$. It is defined diagrammatically in Fig. 1(b) as the infinite sum of direct and exchange diagrams concatenated with electron propagators. An explicit expression for this infinite sum can be obtained by solving the familiar Bethe-Salpeter equation, which is shown
diagrammatically in Fig. 2. Written out explicitly, the Bethe-Salpeter equation for $G_{2}(\mathbf{q}, i v)$ is

$$
\begin{align*}
{\left[G_{2}(\mathbf{q}, i v)\right]_{\mathbf{k}^{\prime} \lambda \sigma}^{\mathbf{k} \alpha \beta}=} & {\left[-T \sum_{i \omega_{n}} \frac{1}{i \omega_{n}-E_{\mathbf{k}, \alpha}} \frac{1}{i\left(\omega_{n}-v\right)-E_{\mathbf{k}+\mathbf{q}, \beta}}\right]\left[\delta_{\alpha \lambda} \delta_{\beta \sigma} \delta_{\mathbf{k}, \mathbf{k}^{\prime}}-\frac{1}{N_{s}} \sum_{\mathbf{k}^{\prime \prime} \mu \nu}\left(V(\mathbf{q})\left[\Lambda_{\mathbf{q}}(\mathbf{k})\right]_{\beta \alpha}\left[\Lambda_{-\mathbf{q}}\left(\mathbf{k}^{\prime \prime}-\mathbf{q}\right)\right]_{\mu \nu}\right.\right.} \\
& \left.\left.-V\left(\mathbf{k}^{\prime \prime}-\mathbf{k}^{\prime}\right)\left[\Lambda_{\mathbf{k}-\mathbf{k}^{\prime \prime}}(\mathbf{k})\right]_{\mu \alpha}\left[\Lambda_{\mathbf{k}^{\prime \prime}-\mathbf{k}}\left(\mathbf{k}^{\prime \prime}-\mathbf{q}\right)\right]_{\beta \nu}\right)\left[G_{2}(\mathbf{q}, i v)\right]_{\mathbf{k}^{\prime} \lambda \sigma}^{\mathbf{k}^{\prime \prime} \mu \nu}\right] \tag{26}
\end{align*}
$$

The details of the Bethe-Salpeter equation and its solution are presented in Appendix A. As the Bethe-Salpeter equation is well-known, we simply present the results here. At $T=0$, the general form of $G_{2}(\mathbf{q}, i v)$ is

$$
\begin{equation*}
\left[G_{2}(i v, \mathbf{q})\right]_{\mathbf{k}^{\prime}, \lambda \sigma}^{\mathbf{k}, \alpha \beta}=\sum_{s} \varphi_{\mathbf{q}, \alpha \beta}^{s}(\mathbf{k}) \frac{1}{\omega_{\mathbf{q}, s}-i v \eta_{\mathbf{q}, s}} \varphi_{\mathbf{q}, \lambda \sigma}^{s *}\left(\mathbf{k}^{\prime}\right) \tag{27}
\end{equation*}
$$

where $\omega_{\mathbf{q}, s}$ are the energies of the RPA collective modes, which are guaranteed to be real and positive if the Slater determinant in Eq. (4) is a local energy minimum, i.e., if it satisfies the Hartree-Fock self-consistency equations (12). The sum in Eq. (27) runs only over those modes which have nonzero energy. Equation (27) shows that $G_{2}(\mathbf{q}, i v)$ takes the form of a propagator for the collective modes, which consist of electron-hole pairs with a pair-wave function $\varphi_{\mathbf{q}, \alpha \beta}^{s}(\mathbf{k})$.

The collective mode wave functions $\varphi_{\mathbf{q}, \alpha \beta}^{s}(\mathbf{k})$ and energies $\omega_{\mathbf{q}, s}$ are obtained by solving the following generalized eigenvalue equation:

$$
\begin{align*}
& \left(n_{\alpha}(\mathbf{k})-n_{\beta}(\mathbf{k}-\mathbf{q})\right) \varphi_{\mathbf{q}, \alpha \beta}^{s}(\mathbf{k}) \eta_{\mathbf{q}, s} \omega_{\mathbf{q}, s} \\
& \quad=\left|E_{\alpha}(\mathbf{k})-E_{\beta}(\mathbf{k}-\mathbf{q})\right| \varphi_{\mathbf{q}, \alpha \beta}^{s}(\mathbf{k}) \\
& \quad+V(\mathbf{q}) \frac{1}{N} \sum_{\mathbf{k}^{\prime}} \operatorname{tr}\left(\varphi_{\mathbf{q}}^{s}\left(\mathbf{k}^{\prime}\right) \Lambda_{\mathbf{q}}\left(\mathbf{k}^{\prime}\right)\right)\left[\Lambda_{\mathbf{q}}^{\dagger}(\mathbf{k})\right]_{\alpha \beta} \\
& \quad-\frac{1}{N} \sum_{\mathbf{q}^{\prime}} V\left(\mathbf{q}^{\prime}\right)\left[\Lambda_{\mathbf{q}^{\prime}}^{\dagger}(\mathbf{k}) \varphi_{\mathbf{q}}^{s}\left(\mathbf{k}-\mathbf{q}^{\prime}\right) \Lambda_{\mathbf{q}^{\prime}}(\mathbf{k}-\mathbf{q})\right]_{\alpha \beta} \tag{28}
\end{align*}
$$

Note that $\varphi_{\mathbf{q}, \alpha \beta}^{s}(\mathbf{k})$ is defined to be zero when $n_{\alpha}(\mathbf{k})=n_{\beta}(\mathbf{k}-$ $\mathbf{q})$. For collective modes with nonzero energy $\omega_{\mathbf{q}, s}$, the signs $\eta_{\mathbf{q}, s}$ are related to the collective mode wave functions through


FIG. 1. Definition of the effective interaction obtained from summing RPA diagrams.
the following relation:

$$
\begin{equation*}
\sum_{\mathbf{k}} \sum_{i, n}\left(\left|\varphi_{\mathbf{q}, n i}^{s}(\mathbf{k})\right|^{2}-\left|\varphi_{\mathbf{q}, i n}^{s}(\mathbf{k})\right|^{2}\right)=\eta_{\mathbf{q}, s}= \pm 1 \tag{29}
\end{equation*}
$$

where we have again used the convention that $i$ labels occupied states, and $n$ labels empty states. The physical meaning of the $\eta_{\mathbf{q}, s}$ sign factors and their appearance in the denominator of the collective mode propagator in Eq. (27) can be understood as follows. The Bethe-Salpeter equation at momentum q describes both the collective mode creation operators, which we denote as $b_{\mathbf{q}}^{\dagger}$, and the collective mode annihilation operators, denoted as $b_{-\mathbf{q}}$. The collective mode propagator therefore contains contributions of the form $\int d \tau e^{i \nu \tau}\left\langle\hat{T} b_{-\mathbf{k}}(\tau) b_{-\mathbf{k}}^{\dagger}(0)\right\rangle$ and $\int d \tau e^{i \nu \tau}\left\langle\hat{T} b_{\mathbf{k}}^{\dagger}(\tau) b_{\mathbf{k}}(0)\right\rangle$, where $\hat{T}$ is the time-ordering operator. The latter can be rewritten as $\int d \tau e^{-i \nu \tau}\left\langle\hat{T} b_{\mathbf{k}}(\tau) b_{\mathbf{k}}^{\dagger}(0)\right\rangle$, hence the origin of the minus sign in front of $i v$ in some of the collective mode propagators. From this we conclude that $\eta_{\mathbf{q}, s}=1$ means that $\varphi_{\mathbf{q}}^{s}$ corresponds to a collective mode creation operator, whereas $\eta_{\mathbf{q}, s}=-1$ means that $\varphi_{\mathbf{q}}^{s}$ corresponds to a collective mode annihilation operator.

Now that we have completely defined the collective mode propagator in Eq. (27) as a solution to the Bethe-Salpeter equation it is straightforward to obtain the RPA effective interaction by plugging this propagator in the diagrams in Fig. 1(a). The last four diagrams in this figure can then be interpreted as the effective interaction between electrons which results from the exchange of collective modes. In the next section we will do this explicitly for the collective modes that correspond to Goldstone modes of the spontaneously broken continuous symmetry.

Before ending this section, we mention two facts that will be important for our calculations in the sections below (more details can be found in the Appendices):
(i) The collective mode propagator is guaranteed to have a particle-hole symmetry, which implies that if $\varphi_{\mathbf{q}}^{s}$ is a solution to the generalized eigenvalue equation (28) with energy $\omega_{\mathbf{q}, s}$, then so is its particle-hole conjugate partner $\varphi_{-\mathbf{q}}^{s^{\prime}}$ defined as

$$
\begin{equation*}
\varphi_{-\mathbf{q}, \alpha \beta}^{s^{\prime}}(\mathbf{k}):=\mathcal{P}\left[\varphi_{\mathbf{q}, \alpha \beta}^{s}(\mathbf{k})\right]:=\varphi_{\mathbf{q}, \beta \alpha}^{s *}(\mathbf{k}+\mathbf{q}) \tag{30}
\end{equation*}
$$



FIG. 2. Diagrammatic representation of the Bethe-Salpeter equation for $G_{2}(\mathbf{q}, i v)$, the solution of which represents the infinite sum of RPA diagrams shown in Fig. 1(b).
where $\mathcal{P}$ is the (antiunitary) particle-hole conjugation operator. Note that the particle-hole transformation inverts the momentum $\mathbf{q}$, but preserves the energy $\omega_{\mathbf{q}, s}$. From Eq. (29) we also see that the particle-hole transformation flips the signs $\eta_{\mathbf{q}, s}$.
(ii) When the self-consistent Hartree-Fock state has a time-reversal symmetry $\mathcal{T}$, the combined action $\mathcal{P} \mathcal{T}$ is a unitary symmetry which preserves momentum but flips the signs $\eta_{\mathbf{q}, s}$ defined in Eq. (29). The $\mathcal{P} \mathcal{T}$ symmetry guarantees that nonzero energies appear in degenerate pairs $\omega_{\mathbf{q}, s}=\omega_{\mathbf{q}, s^{\prime}}$. Furthermore, the corresponding wave functions are related by

$$
\begin{equation*}
\varphi_{\mathbf{q}, \alpha \beta}^{s^{\prime}}(\mathbf{k}):=\mathcal{P} \mathcal{T}\left[\varphi_{\mathbf{q}, \alpha \beta}^{s}(\mathbf{k})\right]:=\varphi_{\mathbf{q}, \beta \alpha}^{s}(-\mathbf{k}+\mathbf{q}) \tag{31}
\end{equation*}
$$

where we have without loss of generality chosen to work in a gauge where $\mathcal{T}\left|u_{\alpha}(\mathbf{k})\right\rangle=\left|u_{\alpha}(-\mathbf{k})\right\rangle$. Below, we will exclusively focus on time-reversal symmetric self-consistent Hartree-Fock states and make use of this property. In particular, we will use that for every nonzero collective mode energy $\omega_{\mathbf{q}, s}$, there are two collective mode wave functions $\varphi_{\mathbf{q}}^{s}$ which are related by the action of $\mathcal{P} \mathcal{T}$, and which have opposite signs $\eta_{\mathbf{q}, s}$. We will use the convention that for every $s>0$, the wave functions corresponding to $\omega_{\mathbf{q}, s}$ are denoted as $\varphi_{\mathbf{q}}^{ \pm s}$, where the sign is determined by the corresponding value of $\eta_{\mathbf{q}, s}$.

## V. INTERACTING ELECTRONS AND GOLDSTONE MODES

If the self-consistent Hartree-Fock state spontaneously breaks a continuous symmetry, then the collective mode spectrum is guaranteed to have gapless branches corresponding to the Goldstone modes. From now on we will exclusively focus on these Goldstone modes, and ignore the other collective modes. We are mainly interested in linearly dispersing Goldstone modes (quadratically dispersing Goldstone modes are simpler, and do not require the full power of the formalism that we develop here). So we assume that at small momenta the Goldstone mode energies can be written as $\omega_{\mathbf{q}, s}=c_{s}|\mathbf{q}|+$ $\mathcal{O}\left(\mathbf{q}^{2}\right)$, where $c_{s}$ are the Goldstone mode velocities.

For linearly dispersing Goldstone modes, there is a one-to-one correspondence between the Goldstone modes and the broken symmetry generators $Q_{s}$ [25]. For each Goldstone mode we can write down the exact analytic expression for the zero mode wave function at $\mathbf{q}=0$ :

$$
\begin{equation*}
\tilde{Q}_{s, \alpha \beta}(\mathbf{k})=i\left\langle u_{\alpha}(\mathbf{k})\right| Q_{s}\left|u_{\beta}(\mathbf{k})\right\rangle\left[n_{\alpha}(\mathbf{k})-n_{\beta}(\mathbf{k})\right], \tag{32}
\end{equation*}
$$

where the factor $i$ is added to ensure that $\tilde{Q}_{s, \alpha \beta}(\mathbf{k})$ is an eigenstate of the particle-hole conjugation operator $\mathcal{P}$ defined in Eq. (30) with eigenvalue 1. Given that $Q_{s}$ commutes with $h(\mathbf{k})$, one can check that $\tilde{Q}_{s}$ is indeed a zero energy solution of the generalized eigenvalue equation for the collective modes [Eq. (28)]. Furthermore, due to the factor $\left[n_{\alpha}(\mathbf{k})-n_{\beta}(\mathbf{k})\right]$ the wave function $\tilde{Q}_{s, \alpha \beta}(\mathbf{k})$ is nonzero only when the symmetry generator $Q_{s}$ is broken (if it is not broken, then $Q_{s}$ commutes with the mean-field Hamiltonian and hence is diagonal in the mean-field basis $\left.\left|u_{\alpha}(\mathbf{k})\right\rangle\right)$.

In the remainder of this section we first derive the scattering vertex between electrons and Goldstone modes, and then we construct an effective electron-boson model.

## A. Electron-Goldstone scattering vertex

To obtain the interaction between electrons mediated by the exchange of Goldstone modes we start from Eq. (27), which gives the general form of $G_{2}(\mathbf{q}, i v)$ as a solution to the BetheSalpeter equation, and only keep those collective modes that correspond to the Goldstone modes. Taking this expression, and plugging it into the diagrams in Fig. 1(a), we see that the effective RPA interaction is given by the bare interaction [the left-most diagram in Fig. 1(a)], plus an interaction where the electrons emit and absorb a Goldstone mode, which can be denoted by the following single diagram:


In this diagram, the wavy line denotes the boson progagator $\left(i \nu \eta_{\mathbf{q}, s}-\omega_{\mathbf{q}, s}\right)^{-1}$, and the scattering vertex is given by

where the box represents the Goldstone wave function $\varphi_{\mathbf{q}, \alpha \beta}^{s}(\mathbf{k})$. Written out in equations, the vertex is given by

$$
\begin{align*}
\hat{g}_{\mathbf{q}, \alpha \beta}^{s}(\mathbf{k})= & V(\mathbf{q}) \frac{1}{N} \sum_{\mathbf{k}^{\prime}} \operatorname{tr}\left(\varphi_{\mathbf{q}}^{s}\left(\mathbf{k}^{\prime}\right) \Lambda_{\mathbf{q}}\left(\mathbf{k}^{\prime}\right)\right)\left[\Lambda_{\mathbf{q}}^{\dagger}(\mathbf{k})\right]_{\alpha \beta} \\
& -\frac{1}{N} \sum_{\mathbf{q}^{\prime}} V\left(\mathbf{q}^{\prime}\right)\left[\Lambda_{\mathbf{q}^{\prime}}^{\dagger}(\mathbf{k}) \varphi_{\mathbf{q}}^{s}\left(\mathbf{k}-\mathbf{q}^{\prime}\right) \Lambda_{\mathbf{q}^{\prime}}(\mathbf{k}-\mathbf{q})\right]_{\alpha \beta} \tag{35}
\end{align*}
$$

Note that $\hat{g}_{\mathbf{q}, \alpha \beta}^{s}(\mathbf{k})$ is generically nonzero for all $\alpha$ and $\beta$, whereas $\varphi_{\mathbf{q}, \alpha \beta}^{s}(\mathbf{k})$ is only nonzero if $n_{\alpha}(\mathbf{k}) \neq n_{\beta}(\mathbf{k}-\mathbf{q})$. The terms in Eq. (35) which define $\hat{g}_{\mathbf{q}}^{s}$ have appeared previously as part of the generalized eigenvalue equation in Eq. (28). Since the Goldstone wave functions $\varphi_{\mathbf{q}}^{s}$ are obtained as solutions to that equation, we immediately obtain from Eqs. (35) and (28)
that

$$
\begin{align*}
\hat{g}_{\mathbf{q}, \alpha \beta}^{s}(\mathbf{k})= & \left(\left[n_{\alpha}(\mathbf{k})-n_{\beta}(\mathbf{k}-\mathbf{q})\right] \eta_{\mathbf{q}, s} \omega_{\mathbf{q}, s}\right. \\
& \left.-\left|E_{\alpha}(\mathbf{k})-E_{\beta}(\mathbf{k}-\mathbf{q})\right|\right) \varphi_{\mathbf{q}, \alpha \beta}^{s}(\mathbf{k}) \\
\text { if } n_{\alpha}(\mathbf{k}) \neq & n_{\beta}(\mathbf{k}-\mathbf{q}) . \tag{36}
\end{align*}
$$

For the components $\hat{g}_{\mathbf{q}, \alpha \beta}^{s}(\mathbf{k})$ with $n_{\alpha}(\mathbf{k})=n_{\beta}(\mathbf{k}-\mathbf{q})$ we have no general analytic expression.

As explained in Appendix B, we fix the gauge of the Goldstone mode wave functions such that the electron-Goldstone vertex satisfies

$$
\begin{equation*}
\hat{g}_{\mathbf{q}, \alpha \beta}^{s *}(\mathbf{k})=\hat{g}_{-\mathbf{q}, \beta \alpha}^{-s}(\mathbf{k}-\mathbf{q}) \tag{37}
\end{equation*}
$$

which is a direct consequence of the collective-mode particlehole symmetry $\mathcal{P}$. This property of the vertex ensures that the Goldstone-mediated interaction between electrons is Hermitian.

## B. Effective electron-boson model

In the previous section we have derived an explicit expression for the interaction between electrons mediated by the exchange of Goldstone modes. The Goldstone modes are collective excitations of the electron fluid, and hence are not described by independent microscopic degrees of freedom. In this section, however, we will write down an effective theory which does contain both independent electronic and bosonic degrees of freedom, and which mimics the behavior of the coupled electron-Goldstone-boson system. The action for the effective electron-boson model is given by

$$
\begin{equation*}
S=S_{\mathrm{el}}+S_{V}+S_{B}+S_{\mathrm{el}-\mathrm{B}}+S_{C}, \tag{38}
\end{equation*}
$$

where $S_{\mathrm{el}}$ and $S_{V}$ respectively denote the quadratic and interacting part of the electronic action that appeared previously in the Hartree-Fock path integral in Eq. (25).

The terms $S_{B}, S_{\text {el-B }}$, and $S_{C}$ are not present in the HartreeFock action. Of these, the first two describe the Goldstone dynamics and the electron-Goldstone-mode scattering. The Goldstone dynamics is described by

$$
\begin{equation*}
S_{B}=\int_{0}^{1 / T} d \tau \sum_{s>0} \sum_{\mathbf{q}} \bar{b}_{\mathbf{q}, s}\left(\partial_{\tau}+\omega_{\mathbf{q}, s}\right) b_{\mathbf{q}, s} \tag{39}
\end{equation*}
$$

where $\bar{b}_{\mathbf{q}, s}, b_{\mathbf{q}, s}$ are bosonic fields corresponding to the Goldstone creation and annihilation operators. The electronGoldstone coupling is given by

$$
\begin{align*}
S_{\mathrm{el}-\mathrm{B}}= & \int_{0}^{1 / T} d \tau \frac{1}{\sqrt{N}} \sum_{\mathbf{q}, \mathbf{k}} \bar{\psi}_{\mathbf{k}, \alpha} \psi_{\mathbf{k}-\mathbf{q}, \beta} \\
& \times \sum_{s>0} \sqrt{\frac{c_{s}}{2 \omega_{\mathbf{q}} a w_{s}}}\left(\tilde{g}_{\mathbf{q}, \alpha \beta}^{s}(\mathbf{k}) \bar{b}_{-\mathbf{q}, s}+\tilde{g}_{\mathbf{q}, \alpha \beta}^{-s}(\mathbf{k}) b_{\mathbf{q}, s}\right) \tag{40}
\end{align*}
$$

where for future use we have defined rescaled vertices:

$$
\begin{equation*}
\tilde{g}_{\mathbf{q}, \alpha \beta}^{ \pm s}(\mathbf{k}):=\hat{g}_{\mathbf{q}, \alpha \beta}^{ \pm s}(\mathbf{k}) \sqrt{\frac{2 \omega_{\mathbf{q}} a w_{s} N}{c_{s}}} \tag{41}
\end{equation*}
$$

where $a$ is the lattice constant and $w_{s}$ a dimensionless number. Below we will explain how to choose $w_{s}$. From Eq. (37)
it follows that tree-level boson exchange in the effective electron-boson model indeed generates the interaction in Eq. (33).

So far we have taken the Hartree-Fock action and supplemented it with the bosonic degrees of freedom. The theories with and without the bosonic fields are obviously not the same. In particular, the bosonic degrees of freedom are designed to capture the RPA fluctuations which result from the electronic interaction. As a result, working at tree level with the effective action in Eq. (38) (without $S_{C}$ ) is the same as doing the infinite sum of RPA diagrams in the original theory. Once loops are taken into account in the effective theory, however, one has to be careful that the loop diagrams do not correspond to a double counting of RPA diagrams in the original theory. For example, $\omega_{\mathbf{q}, s}$ is already the complete boson dispersion which is generated by the electron dynamics, and it should therefore not be further renormalized by coupling to the electrons. To ensure this, we have to add a counter term which is quadratic in the boson fields, and which removes all self-energy diagrams for the bosons. Another counter term quartic in the fermion fields has to be added to remove the RPA renormalization of the electron repulsion, as this effect is already contained in the interaction mediated by boson exchange. All these counter terms are contained in $S_{C}$. It is not necessary to construct these terms explicitly-all one needs to know is that they eliminate certain diagrams such that working with the effective theory beyond tree level is the same as working with the original theory.

## C. Transforming to the real basis

In this final section we bring the effective electron-boson model introduced in the previous section in a more standard form. First, we rescale the boson fields as follows:

$$
\begin{equation*}
\bar{b}_{\mathbf{q}, s}, b_{\mathbf{q}, s} \rightarrow \sqrt{\frac{a w_{s}}{c_{s}}} \bar{b}_{\mathbf{q}, s}, \quad \sqrt{\frac{a w_{s}}{c_{s}}} b_{\mathbf{q}, s} \tag{42}
\end{equation*}
$$

and then define the usual (Fourier transformed) canonically conjugate real fields as

$$
\begin{align*}
\phi_{\mathbf{q}, s} & =\frac{1}{\sqrt{2 \omega_{\mathbf{q}}}}\left(\bar{b}_{\mathbf{q}, s}+b_{-\mathbf{q}, s}\right),  \tag{43}\\
\pi_{\mathbf{q}, s} & =i \sqrt{\frac{\omega_{\mathbf{q}}}{2}}\left(\bar{b}_{\mathbf{q}, s}-b_{-\mathbf{q}, s}\right), \tag{44}
\end{align*}
$$

where we adopted the standard notation. In terms of the new fields, the quadratic boson action becomes

$$
\begin{align*}
S_{B}= & \int_{0}^{1 / T} d \tau \sum_{s>0} \frac{a w_{s}}{c_{s}} \sum_{\mathbf{q}}\left(-i \pi_{\mathbf{q}, s} \partial_{\tau} \phi_{-\mathbf{q}, s}\right. \\
& \left.+\frac{1}{2} \pi_{\mathbf{q}, s} \pi_{-\mathbf{q}, s}+\frac{1}{2} \omega_{\mathbf{q}, s}^{2} \phi_{\mathbf{q}, s} \phi_{-\mathbf{q}, s}\right), \tag{45}
\end{align*}
$$

and the electron-boson vertex is given by

$$
\begin{align*}
S_{\mathrm{el}-\mathrm{B}}= & \int_{0}^{1 / T} d \tau \frac{1}{\sqrt{N}} \sum_{\mathbf{q}, \mathbf{k}} \bar{\psi}_{\mathbf{k}, \alpha} \psi_{\mathbf{k}-\mathbf{q}, \beta} \\
& \times \sum_{s>0}\left(g_{\mathbf{q}, \alpha \beta}^{s}(\mathbf{k}) \phi_{-\mathbf{q}, s}+f_{\mathbf{q}, \alpha \beta}^{s}(\mathbf{k}) \pi_{-\mathbf{q}, s}\right), \tag{46}
\end{align*}
$$

with

$$
\begin{gather*}
g_{\mathbf{q}, \alpha \beta}^{s}(\mathbf{k})=\frac{1}{2}\left(\tilde{g}_{\mathbf{q}, \alpha \beta}^{s}(\mathbf{k})+\tilde{g}_{\mathbf{q}, \alpha \beta}^{-s}(\mathbf{k})\right),  \tag{47}\\
f_{\mathbf{q}, \alpha \beta}^{s}(\mathbf{k})=\frac{-i}{2 \omega_{\mathbf{q}, s}}\left(\tilde{g}_{\mathbf{q}, \alpha \beta}^{s}(\mathbf{k})-\tilde{g}_{\mathbf{q}, \alpha \beta}^{-s}(\mathbf{k})\right) . \tag{48}
\end{gather*}
$$

As a final step, we integrate out the $\pi_{\mathbf{q}, s}$ fields. This produces the following quadratic boson action:

$$
\begin{equation*}
S_{B}=\frac{1}{2} \int d \tau \sum_{s>0} \frac{a w_{s}}{c_{s}} \sum_{\mathbf{q}}\left(-\phi_{-\mathbf{q}} \partial_{\tau}^{2} \phi_{\mathbf{q}}+\omega_{\mathbf{q}, s}^{2} \phi_{\mathbf{q}, s} \phi_{-\mathbf{q}, s}\right) \tag{49}
\end{equation*}
$$

In the long-wavelength continuum limit, using $\omega_{\mathbf{q}, s} \sim c_{s}^{2} \mathbf{q}^{2}$, we can write this as the standard action for relativistic real scalar fields:

$$
\begin{equation*}
S_{B}=\frac{1}{2} \int d \tau \int d^{2} \mathbf{r} \sum_{s>0} \chi_{s}\left(\partial_{\tau} \phi_{s}\right)^{2}+\rho_{s}\left(\nabla \phi_{s}\right)^{2} \tag{50}
\end{equation*}
$$

with $\chi_{s}=w_{s} / a c_{s}$, and $\rho_{s}=w_{s} c_{s} / a$ is the stiffness. After integrating out $\pi_{\mathbf{q}, s}$, the electron-Goldstone vertex becomes

$$
\begin{align*}
S_{\mathrm{el}-\mathrm{B}}= & \int_{0}^{1 / T} d \tau \frac{1}{\sqrt{N}} \sum_{\mathbf{q}, \mathbf{k}} \bar{\psi}_{\mathbf{k}, \alpha} \psi_{\mathbf{k}-\mathbf{q}, \beta} \\
& \times \sum_{s>0}\left(g_{\mathbf{q}, \alpha \beta}^{s}(\mathbf{k}) \phi_{-\mathbf{q}, s}+f_{\mathbf{q}, \alpha \beta}^{s}(\mathbf{k}) i \partial_{\tau} \phi_{-\mathbf{q}, s}\right), \tag{51}
\end{align*}
$$

where in the second term $\pi_{\mathbf{q}, s}$ is now replaced with $i \partial_{\tau} \phi_{\mathbf{q}, s}$. Finally, we also obtain the following two-body interaction
from integrating out $\pi_{\mathbf{q}, s}$ :

$$
\begin{align*}
S_{V \pi}= & \int d \tau \sum_{s>0} \frac{-c_{s}}{2 a w_{s} N} \sum_{\mathbf{k}, \mathbf{k}^{\prime}, \mathbf{q}}\left(\bar{\psi}_{\mathbf{k}} f_{\mathbf{q}}^{s}(\mathbf{k}) \psi_{\mathbf{k}-\mathbf{q}}\right) \\
& \times\left(\bar{\psi}_{\mathbf{k}^{\prime}} f_{-\mathbf{q}}^{s}\left(\mathbf{k}^{\prime}\right) \psi_{\mathbf{k}^{\prime}+\mathbf{q}}\right) \tag{52}
\end{align*}
$$

where we have suppressed the Greek indices, and instead adopted a matrix notation. From Eqs. (48) and (37) it follows that we can equivalently write Eq. (52) as

$$
\begin{align*}
S_{V \pi}= & \int d \tau \sum_{s>0} \frac{-c_{s}}{2 a w_{s} N} \sum_{\mathbf{k}, \mathbf{k}^{\prime}, \mathbf{q}}\left(\bar{\psi}_{\mathbf{k}} f_{\mathbf{q}}^{s}(\mathbf{k}) \psi_{\mathbf{k}-\mathbf{q}}\right) \\
& \times\left(\bar{\psi}_{\mathbf{k}^{\prime}-\mathbf{q}} f_{\mathbf{q}}^{s \dagger}\left(\mathbf{k}^{\prime}\right) \psi_{\mathbf{k}^{\prime}}\right) \tag{53}
\end{align*}
$$

which makes explicit that this is a negative definite interaction.

## VI. THE ROTATING FRAME

We continue to work with the effective electron-boson model derived in the previous section. Even though this model was shown to exactly reproduce the RPA result, we will argue below that it has an (apparent) unphysical property, which can be removed by working in the so-called "rotating frame."

## A. The problem: Strong interband scattering in the $\mathbf{q} \rightarrow \mathbf{0}$ limit

It follows from Eqs. (36) and (41) that the vertices $g_{\mathbf{q}}^{s}$ and $f_{\mathbf{q}}^{s}$ in the effective electron-boson model [defined in Eqs. (47) and (48)] are given by

$$
\begin{align*}
& g_{\mathbf{q}, \alpha \beta}^{s}(\mathbf{k})=\frac{1}{2}\left\{\left[n_{\alpha}(\mathbf{k})-n_{\beta}(\mathbf{k}-\mathbf{q})\right] \omega_{\mathbf{q}, s}\left[\tilde{\varphi}_{\mathbf{q}, \alpha \beta}^{s}(\mathbf{k})-\tilde{\varphi}_{\mathbf{q}, \alpha \beta}^{-s}(\mathbf{k})\right]-\left|E_{\alpha}(\mathbf{k})-E_{\beta}(\mathbf{k}-\mathbf{q})\right|\left[\tilde{\varphi}_{\mathbf{q}, \alpha \beta}^{s}(\mathbf{k})+\tilde{\varphi}_{\mathbf{q}, \alpha \beta}^{-s}(\mathbf{k})\right]\right\} \\
& f_{\mathbf{q}, \alpha \beta}^{s}(\mathbf{k})=\frac{-i}{2 \omega_{\mathbf{q}, s}}\left\{\left[n_{\alpha}(\mathbf{k})-n_{\beta}(\mathbf{k}-\mathbf{q})\right] \omega_{\mathbf{q}, s}\left[\tilde{\varphi}_{\mathbf{q}, \alpha \beta}^{s}(\mathbf{k})+\tilde{\varphi}_{\mathbf{q}, \alpha \beta}^{-s}(\mathbf{k})\right]-\left|E_{\alpha}(\mathbf{k})-E_{\beta}(\mathbf{k}-\mathbf{q})\right|\left[\tilde{\varphi}_{\mathbf{q}, \alpha \beta}^{s}(\mathbf{k})-\tilde{\varphi}_{\mathbf{q}, \alpha \beta}^{-s}(\mathbf{k})\right]\right\}, \tag{54}
\end{align*}
$$

if $n_{\alpha}(\mathbf{k}) \neq n_{\beta}(\mathbf{k}-\mathbf{q})$. Here we have used that $\eta_{\mathbf{q}, s}=-\eta_{\mathbf{q},-s}$, and we have defined

$$
\begin{equation*}
\tilde{\varphi}_{\mathbf{q}, \alpha \beta}^{ \pm s}(\mathbf{k}):=\varphi_{\mathbf{q}, \alpha \beta}^{ \pm s}(\mathbf{k}) \sqrt{\frac{2 \omega_{\mathbf{q}} a w_{s} N}{c_{s}}} \tag{55}
\end{equation*}
$$

In Appendix B we show that in a suitable gauge for the collective mode wave functions one can choose $w_{s}$ such that the following equation holds:

$$
\begin{equation*}
\lim _{\mathbf{q} \rightarrow 0} \tilde{\varphi}_{\mathbf{q}, \alpha \beta}^{ \pm s}(\mathbf{k})=\tilde{Q}_{s, \alpha \beta}(\mathbf{k}) \tag{56}
\end{equation*}
$$

where $\tilde{Q}_{s, \alpha \beta}(\mathbf{k})$ is the Goldstone zero mode at $\mathbf{q}=0$ defined in Eq. (32). From the exact expression for this zero mode, and Eq. (B2), we see that

$$
\begin{equation*}
\lim _{\mathbf{q} \rightarrow 0} g_{\mathbf{q}, \alpha \beta}^{s}(\mathbf{k})=i\left[E_{\alpha}(\mathbf{k})-E_{\beta}(\mathbf{k})\right]\left\langle u_{\alpha}(\mathbf{k})\right| Q_{s}\left|u_{\beta}(\mathbf{k})\right\rangle \tag{57}
\end{equation*}
$$

if $n_{\alpha}(\mathbf{k}) \neq n_{\beta}(\mathbf{k})$. Equation (57) shows that $\mathbf{q}=0$ Goldstone modes induce scattering between electrons in different mean-field bands. This is because the mean-field bands have gaps which result from the presence of a nonzero symmetry-breaking order parameter. The way the original, noninteracting bands are split to generate the mean-field bands
depends on the orientation of the order parameter. So a $\mathbf{q}=0$ Goldstone mode, which corresponds to a global rotation of the order parameter, will induce a mixing of the mean-field bands which enter the Hartree-Fock path integral, as they are defined using an order parameter with a chosen fixed orientation. We note that Eq. (57) has previously also been obtained in Ref. [7], although the authors of that work did not use the RPA approach adopted here.

The exchange of long-wavelength Goldstone modes generates an interaction between mean-field electrons in different bands which is of the form $\sim \Delta^{2} /\left(\chi_{s}(i v)^{2}-\rho_{s} \mathbf{q}^{2}\right)$, where $\Delta$ is the gap between the mean-field bands induced by the symmetry breaking. As a result, the energy scale associated with a nonresonant process where the exchange of a long wavelength Goldstone mode with energy $c_{s}|\mathbf{q}|=\sqrt{\rho_{s} / \chi_{s}}|\mathbf{q}| \ll \Delta$ scatters a pair of electrons across the bandgap is $\Delta^{2} /\left(\chi_{s} \Delta^{2}-\right.$ $\left.\rho_{s} \mathbf{q}^{2}\right) \sim \chi_{s}^{-1}$. As $\chi_{s}^{-1}$ is generically expected to be order one in natural energy scales (which is indeed the case in the examples discussed below), such nonresonant processes cannot be ignored. The inevitable conclusion is thus that generically the mean-field electrons are strongly coupled to the long wavelength Goldstone modes. However, in the next section we will show that electrons which are defined
in a rotating frame are not affected by small-q Goldstone modes.

As a final comment, note that from Eq. (54) it follows that also $\lim _{\mathbf{q} \rightarrow 0} f_{\mathbf{q}}^{s} \neq 0$. However, as $f_{\mathbf{q}}^{s}$ is the vertex which couples the mean-field electrons to $\partial_{\tau} \phi$, this leads to an interaction of the form $\sim v^{2} /\left((i v)^{2}-c^{2} \mathbf{q}^{2}\right)$, which remains finite in the $v, \mathbf{q} \rightarrow 0$ limit.

## B. The solution: The rotating frame

To remove the strong interband interactions between the mean-field electrons discussed in the previous section we perform a change of integration variables in the path integral of the electron-boson model. In particular, in the local orbital basis we change the Grassmann fields as

$$
\begin{equation*}
\psi_{a}(\mathbf{r}) \rightarrow \sum_{b} R_{a b}(\mathbf{r}) \psi_{b}(\mathbf{r}) \tag{58}
\end{equation*}
$$

with

$$
\begin{equation*}
R(\mathbf{r})=\exp \left(-i \sum_{s>0} \phi_{s}(\mathbf{r}) Q_{s}\right) \tag{59}
\end{equation*}
$$

As this is a unitary transformation, the corresponding change of integration variables has a trivial Jacobian. In momentum space, and working in the mean-field basis, the transformation in Eq. (58) can be written as
$\psi_{\alpha}(\mathbf{k}) \rightarrow \psi_{\alpha}(\mathbf{k})-\frac{i}{\sqrt{N}} \sum_{s, \mathbf{q}, \beta} \phi_{\mathbf{q}, s} Q_{\mathbf{q}, \alpha \beta}^{s}(\mathbf{k}) \psi_{\beta}(\mathbf{k}-\mathbf{q})+\mathcal{O}\left(\phi^{2}\right)$,
where we have defined

$$
\begin{equation*}
Q_{\mathbf{q}, \alpha \beta}^{s}(\mathbf{k})=\left\langle u_{\alpha}(\mathbf{k})\right| Q_{s}\left|u_{\beta}(\mathbf{k}-\mathbf{q})\right\rangle . \tag{61}
\end{equation*}
$$

Performing this change of variables in the kinetic term of the mean-field fermions, $\sum_{\mathbf{k}, \alpha} \bar{\psi}_{\mathbf{k}, \alpha}\left(\partial_{\tau}+E_{\alpha}(\mathbf{k})\right) \psi_{\mathbf{k}, \alpha}$, produces terms which can be absorbed in $S_{\text {el-B }}$. In particular, using Eq. (60) we find that the change of Grassmann variables induces following shift in the vertex functions:

$$
\begin{align*}
g_{\mathbf{q}, \alpha \beta}^{s}(\mathbf{k}) & \rightarrow g_{\mathbf{q}, \alpha \beta}^{s}(\mathbf{k})-i Q_{\mathbf{q}, \alpha \beta}^{s}(\mathbf{k})\left[E_{\alpha}(\mathbf{k})-E_{\beta}(\mathbf{k}-\mathbf{q})\right] \\
= & : g_{\mathbf{q}, \alpha \beta}^{R s}(\mathbf{k}) \tag{62}
\end{align*}
$$

The change of variables also introduces higher-order interaction terms of the form $\phi^{n} \bar{\psi} \psi$ with $n>1$, but we ignore these terms here.

From Eqs. (57) and (62) we see that

$$
\begin{equation*}
\lim _{\mathbf{q} \rightarrow 0} g_{\mathbf{q}, \alpha \beta}^{R s}(\mathbf{k})=0, \tag{64}
\end{equation*}
$$

i.e., the $v, \mathbf{q}=0$ Goldstone modes decouple from the electrons. This shows that the electrons defined in Eq. (58), which live in a rotating frame that locally follows the order parameter fluctuations, will have much smaller self-energy corrections than the mean-field electrons, and hence will be much closer to the true quasiparticles of the symmetry-broken system.

Before concluding this section let us mention the effect of going to the rotating frame on the other terms in the action of the electron-boson model. First, the change of Grassmann
variables in Eq. (58) leaves the bare interaction term $S_{V}$ invariant. However, in general it will change the interaction contained in $S_{V \pi}$ (53). For some applications it might be important to keep this in mind, but in the remainder of this work we will not use the interactions contained in $S_{V}$ and $S_{V \pi}$ anymore.

## C. Implications for electron spectral functions

In this section we investigate the consequences of the fact that quasiparticles are defined in a rotating frame for the correlation functions of microscopic fermions. In particular, we are interested in the two-point functions

$$
\begin{align*}
G_{a b}\left(\tau, \mathbf{r}-\mathbf{r}^{\prime}\right) & =-\left\langle\hat{T} c_{\mathbf{r}, a}(\tau) c_{\mathbf{r}^{\prime}, b}^{\dagger}(0)\right\rangle_{\beta}  \tag{65}\\
& =\frac{-1}{Z} \int_{\bar{\psi}, \psi, \phi} \psi_{\mathbf{r}, a} \bar{\psi}_{\mathbf{r}^{\prime}, b} e^{-S[\bar{\psi}, \psi, \phi]} \tag{66}
\end{align*}
$$

where $\hat{T}$ is again the time-ordering operator, $\langle\cdot\rangle_{\beta}$ is the thermal average, and $\int_{\bar{\psi}, \psi, \phi}$ a path integral for the fields $\bar{\psi}, \psi$ and $\phi$. Note that the fermion fields in Eq. (66) are in the original, unrotated frame. Performing the change of integration variables as in Eq. (58), we obtain

$$
G_{a b}(\tau, \mathbf{r})=-\sum_{c, d}\left\langle R_{c a}^{*}(\tau, \mathbf{r}) \psi_{c, \mathbf{r}}(\tau) R_{d b}(0,0) \bar{\psi}_{d, 0}(0)\right\rangle_{\beta}
$$

where $\bar{\psi}, \psi$ now live in the rotated frame, and hence describe the quasiparticles of the broken-symmetry state. As a first approximation, we ignore the interaction between the electrons and the Goldstone modes, such that the correlation function of the microscopic electrons factorizes as

$$
G_{a b}(\tau, \mathbf{r})=-\sum_{c, d}\left\langle R_{c a}^{*}(\tau, \mathbf{r}) R_{d b}(0,0)\right\rangle\left\langle\psi_{c, \mathbf{r}}(\tau) \bar{\psi}_{d}(0,0)\right\rangle_{\beta}
$$

By working with this approximation we make a physical assumption that corrections resulting from electron-Goldstone mode interactions will be subleading compared to the above "zeroth-order" contribution. This assumption is partly justified by the fact that fermions in the rotating frame decouple from the Goldstone modes at long wavelengths. Going to frequency and momentum space we then obtain

$$
\begin{align*}
G_{a b}(i \omega, \mathbf{k})= & \frac{-T}{N} \sum_{i v, \mathbf{q}} \sum_{c d \alpha} D_{a b, c d}^{R}(i v, \mathbf{q}) \\
& \times \frac{u_{\alpha}^{c}(\mathbf{k}-\mathbf{q}) u_{\alpha}^{d *}(\mathbf{k}-\mathbf{q})}{i(\omega-v)-E_{\mathbf{k}-\mathbf{q}, \alpha}} \tag{67}
\end{align*}
$$

where $D_{a b, c d}^{R}(i v, \mathbf{q})=-\left\langle R_{c a}^{*}(i v, \mathbf{q}) R_{d b}(i v, \mathbf{q})\right\rangle$. We thus find that the fermion correlation function in frequency-momentum space is a convolution of the fermionic quasiparticle propagator with the propagator of the Goldstone modes. Note that Eq. (67) has previously been obtained for the half-filled Hubbard model in Ref. [15], and very similar expressions are found in theories where the electron is assumed to fractionalize in a spinon and a holon [16-22].

Up to now our effective electron-boson model describes a collection of independent generalized "spin-waves" and does not take topological order parameter configurations, such as, e.g., vortices or skyrmions, or interactions between Goldstone modes into account. To remedy this, one can improve the
model to correctly capture the compact nature of the order parameter manifold by rewriting the Goldstone action as a nonlinear sigma model. We will do this explicitly in the next section for the antiferromagnetic ground state of the Hubbard model (as was originally done in Refs. [12-14]). With the nonlinear sigma model description of the Goldstone modes, it is possible that thermal fluctuations destroy the long-range order at a much lower temperature than the mean-field transition temperature at which the symmetry-breaking gap disappears from the Hartree-Fock band spectrum. This is especially relevant in 2D, where the Hohenberg-Mermin-Wagner theorem states that long-range order from continuous symmetry breaking disappears at any nonzero temperature. In the resulting thermally disordered phase, the propagator $D_{a b, c d}^{R}(i v, \mathbf{q})$ is symmetric, i.e., $D_{a b, c d}^{R}(i v, \mathbf{q}) \propto \delta_{a b}$, and acquires a mass. From Eq. (67), we see that in that case the electron Green's function $G_{a b}(i \omega, \mathbf{k})$ also becomes symmetric in the thermally disordered phase, even though the order-parameter-induced gap can still be present in the mean-field spectrum of the fermions in the rotating frame. This effect therefore naturally leads to "pseudogap" physics in thermally disordered brokensymmetry states. Below we illustrate this explicitly in the two example sections.

## VII. EXAMPLE I: ANTIFERROMAGNETISM IN THE HUBBARD MODEL

In this first example section we apply the general formalism introduced above to the antiferromagnetic ground state of the square-lattice Hubbard model.

## A. Mean-field state and Goldstone mode energies

We are interested in the Hubbard model on the square lattice, which is defined by the following Hamiltonian:

$$
\begin{align*}
H= & -t \sum_{\langle i j\rangle} \sum_{s} c_{i, s}^{\dagger} c_{j, s}-t^{\prime} \sum_{\langle\langle i j\rangle\rangle} c_{i, s}^{\dagger} c_{j, s}+\text { H.c. } \\
& +U \sum_{i} n_{i, \uparrow} n_{i, \downarrow} \tag{68}
\end{align*}
$$

where the first sum is over nearest neighbors, and the second sum over next-nearest neighbors. In the interaction term, $n_{i, s}=c_{i, s}^{\dagger} c_{i, s}$ is the density of electrons with spin $s$ at site $i$. We choose units of energy such that $t \equiv 1$, and take $t^{\prime}=-0.35$.

For our purposes, it suffices to only consider half filling, where it is well-known that the ground state is an insulating antiferromagnet for sufficiently large $U$. An antiferromagnet (AFM) breaks translation symmetry, so at first sight the general formalism introduced above, which explicitly assumes translation invariance, does not seem to apply. However, an AFM is invariant under the combined action of translating by one lattice site and flipping all the spins. Let us call this modified translation symmetry $T_{x / y}^{\prime}$. If we consider the AFM state with periodic boundary conditions, i.e., on a torus of size $L_{x} \times L_{y}$ (note that both $L_{x}$ and $L_{y}$ have to be even), then we see that $T_{x}^{\prime L_{x}}=T_{y}^{\prime L_{y}}=\mathbb{1}$. This shows that the eigenvalues of $T_{x}^{\prime}$ $\left(T_{y}^{\prime}\right)$ are phases $e^{i \tilde{k}_{x}}\left(e^{i \tilde{k}_{y}}\right)$, with $\tilde{k}_{x}=\frac{2 \pi n}{L_{x}}\left(\tilde{k}_{y}=\frac{2 \pi n}{L_{y}}\right)$, just as for the conventional translation operators. Because the AFM is invariant under $T_{x / y}^{\prime}$, the correlation functions satisfy $\left\langle c_{\tilde{\mathbf{k}}}^{\dagger} c_{\tilde{\mathbf{k}}^{\prime}}\right\rangle \propto$


FIG. 3. Goldstone energy $\omega_{\tilde{q}}$, obtained by solving the BetheSalpeter equation (28) for the square-lattice Hubbard model with $U=5$ on a $34 \times 34$ system, as a function of the pseudomomentum.
$\delta_{\tilde{\mathbf{k}}, \tilde{\mathbf{k}}}$, i.e., the single-particle density matrix is diagonal in $\tilde{\mathbf{k}}$. So by working in the basis where $T_{x / y}^{\prime}$ is diagonal, we can treat the AFM in the same way as conventional translationally invariant states, by making use of the conserved pseudomomentum $\tilde{\mathbf{k}}$.

Let us assume without loss of generality that the AFM order is in the $X Y$ plane. $T_{x / y}^{\prime}$ can then be defined as a translation followed by a $\pi$ rotation along the $z$ axis:

$$
\begin{equation*}
T_{\mathbf{r}}^{\prime}=e^{i \mathbf{r} \cdot \mathbf{Q} s^{z} / 2} T_{\mathbf{r}} \tag{69}
\end{equation*}
$$

where $\mathbf{r}=(n, m)$ with $n, m \in \mathbb{Z}$ describes a general lattice vector, $\mathbf{Q}=(\pi, \pi)$, and $s^{i}$ are the Pauli matrices acting on the spin indices. In this case, the connection between the pseudomomentum $\tilde{\mathbf{k}}$ and the crystal momentum $\mathbf{k}$ is given by

$$
\begin{align*}
c_{\tilde{\mathbf{k}}, \uparrow}^{\dagger} & =c_{\mathbf{k}-\mathbf{Q} / 2, \uparrow}^{\dagger},  \tag{70}\\
c_{\tilde{\mathbf{k}}, \downarrow}^{\dagger} & =c_{\mathbf{k}+\mathbf{Q} / 2, \downarrow}^{\dagger} . \tag{71}
\end{align*}
$$

The self-consistent Hartree-Fock mean-field Hamiltonian is diagonal in the pseudomomentum $\tilde{\mathbf{k}}$, and, assuming AFM order along the $x$ direction, can be written as

$$
H_{H F}=\sum_{\tilde{\mathbf{k}}} c_{\tilde{\mathbf{k}}}^{\dagger}\left(\begin{array}{cc}
\varepsilon_{\tilde{\mathbf{k}}, \uparrow} & \Delta_{\tilde{\mathbf{k}}}  \tag{72}\\
\Delta_{\tilde{\mathbf{k}}} & \varepsilon_{\tilde{\mathbf{k}}, \downarrow}
\end{array}\right) c_{\tilde{\mathbf{k}}}
$$

where $c_{\tilde{\mathbf{k}}}^{\dagger}=\left(c_{\tilde{\mathbf{k}}, \uparrow}^{\dagger}, c_{\tilde{\mathbf{k}}, \downarrow}^{\dagger}\right)$. We have numerically solved the Hartree-Fock self-consistency equations on a $34 \times 34$ pseudomomentum grid using $U=5$, and we find an AFM order parameter $\Delta_{\tilde{\mathbf{k}}}=\Delta \approx 1.93$.

We next obtain the Goldstone mode energies and wave functions by numerically solving the generalized eigenvalue equation in Eq. (28), where each momentum label $\mathbf{k}$ is to be replaced with a pseudomomentum label $\tilde{\mathbf{k}}$. The numerically obtained energy for the lowest-energy collective mode (i.e., the Goldstone mode) is shown in Fig. 3 over the entire pseudomomentum Brillouin zone, and along two cuts $\tilde{q}_{y}=0$ and $\tilde{q}_{y}=\pi$. As expected, we find two linearly dispersing Goldstone modes, one at pseudomomentum $\tilde{\mathbf{q}}=(0,0)$ and one at $\tilde{\mathbf{q}}=(\pi, \pi)$. As the AFM order is along the $x$ direction, we can understand this by noting that the two broken-symmetry generators $s^{z}$ and $s^{y}$ at crystal momentum $\mathbf{q}=(0,0)$ respectively have pseudomomentum $\tilde{\mathbf{q}}=(0,0)$ and $\tilde{\mathbf{q}}=(\pi, \pi)$. From a fit to the linear part of the dispersion relation $\omega_{\tilde{\mathbf{q}}}$, we find a Goldstone velocity $c \approx 0.988$.

## B. Electron-Goldstone scattering vertices

By solving the generalized eigenvalue equation (28), we also obtain the collective mode wave functions $\varphi_{\overline{\mathbf{q}}, \alpha \beta}^{ \pm}(\tilde{\mathbf{k}})$, which can be used to construct the electron-Golstone scattering vertices $g_{\tilde{\mathbf{q}}, \alpha \beta}(\tilde{\mathbf{k}})$ and $f_{\tilde{\mathbf{q}}, \alpha \beta}(\tilde{\mathbf{k}})$ as explained in Sec. V. Recall that $\alpha$ and $\beta$ label the mean-field bands, i.e., the eigenstates of $H_{H F}$ defined in Eq. (72), and not the spin indices.

To go to the rotating frame, we use

$$
\begin{equation*}
R(\mathbf{r})=\exp \left(-i\left[\phi_{z}(\mathbf{r}) s^{z}+\phi_{y}(\mathbf{r})(-1)^{\mathbf{Q} \cdot \mathbf{r}_{s^{y}}}\right]\right), \tag{73}
\end{equation*}
$$

where $\phi_{z}(\mathbf{r})$ and $\phi_{y}(\mathbf{r})$ contain pseudomomenta $\tilde{\mathbf{k}}$ which lie in the magnetic Brillouin zone, i.e., the Brillouin zone with reciprocal vectors $(\pi, \pm \pi)$. It thus follows that $Q_{\tilde{\mathbf{q}}, \alpha \beta}(\tilde{\mathbf{k}})$, as defined in Eq. (60), is given by

$$
\begin{equation*}
Q_{\tilde{q}, \alpha \beta}(\tilde{\mathbf{k}})=\left\langle u_{\alpha}(\tilde{\mathbf{k}})\right| s^{z}\left|u_{\beta}(\tilde{\mathbf{k}}-\tilde{\mathbf{q}})\right\rangle, \tag{74}
\end{equation*}
$$

if $\tilde{\mathbf{q}}$ lies in the first magnetic Brillouin zone, and

$$
\begin{equation*}
Q_{\tilde{\mathbf{q}}, \alpha \beta}(\tilde{\mathbf{k}})=\left\langle u_{\alpha}(\tilde{\mathbf{k}})\right| s^{y}\left|u_{\beta}(\tilde{\mathbf{k}}-\tilde{\mathbf{q}})\right\rangle, \tag{75}
\end{equation*}
$$

if $\tilde{\mathbf{q}}$ lies in the complement of the first magnetic Brillouin zone in the full pseudomomentum Brillouin zone. From Eq. (72), it is clear that the mean-field states satisfy $\left|u_{\alpha}(\tilde{\mathbf{k}}+\mathbf{Q})\right\rangle=$ $\pm s^{x}\left|u_{\alpha}(\tilde{\mathbf{k}})\right\rangle$ (assuming that we work in a gauge where the mean-field states are real). From this it follows that $Q_{\tilde{q}}$ is periodic under shifts by $\mathbf{Q}$ and multiplication by $i$, up to gauge-dependent factors $\pm 1$.

The rotating frame is introduced to ensure that the scattering vertex $g_{\tilde{\mathbf{q}} \cdot \alpha \beta}^{R}(\tilde{\mathbf{k}})$, defined in Eq. (62), is zero as $\tilde{\mathbf{q}} \rightarrow 0, \mathbf{Q}$. As explained in Sec. B, this requires both a rescaling of the collective mode wave functions by a factor $w^{1 / 2}$, and a gauge fixing procedure. The gauge fixing procedure is simplified by choosing AFM order along the $x$ direction, such that the collective mode wave functions $\varphi_{\tilde{\mathrm{q}}}$ can initially be taken to be real. We then fix the gauge of the $\varphi_{\bar{q}}$ by multiplication with $\pm i$ when $\tilde{\mathbf{q}}$ lies in the first magnetic Brillouin zone, and $\pm 1$ otherwise, such that the phase of an arbitrary off-diagonal element in $\varphi_{\tilde{\mathbf{q}}, \alpha \beta}(0)$ agrees with the phase of the corresponding off-diagonal element in $i Q_{\tilde{q}, \alpha \beta}(0)\left[n_{\alpha}(0)-n_{\beta}(\tilde{\mathbf{q}})\right]$. After the gauge fixing, we find that $\lim _{\tilde{\boldsymbol{q}} \rightarrow 0, \mathbf{Q}} g_{\tilde{\tilde{q}}}^{R}=0$ if we take $w \approx 0.922$.

To illustrate our numerical results for the electronGoldstone scattering vertices, we define

$$
\begin{align*}
& \left\langle g_{\mathbf{q}, D\rangle}\right\rangle^{2}=\frac{1}{L_{x} L_{y}} \sum_{\tilde{\mathbf{k}}}\left|g_{\tilde{\mathbf{q}}, 00}(\tilde{\mathbf{k}})\right|^{2}+\left|g_{\tilde{\mathbf{q}}, 11}(\tilde{\mathbf{k}})\right|^{2},  \tag{76}\\
& \left.\left\langle g_{\mathbf{q}, O\rangle^{2}}=\frac{1}{L_{x} L_{y}} \sum_{\tilde{\mathbf{k}}}\right| g_{\tilde{\mathbf{q}}, 01}(\tilde{\mathbf{k}})\right|^{2}+\left|g_{\tilde{\mathbf{q}}, 10}(\tilde{\mathbf{k}})\right|^{2}, \tag{77}
\end{align*}
$$

as a pseudomomentum averaged version of respectively the intraband (diagonal) and interband (off-diagonal) scattering vertices in the mean-field basis. Similarly, we define the averaged scattering vertices in the rotating frame as

$$
\begin{align*}
& \left.\left\langle\left. g_{\mathbf{q}, D}^{R}\right|^{2}=\frac{1}{L_{x} L_{y}} \sum_{\widetilde{\mathbf{k}}}\right| g_{\tilde{\mathbf{q}}, 00}^{R}(\tilde{\mathbf{k}})\right|^{2}+\left|g_{\tilde{\mathbf{q}}, 11}^{R}(\tilde{\mathbf{k}})\right|^{2},  \tag{78}\\
& \left.\left\langle\left. g_{\mathbf{q}, O}^{R}\right|^{2}=\frac{1}{L_{x} L_{y}} \sum_{\widetilde{\mathbf{k}}}\right| g_{\tilde{\mathbf{q}}, 01}^{R}(\tilde{\mathbf{k}})\right|^{2}+\left|g_{\tilde{\mathbf{q}}, 10}^{R}(\tilde{\mathbf{k}})\right|^{2} . \tag{79}
\end{align*}
$$

In Figs. 4(a) and 4(b) we show the averaged scattering vertices in the mean-field basis. As expected, the intraband scattering


FIG.4. Averaged electron-Goldstone scattering vertices $\left\langle g_{\tilde{q}}\right\rangle$. (a) Intraband vertex in the mean-field basis [Eq. (76)]. (b) Interband vertex in the mean-field basis [Eq. (77)]. (c) Intraband vertex in the rotating frame [Eq. (78)]. (d) Interband vertex in the rotating frame [Eq. (79)].
vertex $\left\langle g_{\tilde{\mathbf{q}}, D}\right\rangle$ goes to zero as $\tilde{\mathbf{q}} \rightarrow 0, \mathbf{Q}$, whereas the interband vertex $\left\langle g_{\tilde{\mathbf{q}}, o}\right\rangle$ remains nonzero. We see that $\left\langle g_{\tilde{\mathbf{q}}=0, o}\right\rangle \approx U=5$, which illustrates the strong interband scattering for mean-field electrons induced by $\tilde{\mathbf{q}}=0, \mathbf{Q}$ Goldstone modes. Figures 4(c) and 4 (d) show the averaged scattering vertices in the rotating frame. From Fig. 4(d) we see that the interband scattering in the rotating frame indeed goes to zero as $\tilde{\mathbf{q}} \rightarrow 0, \mathbf{Q}$, and is now maximal at the magnetic Brillouin zone boundary. We also see that the intraband scattering vertex $\left\langle s_{\overline{\tilde{q}}}^{R}\right\rangle$ is slightly enhanced in the rotating frame, and is almost identical (up to an overall scale factor) to the Goldstone dispersion $\omega_{\bar{q}}$ shown in Fig. 3.

We can also similarly define the averaged intra- and interband scattering vertices $\left\langle f_{\tilde{\mathbf{q}}, D / O}\right\rangle$ and $\left\langle f_{\tilde{\mathbf{q}}, D / O}^{R}\right\rangle$ in the mean-field and rotating frame, respectively. These quantities are shown in Fig. 5. Both the intra- and interband scattering vertices become smaller in the rotating frame, are maximal near the magnetic Brillouin zone boundary, but remain nonzero and order one as $\tilde{\mathbf{q}} \rightarrow 0, \mathbf{Q}$.

## C. Electron spectral function

In this last section, we go back to the original crystal momentum basis, and again assume that the AFM order is along the $x$ direction. The free fermion part of the effective action can then be written as

$$
\begin{align*}
S_{\psi}= & \int_{0}^{\beta} d \tau \sum_{\mathbf{k}} \sum_{s} \bar{\psi}_{\mathbf{k}, s}\left(\partial_{\tau}+\varepsilon_{\mathbf{k}}\right) \psi_{\mathbf{k}, s} \\
& +\Delta\left(\bar{\psi}_{\mathbf{k}, \uparrow} \psi_{\mathbf{k}+\mathbf{Q}, \downarrow}+\bar{\psi}_{\mathbf{k}+\mathbf{Q}, \downarrow} \psi_{\mathbf{k}, \uparrow}\right) . \tag{80}
\end{align*}
$$

We will assume that these fermion fields are already in the rotated frame, such that their scattering with the Goldstone modes vanishes as $\mathbf{q} \rightarrow 0$. The components of the fermion Green's function in the rotated frame which are diagonal in


FIG. 5. Averaged electron-Goldstone scattering vertices $\left\langle f_{\overline{\mathfrak{q}}}\right\rangle$. (a) Intraband vertex in the mean-field basis. (b) Interband vertex in the mean-field basis. (c) Intraband vertex in the rotating frame. (d) Interband vertex in the rotating frame.
the spin- $z$ indices are given by

$$
\begin{equation*}
\left[G_{\uparrow \uparrow}^{R}(i \omega, \mathbf{k})\right]^{-1}=\left[G_{\downarrow \downarrow}^{R}(i \omega, \mathbf{k})\right]^{-1}=i \omega-\varepsilon_{\mathbf{k}}-\frac{\Delta^{2}}{i \omega-\varepsilon_{\mathbf{k}+\mathbf{Q}}} \tag{81}
\end{equation*}
$$

In experiments one obviously does not measure the electrons in the rotated frame. One measures the original physical fermions in the unrotated frame, which are given by $R^{\dagger}(\mathbf{r}) \bar{\psi}_{\mathbf{r}}$, with

$$
\begin{equation*}
R(\mathbf{r})=\exp \left(i\left[\varphi_{y}(\mathbf{r}) s^{y}+\varphi_{z}(\mathbf{r}) s^{z}\right] / 2\right) \tag{82}
\end{equation*}
$$

where $\varphi_{y}$ and $\varphi_{z}$ are the Goldstone boson fields. To encode the compactness of the Goldstone modes we need to write the quadratic Goldstone mode action in terms of a general $S U(2)$ matrix $R(\mathbf{r})$ (and not in terms of $\varphi_{y}$ and $\varphi_{z}$ ). For this, it is easiest to start with the continuum version of the Goldstone mode action

$$
\begin{equation*}
S_{G}=\frac{1}{2} \int d \tau \int d^{2} \mathbf{r} \sum_{n=y, z} \chi\left(\partial_{\tau} \varphi_{n}\right)^{2}+\rho\left(\nabla \varphi_{n}\right)^{2} \tag{83}
\end{equation*}
$$

As a next step, we note that

$$
\begin{equation*}
R^{\dagger}\left(-i \partial_{\mu}\right) R=\frac{1}{2} \sum_{n=y, z} \partial_{\mu} \varphi_{n} s^{n}+\mathcal{O}\left(\varphi^{2}\right) \tag{84}
\end{equation*}
$$

As a result, the following action agrees with Eq. (83) to lowest order in $\varphi$ :

$$
\begin{equation*}
S_{G}=\frac{1}{2} \int_{\tau, \mathbf{r}} \sum_{n=y, z} \chi\left[\operatorname{tr}\left(R^{\dagger} i \partial_{\tau} R s^{n}\right)\right]^{2}+\rho\left[\operatorname{tr}\left(R^{\dagger} i \nabla R s^{n}\right)\right]^{2} . \tag{85}
\end{equation*}
$$

This is the improved action which correctly incorporates the compactness of the order parameter manifold. Note that this action is invariant under

$$
\begin{equation*}
R(\mathbf{r}) \rightarrow R(\mathbf{r}) e^{i \theta(\mathbf{r}) s^{z}} \tag{86}
\end{equation*}
$$

with $\theta(\mathbf{r})$ an arbitrary function. This is the $U(1)$ gauge invariance which is familiar from the $\mathrm{CP}^{1}$ formulation of the AFM Goldstone action [26].

The Green's function of the physical fermions is given by

$$
G_{s_{1} s_{1}^{\prime}}(\tau, \mathbf{r})=-\left\langle R_{s_{2} s_{1}}^{*}(\tau, \mathbf{r}) \psi_{s_{2}, \mathbf{r}}(\tau) R_{s_{2}^{\prime} s_{1}^{\prime}}(0,0) \bar{\psi}_{s_{2}^{\prime}}(0,0)\right\rangle_{\beta},
$$

with repeated indices summed over. As a first approximation, we ignore the interactions between the electrons and the Goldstone modes, in which case the Green's function factorizes:

$$
G_{s_{1} s_{1}^{\prime}}(\tau, \mathbf{r}) \approx-\left\langle R_{s_{2} s_{1}}^{*}(\tau, \mathbf{r}) R_{s_{2}^{\prime} s_{1}^{\prime}}(0,0)\right\rangle\left\langle\psi_{s_{2}, \mathbf{r}}(\tau) \bar{\psi}_{s_{2}^{\prime}}(0,0)\right\rangle_{\beta} .
$$

This is expected to be a reasonable approximation as the fermions in the rotating frame decouple from the low-energy Goldstone modes.

An approximate expression for the Goldstone propagator can be obtained from a large- N analysis of the $\mathrm{CP}^{1}$ model [27], which leads to the following result [15]:

$$
\begin{equation*}
\left\langle R_{s_{2}, s_{1}}^{*}(\tau, \mathbf{r}) R_{s_{2}^{\prime}, s_{1}^{\prime}}(0,0)\right\rangle=-D(\tau, \mathbf{r}) \delta_{s_{1} s_{1}^{\prime}} \delta_{s_{2}, s_{2}^{\prime}}, \tag{87}
\end{equation*}
$$

where $D(\tau, \mathbf{r})$ is the Fourier transform of

$$
\begin{equation*}
D(i v, \mathbf{q})=\frac{\chi^{-1}}{(i v)^{2}-c^{2} \mathbf{q}^{2}-m^{2}} \tag{88}
\end{equation*}
$$

Here $m^{2}$ is a small mass for the Goldstone modes generated by thermal fluctuations, which restore the symmetry in two spatial dimensions due to the Hohenberg-Mermin-Wagner theorem.

Putting everything together, we find that the fermion Green's function is given by

$$
\begin{align*}
G_{s s^{\prime}}(i \omega, \mathbf{k})= & -\delta_{s s^{\prime}} T \sum_{i \nu} \frac{1}{L_{x} L_{y}} \\
& \times \sum_{\mathbf{q}} \frac{\chi^{-1}}{(i v)^{2}-\omega_{\mathbf{q}}^{2}-m^{2}} 2 G_{\uparrow \uparrow}^{R}(i \omega-i v, \mathbf{k}-\mathbf{q}) . \tag{89}
\end{align*}
$$

This result has previously also been obtained by Borejsza and Dupuis [15] starting from the rotating-frame mean-field approach motivated by Schultz [12]. To simplify Eq. (89), we first rewrite $G_{\uparrow \uparrow}^{R}$ as

$$
\begin{align*}
G_{\uparrow \uparrow}^{R}(i \omega, \mathbf{k}) & =\frac{i \omega-\varepsilon_{\mathbf{k}+\mathbf{Q}}}{\left(i \omega-E_{\mathbf{k}}^{+}\right)\left(i \omega-E_{\mathbf{k}}^{-}\right)}  \tag{90}\\
& =\frac{\left|u_{+}(\mathbf{k})\right|^{2}}{i \omega-E_{\mathbf{k}}^{+}}+\frac{\left|u_{-}(\mathbf{k})\right|^{2}}{i \omega-E_{\mathbf{k}}^{-}} \tag{91}
\end{align*}
$$

where

$$
\begin{align*}
E_{\mathbf{k}}^{ \pm} & =\frac{1}{2}\left(\varepsilon_{\mathbf{k}}+\varepsilon_{\mathbf{k}+\mathbf{Q}} \pm \sqrt{\left(\varepsilon_{\mathbf{k}}-\varepsilon_{\mathbf{k}+\mathbf{Q}}\right)^{2}+4 \Delta^{2}}\right) \\
\left|u_{ \pm}(\mathbf{k})\right|^{2} & =\frac{1}{2}\left(1 \pm \frac{\varepsilon_{\mathbf{k}}-\varepsilon_{\mathbf{k}+\mathbf{Q}}}{\sqrt{\left(\varepsilon_{\mathbf{k}}-\varepsilon_{\mathbf{k}+\mathbf{Q}}\right)^{2}+4 \Delta^{2}}}\right) \tag{92}
\end{align*}
$$

It is now straightforward to perform the summation over $i v$ in Eq. (89), which gives

$$
\begin{align*}
G_{s s^{\prime}}(i \omega, \mathbf{k})= & \frac{\delta_{s s^{\prime}}}{L_{x} L_{y}} \sum_{\mathbf{q}} \sum_{\sigma= \pm} \frac{\left|u_{\sigma}(\mathbf{k}-\mathbf{q})\right|^{2}}{\chi \tilde{\omega}_{\mathbf{q}}} \\
& \times\left(\frac{n\left(\tilde{\omega}_{\mathbf{q}}\right)+f\left(-E_{\mathbf{k}-\mathbf{q}}^{\sigma}\right)}{i \omega-E_{\mathbf{k}-\mathbf{q}}^{\sigma}-\tilde{\omega}_{\mathbf{q}}}+\frac{n\left(\tilde{\omega}_{\mathbf{q}}\right)+f\left(E_{\mathbf{k}-\mathbf{q}}^{\sigma}\right)}{i \omega-E_{\mathbf{k}-\mathbf{q}}^{\sigma}+\tilde{\omega}_{\mathbf{q}}}\right), \tag{93}
\end{align*}
$$



FIG. 6. Spectral weight $\mathcal{A}(\omega, \mathbf{k})$ defined in Eq. (95) with $T=$ $\epsilon=0.05$ and $m=0.002$, normalized such that the maximal value is one. (a) Spectral weight at frequency $\omega=-1.73$, using the meanfield value $\Delta \approx 1.93$. (b) Spectral weight at frequency $\omega=-0.53$, using a renormalized value $\Delta=0.5$. In panels (a) and (b), the total area contained in the pockets centered at $( \pm \pi / 2, \pm \pi / 2)$ is $\sim 10 \%$ of the total Brillouin zone area. The results were obtained by numerically interpolating the mean-field results obtained on a $34 \times 34$ momentum grid to a $170 \times 170$ grid, using a bivariate spline interpolation.
where $n(\omega)$ and $f(E)$ are, respectively, the Bose-Einstein and Fermi-Dirac distributions, and $\tilde{\omega}_{\mathbf{q}}=\sqrt{c^{2} \mathbf{q}^{2}+m^{2}}$.

The spectral function, defined for spin-rotation invariant systems as

$$
\begin{equation*}
\mathcal{A}(\omega, \mathbf{k})=\frac{2}{\pi} \operatorname{Im} G_{\uparrow \uparrow}(\omega-i \epsilon, \mathbf{k}) \tag{94}
\end{equation*}
$$

is now easily obtained [15]:

$$
\begin{align*}
\mathcal{A}(\omega, \mathbf{k})= & \frac{2}{L_{x} L_{y}} \sum_{\mathbf{q}} \sum_{\sigma= \pm} \frac{\left|u_{\sigma}(\mathbf{k}-\mathbf{q})\right|^{2}}{\chi \tilde{\omega}_{\mathbf{q}}} \\
& \times \frac{\epsilon}{\pi}\left(\frac{n\left(\tilde{\omega}_{\mathbf{q}}\right)+f\left(-E_{\mathbf{k}-\mathbf{q}}^{\sigma}\right)}{\left(\omega-E_{\mathbf{k}-\mathbf{q}}^{\sigma}-\tilde{\omega}_{\mathbf{q}}\right)^{2}+\epsilon^{2}}\right. \\
& \left.+\frac{n\left(\tilde{\omega}_{\mathbf{q}}\right)+f\left(E_{\mathbf{k}-\mathbf{q}}^{\sigma}\right)}{\left(\omega-E_{\mathbf{k}-\mathbf{q}}^{\sigma}+\tilde{\omega}_{\mathbf{q}}\right)^{2}+\epsilon^{2}}\right) . \tag{95}
\end{align*}
$$

In Fig. 6(a) we show the numerically obtained spectral weight $\mathcal{A}(\omega, \mathbf{k})$ at frequency $\omega=-1.73$. To obtain this result, we have kept a small nonzero $\epsilon=T=0.05$ to smear out the numerical results obtained on a finite-size discrete momentum grid. We see that at this negative frequency, the spectral weight is located along contours demarcating the boundaries of "hole pockets" centered at $( \pm \pi / 2, \pm \pi / 2)$. The part of the contour oriented towards the center of the Brillouin zone is brighter than the backside facing $(\pi, \pi)$ as a result of the coherence factors $\left|u_{\sigma}(\mathbf{k})\right|^{2}$ in Eq. (95).

Fluctuations will cause the AFM order to decrease. To illustrate the effect of a reduced order in the rotating frame on the spectral function, we show the spectral weight at $\omega=$ -0.53 obtained using a smaller $\Delta=0.5$ in Fig. 6(b). Note that both in Figs. 6(a) and 6(b), the area inside the "hole pockets" is $\sim 10 \%$ of the total Brillouin zone area. From Fig. 6(b) we see that reducing $\Delta$ elongates the contours of high spectral weight in the directions toward $(0, \pm \pi)$ and $( \pm \pi, 0)$. Also the spectral weight on the backside of the contours is further reduced.

Before concluding we want to reiterate that the spectral weights shown in Figs. 6(a) and 6(b) are those of a thermally


FIG. 7. Hopping processes in the three-band model. The copper $d_{x^{2}-y^{2}}$ orbitals are denoted by the black dots while the Oxygen $2 p_{x}$ and $2 p_{y}$ orbitals are denoted by the red and blue crosses, respectively. The notation for the hopping amplitudes is the same as in Eq. (96).
disordered state, with no long-range AFM order. Nevertheless, the spectral weight retains important features of the $T=0$ AFM state, and is strikingly different from the spectral weight of the conventional Fermi liquid at small $U$.

## VIII. EXAMPLE II: SPIN-SPIRAL ORDER IN THE THREE-BAND MODEL

Having discussed the antiferromagnetic Mott insulator in the Hubbard model in the previous section, we now turn to the slightly more involved example of spin spiral order in the hole-doped three-band Hubbard model [28].

## A. Mean-field state and Goldstone mode energies

The three-band model is described by the following Hamiltonian:

$$
\begin{align*}
H= & \sum_{i} \epsilon_{d} c_{1 i}^{\dagger} c_{1 i}+\epsilon_{p}\left(c_{2 i}^{\dagger} c_{2 i}+c_{3 i}^{\dagger} c_{3 i}\right) \\
& +\sum_{\langle i j\rangle} t_{p d}^{i j}\left(c_{1 i}^{\dagger} c_{2 j}+c_{1 i}^{\dagger} c_{3 j}+\text { H.c. }\right)+\sum_{\langle i j\rangle} t_{p p}^{i j}\left(c_{2 i}^{\dagger} c_{3 j}+\text { H.c. }\right) \\
& +\sum_{i} U_{d} n_{1 i \uparrow} n_{1 i \downarrow}+U_{p}\left(n_{2 i \uparrow} n_{2 i \downarrow}+n_{3 i \uparrow} n_{3 i \downarrow}\right) \tag{96}
\end{align*}
$$

where $a=1,2,3$ respectively refer to the Copper $d_{x^{2}-y^{2}}$, Oxygen $2 p_{x}$, and $2 p_{y}$ orbitals, $s$ denotes the spin, and $i, j$ label the unit cells. Note that following most of the literature on this model, we have formulated the Hamiltonian in terms of the hole degrees of freedom. The first two lines in Eq. (96) represent a potential energy difference for the Copper and Oxygen orbitals, and nearest and next-nearest neighbor hopping (in these terms, the spin summation is implicit). Note that the signs of the hopping parameters $t_{p d}^{i j}$ and $t_{p p}^{i j}$ depend on the relative orientation of the sites $i$ and $j$. See Fig. 7 for a graphical representation of the different hopping processes in the three-band model, and how the corresponding signs depend on the orientation. The last line in Eq. (96) contains
the onsite Hubbard interactions for electrons in the Copper and Oxygen orbitals.

An important parameter in the three-band model is the charge-transfer parameter $\delta=\epsilon_{p}-\epsilon_{d}>0$. Previous works [29,30] have investigated the ground-state properties of the three-band model for a range of values of $\delta$ using different numerical methods, including Hartree Fock, and identified a parameter regime with spin-spiral order. To make contact with the results of Ref. [29], we choose the following values for the parameters of the three-band model: $U_{d}=8.4, U_{p}=$ $2.0, \epsilon_{d}=-7.6, \epsilon_{p}=-6.1,\left|t_{p d}^{i j}\right|=1.2,\left|t_{p p}^{i j}\right|=0.7$. Note that for these parameter values the charge-transfer parameter is $\delta=1.5$. At half filling, these parameters lead to an insulating AFM ground state, with orbital hole densities $n_{1} \approx 0.46, n_{2}=$ $n_{3} \approx 0.27$. Upon hole doping, the antiferromagnet becomes a circular spin spiral with wave vector $\mathbf{Q}=(\pi, \pi-2 \pi \eta)$ or $\mathbf{Q}=(\pi-2 \pi \eta, \pi)$, where $\eta$ is the incommensurability of the spiral. In this work we investigate the ground state at a hole doping of $1 / 8$.

Let us assume without loss of generality that the spiral order is in the $X Y$ plane. In this case, the spin expectation value is given by

$$
\begin{equation*}
\left\langle\mathbf{S}_{i}\right\rangle=\Delta\left(\cos \left(\mathbf{Q} \cdot \mathbf{r}_{i}\right) \hat{\mathbf{x}}+\sin \left(\mathbf{Q} \cdot \mathbf{r}_{i}\right) \hat{\mathbf{y}}\right) \tag{97}
\end{equation*}
$$

where $\mathbf{S}_{i}=\frac{1}{2} \sum_{a, s, s^{\prime}} c_{j, s, a}^{\dagger} \sigma_{s s^{\prime}} c_{j, s^{\prime}, a}$. Similar to the AFM, the circular spiral order breaks both $S U(2)$ spin symmetry and translation symmetry, but is invariant under the modified translation symmetry

$$
\begin{equation*}
T_{\mathbf{r}}^{\prime}=e^{i \mathbf{r} \cdot \mathbf{Q} s^{z} / 2} T_{\mathbf{r}} \tag{98}
\end{equation*}
$$

which allows us to define a conserved pseudomomentum $\tilde{\mathbf{k}}$ as in Eq. (71).

The self-consistent Hartree-Fock mean-field Hamiltonian can then be written as

$$
H_{H F}=\sum_{\tilde{\mathbf{k}}} c_{\tilde{\mathbf{k}}}^{\dagger}\left(\begin{array}{cc}
\varepsilon_{\tilde{\mathbf{k}}, \uparrow} & \Delta_{\tilde{\mathbf{k}}}  \tag{99}\\
\Delta_{\tilde{\mathbf{k}}} & \varepsilon_{\tilde{\mathbf{k}}, \downarrow}
\end{array}\right) c_{\tilde{\mathbf{k}}}
$$

where $c_{\tilde{\mathbf{k}}}^{\dagger}=\left(c_{1, \tilde{\mathbf{k}}, \uparrow}^{\dagger}, c_{2, \tilde{\mathbf{k}}, \uparrow}^{\dagger}, c_{3, \tilde{\mathbf{k}}, \uparrow}^{\dagger}, c_{1 \tilde{\mathbf{k}}, \downarrow}^{\dagger}, c_{2 \tilde{\mathbf{k}}, \downarrow}^{\dagger}, c_{3 \tilde{\mathbf{k}}, \downarrow}^{\dagger}\right)$ and $\Delta_{\tilde{\mathbf{k}}}=$ $\operatorname{diag}\left(\Delta_{1, \tilde{\mathbf{k}}}, \Delta_{2, \tilde{\mathbf{k}}}, \Delta_{3, \tilde{\mathbf{k}}}\right)$. Here, $\varepsilon_{\tilde{\mathbf{k}}}$ are not the bare band energies since the contribution from the Hartree term is not just a simple overall energy shift, but rather, each orbital gets shifted by a different amount, corresponding to the orbital's hole density.

To solve the HF self-consistency equations, we have applied the following procedure. First, we used restricted HF with conserved pseudomomentum, and minimized the energy for different values of $\mathbf{Q}$. Even though the optimal $\mathbf{Q}$ varies slightly with system size, it was consistently found to be $\mathbf{Q} \approx(\pi, 0.80 \pi)$ (assuming spiral order along the $y$-direction). As a next step we used the optimal solution of the restricted HF as an initial seed for completely unrestricted HF, which did not assume any translational symmetry. The converged unrestricted HF yielded ground states with the same spiral order as the restricted HF , but with a small $\delta n / n \sim 10^{-5}-10^{-3}$ charge density modulation, which may be a result of the incommensurability of the exact optimal $\mathbf{Q}$ with the finite system size. The difference in energy between the spiral states with and without charge density modulation was found to decrease with system size. Our results are thus consistent with a circular spin spiral state with $\mathbf{Q}=(\pi, \pi-2 \pi \eta)$ and $\eta \approx$
0.10, in agreement with Refs. [29,31]. The spin hybridization parameters in the mean-field Hamiltonian were found to be $\left(\Delta_{1, \tilde{\mathbf{k}}}, \Delta_{2, \tilde{\mathbf{k}}}, \Delta_{3, \tilde{\mathbf{k}}}\right)=\left(\Delta_{1}, \Delta_{2}, \Delta_{3}\right) \approx(1.31,0.00,0.013)$.

The spiral order has three broken symmetry generators, and three Goldstone modes [32,33]. Two of the modes are associated with rotating the plane of the spiral order (out-of-plane modes), and one mode corresponds to in-plane rotations. For a $X Y$ spiral, the out-of-plane modes are related to the broken $s^{x}, s^{y}$ generators while the in-plane mode is related to the broken $s^{z}$ generator. We can understand the location of the Goldstone modes in the pseudomomentum frame by relating them to the original frame, where they are all at $\mathbf{q}=(0,0)$. The in-plane mode remains at zero, $\tilde{\mathbf{q}}=(0,0)$, while the two out-of-plane modes go to $\tilde{\mathbf{q}}= \pm \mathbf{Q}$. We obtain the collective mode spectrum by numerically solving Eq. (28) in the pseudomomentum basis. This was first done over the entire pseudomomentum Brillouin zone on a $24 \times 24$ grid, and subsequently on a larger $40 \times 40$ grid near the locations of the Goldstone modes. The energies for the low-energy collective modes are shown in Fig. 8, near $\tilde{\mathbf{q}}=(0,0)$ and $\tilde{\mathbf{q}}= \pm \mathbf{Q}$. We see that the Goldstone modes near $\pm \mathbf{Q}$, which correspond to the out-of-plane fluctuations, lie outside the particle-hole continuum and hence will not be damped. The Goldstone mode near $\tilde{\mathbf{q}}$, however, does lie in the particle-hole continuum, and hence will be Landau damped. These observations agree with Refs. [32-34]. The velocities of the out-of-plane Goldstone modes are anisotropic and from a linear fit we find $c_{x} \approx 0.32$ and $c_{y} \approx 0.27$.

## B. Electron spectral function

Working in the original crystal momentum basis, and taking the spiral order to be in the $X Y$ plane, the fermion action is given by form

$$
\begin{align*}
S_{\psi}= & \int_{0}^{\beta} d \tau \sum_{\mathbf{k}} \sum_{s, a, b} \bar{\psi}_{\mathbf{k}, s, a}\left(\delta_{a b} \partial_{\tau}+\varepsilon_{\mathbf{k}, a b}\right) \psi_{\mathbf{k}, s, b} \\
& +\sum_{a} \Delta_{a}\left(\bar{\psi}_{\mathbf{k}, \uparrow, a} \psi_{\mathbf{k}+\mathbf{Q}, \downarrow, b}+\bar{\psi}_{\mathbf{k}+\mathbf{Q}, \downarrow, b} \psi_{\mathbf{k}, \uparrow, a}\right) \tag{100}
\end{align*}
$$

As before, we assume that these fermion fields are already in the rotated frame. In a basis $\left(\psi_{\mathbf{k}, \uparrow}, \psi_{\mathbf{k}+\mathbf{Q}, \downarrow}\right)$, suppressing the orbital indices, the rotated-frame Green's function is given by

$$
\left[G^{R}(i \omega, \mathbf{k})\right]^{-1}=\left(\begin{array}{cc}
i \omega \mathbb{1}-\varepsilon_{\mathbf{k}} & -\Delta  \tag{101}\\
-\Delta & i \omega \mathbb{1}-\varepsilon_{\mathbf{k}+\mathbf{Q}}
\end{array}\right)
$$

where $\Delta, \varepsilon_{\mathbf{k}}$ are $3 \times 3$ matrices with orbital indices, with values as described in the previous section.

The spin-diagonal part of the Green's function can be written as

$$
\begin{equation*}
G_{s s}^{R a b}(i \omega, \mathbf{k})=\sum_{\alpha} \frac{u_{\alpha}^{a s}(\mathbf{k}) u_{\alpha}^{b s *}(\mathbf{k})}{i \omega-E_{\alpha}(\mathbf{k})} \tag{102}
\end{equation*}
$$

which is the equivalent of Eq. (90) in the one-band Hubbard model case. Note that for the spiral order, it no longer holds that $G_{\uparrow \uparrow}^{R}(i \omega, \mathbf{k})=G_{\downarrow \downarrow}^{R}(i \omega, \mathbf{k})$.


FIG. 8. Plots of the collective modes of the spin spiral state on a $40 \times 40$ grid, across different cuts of the Brillouin Zone. The red points show the Goldstone modes where they can be distinguished from the particle-hole continuum. The linear low-energy dispersion of the Goldstone modes near $\tilde{\mathbf{q}}= \pm \mathbf{Q}=(\pi, \pm 0.8 \pi)$ is clear in the first three figures. In the fourth and right-most figure, the Goldstone mode at $\tilde{\mathbf{q}}=(0,0)$ is dissolved in the particle-hole continuum.

The microscopic fermions $R^{\dagger}(\mathbf{r}) \bar{\psi}_{\mathbf{r}}$ are obtained by acting with

$$
\begin{align*}
R(\mathbf{r}) & =\exp \left(i\left[\varphi_{y}(\mathbf{r}) \mathbb{1} \otimes s^{y}+\varphi_{z}(\mathbf{r}) \mathbb{1} \otimes s^{z}\right] / 2\right) \\
& =\exp \left(i\left[\varphi_{x}(\mathbf{r}) \bar{s}^{x}+\varphi_{y}(\mathbf{r}) \bar{s}^{y}+\varphi_{z}(\mathbf{r}) \bar{s}^{z}\right] / 2\right) \tag{103}
\end{align*}
$$

on the fermions in the rotating frame. Here we have defined $\bar{s}^{i}=\mathbb{1} \otimes s^{i}$ are the correct generators which act trivially on the orbital indices. The quadratic Goldstone action is then given by

$$
\begin{align*}
S_{G}= & \frac{1}{2} \int d \tau \int d^{2} \mathbf{r} \sum_{n=x, y}\left(\chi^{\perp}\left(\partial_{\tau} \varphi_{n}\right)^{2}+\sum_{i=x, y} \rho_{i}^{\perp}\left(\partial_{i} \varphi_{n}\right)^{2}\right) \\
& +\chi^{\square}\left(\partial_{\tau} \varphi_{z}\right)^{2}+\sum_{i=x, y} \rho_{i}^{\square}\left(\partial_{i} \varphi_{z}\right)^{2}, \tag{104}
\end{align*}
$$

where the out-of-plane and in-plane parameters are denoted by $\perp$ and $\square$. Note that terms involving $\partial_{i} \varphi \partial_{j} \varphi$ with $i \neq j$ are forbidden by the reflection symmetry of the spiral state.

By again using Eq. (84), we obtain the following nonlinear sigma action for the Goldstone modes:

$$
\begin{align*}
S_{G}= & \frac{1}{2} \int_{\tau, \mathbf{r}} \sum_{n=x, y} \chi^{\perp}\left[\operatorname{tr}\left(R^{\dagger} i \partial_{\tau} R s^{n}\right)\right]^{2}+\rho_{j}^{\perp}\left[\operatorname{tr}\left(R^{\dagger} i \partial_{j} R s^{n}\right)\right]^{2} \\
& +\chi^{\square}\left[\operatorname{tr}\left(R^{\dagger} i \partial_{\tau} R s^{z}\right)\right]^{2}+\rho_{j}^{\square}\left[\operatorname{tr}\left(R^{\dagger} i \partial_{j} R s^{z}\right)\right]^{2}, \tag{105}
\end{align*}
$$

where the sum over $j=x, y$ is implicit. A large- $N$ analysis of the nonlinear sigma model [22] leads to the following result for the Goldstone propagator:

$$
\begin{equation*}
\left\langle R_{s_{2}, s_{1}}^{c, a *}(\tau, \mathbf{r}) R_{s_{2}^{\prime}, s_{1}^{\prime}}^{d, b}(0,0)\right\rangle=-D(\tau, \mathbf{r}) \delta_{s_{1} s_{1}^{\prime}} \delta_{s_{2} s_{2}^{\prime}} \delta_{a d} \delta_{c b} \tag{106}
\end{equation*}
$$

where $D(\tau, \mathbf{r})$ is the Fourier transform of

$$
\begin{equation*}
D(i v, \mathbf{q})=\frac{\left(\chi^{\perp}\right)^{-1}}{(i v)^{2}-\tilde{\omega}_{\mathbf{q}}^{2}} \tag{107}
\end{equation*}
$$

Here, $\tilde{\omega}_{\mathbf{q}}=\sqrt{\rho_{\alpha}^{\perp} q_{\alpha}^{2} / \chi^{\perp}+m^{2}}$ is the Goldstone mode dispersion, including the exponentially small (in $T$ ) spin-gap mass generated by the thermal fluctuations at nonzero temperature, as determined via the saddle point equations. The velocities
$c_{\alpha}=\sqrt{\rho_{\alpha}^{\perp} / \chi^{\perp}}$ are obtained from the collective mode spectrum.

Finally, we express the fermion Green's function as

$$
\begin{aligned}
G_{s_{1} s_{1}^{\prime}}^{a b}(\tau, \mathbf{r}) & =-\left\langle R_{s_{2} s_{1}}^{c a *}(\tau, \mathbf{r}) \psi_{s_{2}}^{c}(\tau, \mathbf{r}) \bar{\psi}_{s_{2}^{\prime}}^{d}(0,0) R_{s_{2}^{\prime} s_{1}^{\prime}}^{d b}(0,0)\right\rangle_{\beta} \\
& \approx-\left\langle R_{s_{2} s_{1}}^{c a *}(\tau, \mathbf{r}) R_{s_{2}^{\prime} s_{1}^{\prime}}^{d b}(0,0)\right\rangle G_{s_{2} s_{2}^{\prime}}^{\mathrm{R} c d}(\tau, \mathbf{r}),
\end{aligned}
$$

where we have again ignored the interaction between the Goldstone modes and the electrons in the rotating frame, so that the Green's function factorizes. Going to momentum space, and using Eqs. (106) and (107), we find that the fermion Green's function is given by

$$
\begin{align*}
G_{s s^{\prime}}^{a b}(i \omega, \mathbf{k})= & -\delta_{s s^{\prime}} T \sum_{i \nu} \frac{1}{N_{x} N_{y}} \sum_{\mathbf{q}} \frac{\left(\chi^{\perp}\right)^{-1}}{(i v)^{2}-\tilde{\omega}_{\mathbf{q}}^{2}} \\
& \times \sum_{\sigma, \alpha} \frac{u_{\alpha}^{a, \sigma}(\mathbf{k}-\mathbf{q}) u_{\alpha}^{b, \sigma *}(\mathbf{k}-\mathbf{q})}{i(\omega-v)-E_{\mathbf{k}-\mathbf{q}, \alpha}} \tag{108}
\end{align*}
$$

from which we obtain the spectral weight.
In Fig. 9(a) we show the Fermi surfaces of the spiral state mean-field band structure in the pseudomomentum Brillouin zone. The band spectrum clearly breaks $C_{4}$ symmetry, in


FIG. 9. Plot of the mean-field Fermi surfaces (left) and normalized spectral weight $\mathcal{A}(\omega=0, \mathbf{k})$ at the Fermi energy of the fermions $f_{\mathbf{r}}^{\dagger}\left(\theta^{*}=0.27 \pi\right)$ as defined in Eq. (109) (right), using $T=\epsilon=0.05$. The results were obtained by interpolating the mean-field results on a $40 \times 40$ momentum grid to a $160 \times 160$ grid.
contrast to the AFM case, but retains a reflection symmetry about $x$. The spectral weight of the physical electrons involves a spin sum, as seen in Eq. (108), which adds two copies of the Fermi levels of Fig. 9(a), with a relative shift of $\mathbf{Q}$ and the associated coherence factors. This restores the reflection symmetry about $y$, but not the $C_{4}$ symmetry. To illustrate this, we have calculated the spectral weight of the following fermions:

$$
\begin{equation*}
f_{\mathbf{r}}^{\dagger}(\theta)=\cos \theta c_{1, \mathbf{r}}^{\dagger}+\frac{\sin \theta}{2}\left(c_{2, \mathbf{r}}^{\dagger}-c_{3, \mathbf{r}}^{\dagger}-c_{2, \mathbf{r}-x}^{\dagger}+c_{3, \mathbf{r}-y}^{\dagger}\right), \tag{109}
\end{equation*}
$$

where the combination of orbitals in this operator is chosen to obey all the point group symmetries of the three-band model. We have optimized the spectral weight at the Fermi energy as a function of $\theta$, and found that the maximal spectral weight occurs at $\theta=\theta^{*} \approx 0.27 \pi$. In Fig. 9(b) we plot the spectral weight of $f_{\mathbf{r}}^{\dagger}\left(\theta^{*}\right)$, which is indeed reflection symmetric, but breaks $C_{4}$. Similar to the AFM case discussed above, the highest spectral weight is along four contours with a suppressed backside due to the coherence factors $\left|u_{\alpha}^{a}(\mathbf{k})\right|^{2}$. However, compared to the AFM, the centers of the high spectral-weight contours are shifted along $k_{y}$. The fraction of the Brillouin zone area contained in the Fermi surface is equal to the number of doped holes per unit cell relative to half filling. However, since the incommensurate spiral order has only two hole pockets compared to the AF order which has four, the area enclosed in each pocket is twice as large. The experimental implications of this were previously discussed in Ref. [35].

## IX. CONCLUSIONS

We have shown that a naive application of mean-field theory + RPA produces scattering vertices between electrons and Goldstone modes which do not vanish in the long-wavelength limit. However, fermions which live in a frame that locally follows the order parameter fluctuations do decouple from $\mathbf{q}=0$ Goldstone modes. This has important consequences for electron correlation functions, which by making use of the rotating frame naturally reflect the properties of thermally disordered systems which nevertheless retain features associated with a nonzero magnitude for the order parameter.

Although we have illustrated our formalism only for square-lattice Hubbard and three-band models, its applicability is far more general. In particular, it can also be used to
study the broken-symmetry states in moiré materials, such as, e.g., the incommensurate Kekulé spiral (IKS) state [36-38] which is observed experimentally in both magic-angle twisted bilayer [39] and trilayer [40] graphene. The IKS order is in fact very similar to the circular spin-spiral order that we have studied in the three-band model in Sec. VIII. We leave these applications for near-future work.
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## APPENDIX A: SOLUTION OF THE BETHE-SALPETER EQUATION AND ITS PROPERTIES

In this Appendix we elaborate on the Bethe-Salpeter equation, its solutions, and their properties. We will closely follow the seminal works [41,42]. To ease the presentation, we will consider a general Hartree-Fock action of the form

$$
\begin{equation*}
\int_{0}^{1 / T} d \tau \sum_{\alpha} \bar{\psi}\left(\partial_{\tau}+E_{\alpha}\right) \psi_{\alpha}+\frac{1}{2} \sum_{\alpha \beta \lambda \sigma} V_{\alpha \lambda, \beta \sigma} \bar{\psi}_{\alpha} \bar{\psi}_{\lambda} \psi_{\sigma} \psi_{\beta} \tag{A1}
\end{equation*}
$$

where the Greek indices run over the Hartree-Fock singleparticle states.

As explained in the main text, the RPA collective mode propagator is obtained by summing the infinite set of diagrams in Eq. (A23). Summing this infinite series is equivalent to solving the Bethe-Salpeter equation, whose graphical representation we repeat here:


Written out explicitly, the Bethe-Salpeter (BS) equation is

$$
\begin{align*}
G_{2}(\alpha, \beta ; \lambda, \sigma ; i \nu)= & T \sum_{\omega_{n}}\left(-\delta_{\beta \sigma} \delta_{\lambda \alpha} \frac{1}{i\left(\omega_{n}-v\right)-E_{\beta}} \frac{1}{i \omega_{n}-E_{\alpha}}\right)+\sum_{\mu \nu} V_{\alpha \mu, \beta \nu} G_{2}(\nu, \mu ; \lambda, \sigma ; i v) T \sum_{\omega_{n}} \frac{1}{i\left(\omega_{n}-v\right)-E_{\beta}} \frac{1}{i \omega_{n}-E_{\alpha}} \\
& -\sum_{\mu \nu} V_{\alpha \mu, \nu \beta} G_{2}(\nu, \mu ; \lambda, \sigma ; i v) T \sum_{\omega_{n}} \frac{1}{i\left(\omega_{n}-v\right)-E_{\beta}} \frac{1}{i \omega_{n}-E_{\alpha}} \\
= & -\frac{f\left(E_{\beta}\right)-f\left(E_{\alpha}\right)}{i v-E_{\alpha}+E_{\beta}}\left(\delta_{\alpha \lambda} \delta_{\beta \sigma}-\sum_{\mu \nu}\left(V_{\alpha \mu, \beta \nu}-V_{\alpha \mu, \nu \beta}\right) G_{2}(\nu, \mu ; \lambda, \sigma ; i v)\right), \tag{A3}
\end{align*}
$$

where $f(E)$ is the Fermi-Dirac distribution. By going to zero temperature we find that $G_{2}$ satisfies the following equation:

$$
\begin{align*}
& \sum_{\mu, v}\left(\left(n_{\beta}-n_{\alpha}\right)\left(E_{\alpha}-E_{\beta}-i v\right) \delta_{\alpha \nu} \delta_{\beta \mu}+V_{\alpha \mu, \beta \nu}-V_{\alpha \mu, \nu \beta}\right) \\
& \quad \times G_{2}(\nu, \mu ; \lambda, \sigma ; i v)=\delta_{\alpha \lambda} \delta_{\beta \sigma} \tag{A4}
\end{align*}
$$

where $n_{\alpha} \in\{0,1\}$ are the fermion occupation numbers. Again adopting the notation where $i, j, k, l$ represent occupied states, and $m, n, o, p$ unoccupied states, we can rewrite the BS equation as

$$
\left(\begin{array}{cc}
A-i \nu \mathbb{1} & B  \tag{A5}\\
B^{*} & A^{*}+i \nu \mathbb{1}
\end{array}\right)\left(\begin{array}{ll}
G^{(1)}(i v) & G^{(2)}(i \nu) \\
G^{(3)}(i v) & G^{(4)}(i \nu)
\end{array}\right)=\left(\begin{array}{ll}
\mathbb{1} & 0 \\
0 & \mathbb{1}
\end{array}\right),
$$

where we have defined

$$
\begin{align*}
& G_{m i, n j}^{(1)}(i v)=G_{2}(m, i ; n, j ; i v),  \tag{A6}\\
& G_{m i, n j}^{(2)}(i v)=G_{2}(m, i ; j, n ; i v),  \tag{A7}\\
& G_{m i, n j}^{(3)}(i v)=G_{2}(i, m ; n, j ; i v),  \tag{A8}\\
& G_{m i, n j}^{(4)}(i v)=G_{2}(i, m ; j, n ; i v), \tag{A9}
\end{align*}
$$

and the matrices $A$ and $B$ are given by

$$
\begin{gather*}
A_{m i, n j}=\left(E_{m}-E_{i}\right) \delta_{i j} \delta_{m n}+V_{m j, i n}-V_{m j, n i},  \tag{A10}\\
B_{m i, n j}=V_{m n, i j}-V_{m n, j i} \tag{A11}
\end{gather*}
$$

The complex conjugate in the lower rows in Eq. (A5) comes from the following property of the interaction potential:

$$
\begin{equation*}
V_{\alpha \lambda, \beta \sigma}^{*}=V_{\beta \sigma, \alpha \lambda}, \tag{A12}
\end{equation*}
$$

which is a simple consequence of hermiticity of the Hamiltonian. The antisymmetry of the fermion creation and annihilation operators implies that the interaction potential also satisfies

$$
\begin{equation*}
V_{\alpha \lambda, \beta \sigma}=V_{\lambda \alpha, \sigma \beta}, \tag{A13}
\end{equation*}
$$

from which it follows that $A$ is Hermitian, and $B$ is symmetric. As a result, the following matrix

$$
H_{B}=\left(\begin{array}{cc}
A & B  \tag{A14}\\
B^{*} & A^{*}
\end{array}\right)
$$

is Hermitian. It also has a particle-hole symmetry:

$$
H_{B}^{*}=X H_{B} X, \text { with } X=\left(\begin{array}{ll}
0 & \mathbb{1}  \tag{A15}\\
\mathbb{1} & 0
\end{array}\right)
$$

Note that this is a true particle-hole transformation for the excitations on top of the HF state, as $X$ maps from ( $i, m$ ) space to ( $m, i$ ) space, so it maps electron excitations to hole excitations and vice versa.

The solution to Eq. (A5) is given by

$$
\begin{equation*}
G_{2}(i v)=\left(Z H_{B}-i \nu \mathbb{1}\right)^{-1} Z \tag{A16}
\end{equation*}
$$

where

$$
Z=\left(\begin{array}{cc}
\mathbb{1} & 0  \tag{A17}\\
0 & -\mathbb{1}
\end{array}\right)
$$

The matrix $Z H_{B}$ satisfies $X\left(Z H_{B}\right)^{*} X=-Z H_{B}$, so all its nonzero eigenvalues come in pairs $\pm \omega$. Here we used that
$\omega$ is real whenever $H_{B}$ is a positive matrix, which is the condition for the Hartree-Fock state to be a variational energy minimum $[41,42]$ ). Let us now assume that $Z H_{B}$ has no zero modes, which will generically be true if we add for example a very small symmetry breaking field to the Hamiltonian which gaps the Goldstone modes. In the absence of zero modes, the eigenvectors of $Z H_{B}$ span a complete basis [42], which means that the matrix $S$ whose columns consist of these eigenvectors is invertible. We can therefore write $Z H_{B}$ as

$$
\begin{equation*}
Z H_{B}=S\left(Z_{\eta} \Omega\right) S^{-1} \tag{A18}
\end{equation*}
$$

where $\Omega$ is a positive diagonal matrix, and $Z_{\eta} \Omega$ is a diagonal matrix containing the eigenvalue pairs $\pm \omega\left(Z_{\eta}\right.$ is thus a diagonal matrix with $\pm 1$ on the diagonal). The particle-hole symmetry in Eq. (A15) implies that if $S_{(\alpha \beta), s}$ is an eigenvector with eigenvalue $\omega_{s}$, then $\left[X S^{*}\right]_{(\alpha \beta), s}$ is an eigenvector with eigenvalue $-\omega_{s}$.

Using the hermiticity of $H_{B}$ and Eq. (A18), we can write

$$
\begin{align*}
{\left[S^{\dagger} H_{B} S\right]_{s s^{\prime}} } & =\left[S^{\dagger} Z S\right]_{s s^{\prime}}\left[Z_{\eta} \Omega\right]_{s^{\prime} s^{\prime}}  \tag{A19}\\
& =\left[Z_{\eta} \Omega\right]_{s s}\left[S^{\dagger} Z S\right]_{s s^{\prime}} . \tag{A20}
\end{align*}
$$

Comparing Eqs. (A19) and (A20), we conclude that if $\left[Z_{\eta} \Omega\right]_{s^{\prime} s^{\prime}} \neq\left[Z_{\eta} \Omega\right]_{s s}$, then $\left[S^{\dagger} Z S\right]_{s s^{\prime}}=0$. Moreover, as $H_{B}$ is positive if the Hartree-Fock state is a variational energy minimum, which we assume to be the case here, it follows that

$$
\begin{equation*}
\operatorname{sgn}\left(\left[S^{\dagger} Z S\right]_{s s}\right)=\left[Z_{\eta}\right]_{s s} \text { if } \Omega_{s s}=\omega_{s} \neq 0 \tag{A21}
\end{equation*}
$$

As we assume the Goldstone modes to be gapped, and hence that there are no zero modes, we can normalize the columns of $S$ (i.e., the eigenvectors of $Z H_{B}$ ) such that the following equation holds:

$$
\begin{equation*}
S^{\dagger} Z S=Z_{\eta}, \tag{A22}
\end{equation*}
$$

Equation (A22) is Eq. (29) in the main text. To see this, note that if we restore the momentum labels, we have that $[S(\mathbf{q})]_{(\mathbf{k} \alpha \beta), s}=\varphi_{\mathbf{q}, \alpha \beta}^{s}(\mathbf{k})$, i.e., the columns of $S$ (which is block-diagonal in momentum $\mathbf{q}$ ) are labeled by $s$ and correspond to the collective mode wave functions. The diagonal elements of $Z_{\eta}$ are the signs $\eta_{\mathbf{q}, s}$ defined in the main text.

Using the eigenbasis of $Z H_{B}$, normalized such that Eq. (A22) holds, we can write the collective mode propagator as

$$
\begin{align*}
G_{2}(i v) & =S\left(Z_{\eta} \Omega-i \nu \mathbb{1}\right)^{-1} S^{-1} Z  \tag{A23}\\
& =S\left(\Omega-i \nu Z_{\eta}\right)^{-1} Z_{\eta} S^{-1} Z  \tag{A24}\\
& =S\left(\Omega-i \nu Z_{\eta}\right)^{-1} S^{\dagger} \tag{A25}
\end{align*}
$$

The last line is Eq. (27) in the main text.
Let us now consider translationally invariant systems, for which $H_{B}$ is block-diagonal in the momentum $\mathbf{q}$. We will write the momentum-dependent blocks as $H_{B}(\mathbf{q})$. We are interested in the case where $H_{B}(\mathbf{q})$ has a zero mode at $\mathbf{q}=0$, and we want to understand the behavior of the eigenvectors contained in $S(\mathbf{q})$ as a function of $\mathbf{q}$. Much can be learned from studying the following simple example:

$$
H_{B}(\mathbf{q})=\left(\begin{array}{cc}
1+\epsilon_{\mathbf{q}}^{2} & 1  \tag{A26}\\
1 & 1+\epsilon_{\mathbf{q}}^{2}
\end{array}\right)
$$

where $\epsilon_{\mathbf{q}=0}=0$ and $\epsilon_{\mathbf{q}} \ll 1$ for all $\mathbf{q}$. For this example we have $Z=\sigma^{z}$ and $X=\sigma^{x}$, where $\sigma^{i}$ are the Pauli matrices. Working to second order in $\epsilon_{\mathbf{q}}$, we find that the eigenvalues of $Z H_{B}(\mathbf{q})$ are given by $\omega_{ \pm, \mathbf{q}}= \pm \sqrt{2} \epsilon_{\mathbf{q}}$. The corresponding eigenvectors, normalized to have unit Euclidean norm, are given by

$$
\begin{aligned}
& S(\mathbf{q})_{:,+}=\frac{1}{\sqrt{2}-\epsilon_{\mathbf{q}}+3 \sqrt{2} \epsilon_{\mathbf{q}}^{2} / 4}\binom{1}{-1+\sqrt{2} \epsilon_{\mathbf{q}}-\epsilon_{\mathbf{q}}^{2}}, \\
& S(\mathbf{q})_{:,-}=\frac{1}{\sqrt{2}-\epsilon_{\mathbf{q}}+3 \sqrt{2} \epsilon_{\mathbf{q}}^{2} / 4}\binom{1-\sqrt{2} \epsilon_{\mathbf{q}}+\epsilon_{\mathbf{q}}^{2}}{-1},
\end{aligned}
$$

where we have again only kept terms up to second order in $\epsilon_{\mathbf{q}}$. Note that as $\mathbf{q} \rightarrow 0$, and thus $\epsilon_{\mathbf{q}} \rightarrow 0$, the two eigenvectors $S(\mathbf{q})_{:, \pm}$become identical, reflecting the fact that the generalized eigenvalue equation $H_{B}(0)|v\rangle=\lambda Z|v\rangle$ has only one solution in the presence of a zero mode, and the matrix $S(\mathbf{q})$ becomes degenerate. The eigenvectors also satisfy

$$
\begin{align*}
{\left[S^{\dagger}(\mathbf{q}) Z S(\mathbf{q})\right]_{++} } & =\sqrt{2} \epsilon_{\mathbf{q}}  \tag{A27}\\
{\left[S^{\dagger}(\mathbf{q}) Z S(\mathbf{q})\right]_{--} } & =-\sqrt{2} \epsilon_{\mathbf{q}} \tag{A28}
\end{align*}
$$

These equations show that if we want to adopt the normalization of the eigenvectors such that Eq. (A22) holds, then the Euclidean norm of the eigenvectors will diverge in the $\mathbf{q} \rightarrow 0$ limit as $\epsilon_{\mathbf{q}}^{-1 / 2}$. This is a generic feature of the generalized eigenvalue problem considered here, and is not an artefact of the simple example. To see this, let us write $Z H_{B}=Z U D U^{\dagger}$, where $U$ is the unitary matrix which diagonalizes $H_{B}$. If $H_{B}$ has a zero mode with eigenvector corresponding to the first column of $U$, denoted as $U_{:, 0}$, then $U_{:, 0}$ is also a zero mode of $Z H_{B}$, i.e., we can take $S_{:, 0}=U_{:, 0}$. Furthermore, as $H_{B}$ is particle-hole symmetric [Eq. (A15)], it follows that $\left[X U^{*}\right]_{:, 0}=e^{i \alpha} U_{:, 0}$, where $e^{i \alpha}$ is an unimportant phase. As $X$ anticommutes with $Z$, the particle-hole symmetry implies that

$$
\begin{equation*}
\left[S^{\dagger} Z S\right]_{s s}=0 \text { if } \Omega_{s s}=\omega_{s}=0 \tag{A29}
\end{equation*}
$$

This shows that the zero mode eigenvectors cannot be normalized such that Eq. (A22) holds. Previously, we assumed a small nonzero symmetry breaking field to gap the Goldstone modes at $\mathbf{q}=0$. In this case, the Euclidean norm of the Goldstone mode eigenvectors at $\mathbf{q}=0$, normalized such that Eq. (A22) holds, will diverge as $\omega_{\mathbf{q}}^{-1 / 2}$ when we take this symmetry-breaking field to zero at the end of the calculation. To avoid this divergence, we defined the rescaled wave functions in Eq. (55) of the main text.

## APPENDIX B: PROPERTIES OF THE GOLDSTONE MODE WAVE FUNCTIONS AND GAUGE FIXING

In the main text we have introduced rescaled collective mode wave functions $\tilde{\varphi}_{\mathbf{q}}^{ \pm s}$, whose definition we repeat here for ease of presentation:

$$
\begin{equation*}
\tilde{\varphi}_{\mathbf{q}}^{ \pm s}:=\sqrt{\frac{2 \omega_{\mathbf{q}, s} a w_{s} N}{c_{s}}} \varphi_{\mathbf{q}}^{ \pm s} \tag{B1}
\end{equation*}
$$

Here $a$ is the lattice constant, and $w_{s}$ a dimensionless number that will be determined below. It follows from the general
discussion in the previous Appendix that the components $\tilde{\varphi}_{\mathbf{q}, \alpha \beta}^{ \pm s}(\mathbf{k})$ are generically order one numbers which for fixed nonzero $\mathbf{q}$ do not go to zero in the thermodynamic limit. Moreover, in the thermodynamic limit $\tilde{\varphi}_{\mathbf{q}, \alpha \beta}^{ \pm s}(\mathbf{k})$ also remains finite as $\mathbf{q} \rightarrow 0$. As was also mentioned in the main text, we consider systems with a time-reversal symmetry $\mathcal{T}$, such that there are two degenerate collective mode wave functions $\tilde{\varphi}_{\mathbf{q}}^{ \pm s}$ (distinguished by the $\pm$ sign) at every nonzero $\mathbf{q}$ which are mapped to each other by the action of $\mathcal{P} \mathcal{T}$, where $\mathcal{P}$ is the collective-mode particle-hole symmetry.

In the main text we have used a particular gauge fixing for the collective mode wave functions. We now explain the details of this gauge fixing. Our main goal is to have a nonsingular and smooth $\mathbf{q} \rightarrow 0$ limit for the collective mode wave functions. In particular, we want the following equation to hold:

$$
\begin{equation*}
\lim _{\mathbf{q} \rightarrow 0} \tilde{\varphi}_{\mathbf{q}, \alpha \beta}^{ \pm s}(\mathbf{k})=\tilde{Q}_{s, \alpha \beta}(\mathbf{k}) \tag{B2}
\end{equation*}
$$

where $\tilde{Q}_{s}$ is the exact $\mathbf{q}=0$ Goldstone zero mode defined in Eq. (32). We again repeat this definition here for ease of presentation:

$$
\begin{equation*}
\tilde{Q}_{s, \alpha \beta}(\mathbf{k})=i\left\langle u_{\alpha}(\mathbf{k})\right| Q_{s}\left|u_{\beta}(\mathbf{k})\right\rangle\left[n_{\alpha}(\mathbf{k})-n_{\beta}(\mathbf{k})\right] . \tag{B3}
\end{equation*}
$$

Note that the right-hand side of Eq. (B2) is identical for the two different collective mode wave functions distinguished by $+s$ and $-s$, which implies that these two wave functions $\tilde{\varphi}_{\mathbf{q}, \alpha \beta}^{ \pm s}(\mathbf{k})$ obtained at nonzero $\mathbf{q}$ have to become identical as $\mathbf{q} \rightarrow 0$. This is possible because the Goldstone mode wave functions are not orthogonal eigenvectors obtained from a Hermitian eigenvalue problem, but are instead obtained from the generalized eigenvalue equation in Eq. (28). Exactly at $\mathbf{q}=0$, there is only one Goldstone wave function, which corresponds to the zero mode in Eq. (B3). This happens because in the presence of zero modes, solutions to the generalized eigenvalue equation (28) do not form a complete basis [42].

As a further consistency check on Eq. (B2), let us note that it follows from Eq. (29) that the rescaled wave functions satisfy

$$
\begin{equation*}
\frac{1}{N} \sum_{\mathbf{k}} \sum_{i, n}\left(\left|\tilde{\varphi}_{\mathbf{q}, i i}^{ \pm s}(\mathbf{k})\right|^{2}-\left|\tilde{\varphi}_{\mathbf{q}, i n}^{ \pm s}(\mathbf{k})\right|^{2}\right)= \pm 2 \omega_{\mathbf{q}, s} \frac{a w_{s}}{c_{s}} . \tag{B4}
\end{equation*}
$$

The exact zero mode $\tilde{Q}_{s}$ defined in Eq. (B3) also satisfies this equation with $\omega_{\mathbf{q}=0, s}=0$.

To satisfy Eq. (B2) we have to fix both the phase and norm of the wave functions $\tilde{\varphi}_{\mathbf{q}}^{ \pm s}$. The norm we fix via the dimensionless parameter $w_{s}$ defined in Eq. (B1). The phase can be partially fixed by using the symmetries $\mathcal{P}$ and $\mathcal{P} \mathcal{T}$. For this we first note that the exact zero mode $\tilde{Q}_{s}$ is even under $\mathcal{P}$ and has eigenvalue $(-1)^{\kappa+1}$ under $\mathcal{P} \mathcal{T}$, where $\kappa$ encodes whether the broken symmetry generator $Q_{s}$ is time-reversal even or odd:

$$
\begin{equation*}
\mathcal{T} Q_{s} \mathcal{T}^{-1}=(-1)^{\kappa} Q_{s} \tag{B5}
\end{equation*}
$$

Motivated by the symmetry properties of the exact zero mode, we partially fix the phase of the collective mode wave functions at nonzero $\mathbf{q}$ by requiring that the following
equations hold:

$$
\begin{gather*}
\mathcal{P} \mathcal{T}\left[\tilde{\varphi}_{\mathbf{q}}^{ \pm s}\right]=(-1)^{\kappa+1} \tilde{\varphi}_{\mathbf{q}}^{\mp s}  \tag{B6}\\
\mathcal{P}\left[\tilde{\varphi}_{\mathbf{q}}^{ \pm s}\right]=\tilde{\varphi}_{-\mathbf{q}}^{\mp s} \tag{B7}
\end{gather*}
$$

After this partial gauge fixing, there is a remaining phase freedom over half of the Brillouin zone for one of the two wave functions, say $\tilde{\varphi}_{\mathbf{q}}^{+s}$. We fix this phase by requiring $\tilde{\varphi}_{\mathbf{q}}^{+s}$ to be a continuous function of $\mathbf{q}$, and Eq. (B2) to hold. Note that if there is an additional inversion symmetry $\mathcal{I}$ under which $\mathbf{q} \rightarrow-\mathbf{q}$, then we can fix the remaining phase of $\tilde{\varphi}_{\mathbf{q}}^{+s}$ over half of the Brillouin zone up to a minus sign by requiring that
$\tilde{\varphi}_{\mathbf{q}}^{+s}$ is either even or odd under $\mathcal{I} \mathcal{T}$ (depending on whether $\tilde{Q}_{s}$ is even or odd under $\mathcal{I} \mathcal{T}$ ). The requirements of continuity and a smooth $\mathbf{q} \rightarrow 0$ limit as in Eq. (B2) then uniquely fix the phase.

With the gauge choice in Eq. (B6), it follows that ( $\tilde{\varphi}_{\mathbf{q}}^{s} \pm$ $\left.\tilde{\varphi}_{\mathbf{q}}^{-s}\right) / 2$ is an eigenstate of $\mathcal{P} \mathcal{T}$ with eigenvalue $\pm(-1)^{\kappa+1}$. In the limit $\mathbf{q} \rightarrow 0$, the symmetric combination therefore becomes the unique zero mode $\tilde{Q}_{s}$, which has $\mathcal{P} \mathcal{T}$ eigenvalue $(-1)^{k+1}$. The antisymmetric combination becomes a zero mode with $\mathcal{P} \mathcal{T}$ eigenvalue $-(-1)^{\kappa+1}$, which must be the zero vector. From this it follows that with the gauge choice in Eq. (B6), Eq. (B2) indeed holds.
[1] G. Baym and L. P. Kadanoff, Conservation laws and correlation functions, Phys. Rev. 124, 287 (1961).
[2] J. Goldstone and K. Gottfried, Il Nuovo Cimento 13, 849 (1959).
[3] P. Kramer and M. Saraceno, Geometry of the Time-dependent Variational Principle in Quantum Mechanics, Lecture notes in physics (Springer-Verlag, Berlin, 1981)
[4] N. Bickers and D. Scalapino, Conserving approximations for strongly fluctuating electron systems. I. Formalism and calculational approach, Ann. Phys. 193, 206 (1989).
[5] J. R. Schrieffer, X. G. Wen, and S. C. Zhang, Dynamic spin fluctuations and the bag mechanism of high- $T_{c}$ superconductivity, Phys. Rev. B 39, 11663 (1989).
[6] A. V. Chubukov and D. M. Frenkel, Renormalized perturbation theory of magnetic instabilities in the two-dimensional Hubbard model at small doping, Phys. Rev. B 46, 11884 (1992).
[7] H. Watanabe and A. Vishwanath, Criterion for stability of Goldstone modes and Fermi liquid behavior in a metal with broken symmetry, Proc. Natl. Acad. Sci. USA 111, 16314 (2014).
[8] T. V. Ramakrishnan, Superconductivity in disordered thin films, Phys. Scr. T27, 24 (1989).
[9] A. Paramekanti, M. Randeria, T. V. Ramakrishnan, and S. S. Mandal, Effective actions and phase fluctuations in d-wave superconductors, Phys. Rev. B 62, 6786 (2000).
[10] B. I. Shraiman and E. D. Siggia, Mobile vacancies in a quantum Heisenberg antiferromagnet, Phys. Rev. Lett. 61, 467 (1988).
[11] B. I. Shraiman and E. D. Siggia, Mobile vacancy in a quantum antiferromagnet: Effective Hamiltonian, Phys. Rev. B 42, 2485 (1990).
[12] H. J. Schulz, Effective action for strongly correlated fermions from functional integrals, Phys. Rev. Lett. 65, 2462 (1990).
[13] H. J. Schulz, Functional integrals for correlated electrons (1994), arXiv:cond-mat/9402103.
[14] Z. Y. Weng, C. S. Ting, and T. K. Lee, Path-integral approach to the Hubbard model, Phys. Rev. B 43, 3790 (1991).
[15] K. Borejsza and N. Dupuis, Antiferromagnetism and singleparticle properties in the two-dimensional half-filled Hubbard model: A nonlinear sigma model approach, Phys. Rev. B 69, 085119 (2004).
[16] S. Florens and A. Georges, Slave-rotor mean-field theories of strongly correlated systems and the Mott transition in finite dimensions, Phys. Rev. B 70, 035114 (2004).
[17] Y. Qi and S. Sachdev, Effective theory of fermi pockets in fluctuating antiferromagnets, Phys. Rev. B 81, 115129 (2010).
[18] E. Tang, M. P. A. Fisher, and P. A. Lee, Low-energy behavior of spin-liquid electron spectral functions, Phys. Rev. B 87, 045119 (2013).
[19] S. Chatterjee, S. Sachdev, and M. S. Scheurer, Intertwining topological order and broken symmetry in a theory of fluctuating spin-density waves, Phys. Rev. Lett. 119, 227002 (2017).
[20] M. S. Scheurer, S. Chatterjee, W. Wu, M. Ferrero, A. Georges, and S. Sachdev, Topological order in the pseudogap metal, Proc. Natl. Acad. Sci. USA 115, E3665 (2018).
[21] S. Sachdev, H. D. Scammell, M. S. Scheurer, and G. Tarnopolsky, Gauge theory for the cuprates near optimal doping, Phys. Rev. B 99, 054516 (2019).
[22] P. M. Bonetti and W. Metzner, $\operatorname{SU}(2)$ gauge theory of the pseudogap phase in the two-dimensional Hubbard model, Phys. Rev. B 106, 205152 (2022).
[23] N. F. Berk and J. R. Schrieffer, Effect of ferromagnetic spin correlations on superconductivity, Phys. Rev. Lett. 17, 433 (1966).
[24] Y. M. Vilk and A.-M. S. Tremblay, Non-Perturbative Manybody approach to the Hubbard model and single-particle pseudogap, J. Phys. I France 7, 1309 (1997).
[25] H. Watanabe and H. Murayama, Unified description of NambuGoldstone bosons without lorentz invariance, Phys. Rev. Lett. 108, 251602 (2012).
[26] S. Sachdev, Quantum Phase Transitions (Cambridge University Press, Cambridge, UK, 1999).
[27] A. Polyakov, Gauge Fields and Strings, Contemporary concepts in physics (Taylor \& Francis, Oxford, UK, 1987).
[28] V. J. Emery, Theory of high-T $\mathrm{c}_{\mathrm{c}}$ superconductivity in oxides, Phys. Rev. Lett. 58, 2794 (1987).
[29] A. Chiciak, E. Vitali, H. Shi, and S. Zhang, Magnetic orders in the hole-doped three-band Hubbard model: Spin spirals, nematicity, and ferromagnetic domain walls, Phys. Rev. B 97, 235127 (2018).
[30] A. Chiciak, E. Vitali, and S. Zhang, Magnetic and charge orders in the ground state of the Emery model: Accurate numerical results, Phys. Rev. B 102, 214512 (2020).
[31] Z.-H. Cui, C. Sun, U. Ray, B.-X. Zheng, Q. Sun, and Garnet Kin-Lic Chan, Ground-state phase diagram of the threeband Hubbard model from density matrix embedding theory, Phys. Rev. Res. 2, 043259 (2020).
[32] A. P. Kampf, Collective excitations in itinerant spiral magnets, Phys. Rev. B 53, 747 (1996).
[33] C. Zhou and H. J. Schulz, Quantum fluctuations in the spiral phase of the Hubbard model, Phys. Rev. B 52, R11557(R) (1995).
[34] P. M. Bonetti and W. Metzner, Spin stiffness, spectral weight, and Landau damping of magnons in metallic spiral magnets, Phys. Rev. B 105, 134426 (2022).
[35] A. Eberlein, W. Metzner, S. Sachdev, and H. Yamase, Fermi surface reconstruction and drop in the Hall number due to spiral antiferromagnetism in high $-T_{c}$ cuprates, Phys. Rev. Lett. 117, 187001 (2016).
[36] Y. H. Kwan, G. Wagner, T. Soejima, M. P. Zaletel, S. H. Simon, S. A. Parameswaran, and N. Bultinck, Kekulé spiral order at all nonzero integer fillings in twisted bilayer graphene, Phys. Rev. X 11, 041063 (2021).
[37] G. Wagner, Y. H. Kwan, N. Bultinck, S. H. Simon, and S. A. Parameswaran, Global phase diagram of the normal state of twisted bilayer graphene, Phys. Rev. Lett. 128, 156401 (2022).
[38] T. Wang, D. E. Parker, T. Soejima, J. Hauschild, S. Anand, N. Bultinck, and M. P. Zaletel, Kekulé spiral order in magicangle graphene: A density matrix renormalization group study, arXiv:2211.02693 (2022).
[39] K. P. Nuckolls, R. L. Lee, M. Oh, D. Wong, T. Soejima, J. P. Hong, D. Călugăru, J. Herzog-Arbeitman, B. A. Bernevig, K. Watanabe et al., Quantum textures of the many-body wave functions in magic-angle graphene, Nature (London) 620, 525 (2023).
[40] H. Kim, Y. Choi, É. Lantagne-Hurtubise, C. Lewandowski, A. Thomson, L. Kong, H. Zhou, E. Baum, Y. Zhang, L. Holleis et al., Imaging intervalley coherent order in magic-angle twisted trilayer graphene, Nature 623, 942 (2023).
[41] D. Thouless, Stability conditions and nuclear rotations in the Hartree-Fock theory, Nucl. Phys. 21, 225 (1960).
[42] D. Thouless, Vibrational states of nuclei in the random phase approximation, Nucl. Phys. 22, 78 (1961).


[^0]:    ${ }^{1}$ Note that in this work RPA means summing both bubble and ladder diagrams, such that is a conserving approximation in the sense of Baym and Kadanoff [1]. It is also equivalent to applying the timedependent variational principle [2,3], and hence is not a perturbative calculation which is only applicable to weakly interacting systems.
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[^1]:    ${ }^{2}$ Mean-field electrons $=$ electrons occupying single-particle eigenstates of the mean-field Hamiltonian.

