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Magnetic topological insulators in the quantum anomalous Hall regime host ballistic chiral edge channels.
When proximitized by an s-wave superconductor, these edge states offer the potential for realizing topological
superconductivity and Majorana bound states without the detrimental effect of large externally applied magnetic
fields on superconductivity. Realizing well-separated unpaired Majorana bound states requires magnetic topo-
logical insulator ribbons with a width of the order of the transverse extent of the edge state, however, which is
expected to bring the required ribbon width down to around 100 nm. In this regime, it is known to be extremely
difficult to retain the ballistic nature of chiral edge channels and realize a quantized Hall conductance. In this
paper, we study the impact of disorder in such magnetic topological insulator nanoribbons and compare the
fragility of ballistic chiral edge channels with the stability of Majorana bound states when the ribbon is covered
by a superconducting film. We find that the Majorana bound states exhibit greater robustness against disorder

than the underlying chiral edge channels.
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I. INTRODUCTION

The realization of Majorana bound states (MBSs) and non-
Abelian particle exchange statistics would be a watershed
moment in condensed matter physics and usher in the era
of intrinsically fault-tolerant quantum computing [1-3]. The
leading platforms for hosting MBS comprise s-wave super-
conductors (SCs) such as Nb and Al coupled with nanowires
of strong spin-orbit III-V semiconductors (InAs, InSb) [4],
or V-VI and II-VI topological insulators (TIs) (BiSbTe,
HgTe) [5,6]. While electron mobility in III-V nanowires sug-
gests disorder can hamper reliable MBS formation [7], TI
nanoribbons host topological surface states (TSSs) whose in-
nate immunity to bulk disorder could boost MBS stability
[6,8—10]. Chiral edge channels (CECs) that form when TIs
incorporate magnetic atoms leading to the quantum anoma-
lous Hall (QAH) effect [11-14] are particularly attractive for
obtaining ballistic transport without external magnetic fields.
Delocalized chiral Majorana edge modes in millimeter-scale
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QAH devices [15,16] have proved challenging to proximitize
and detect [17]. Pristine quasi-one-dimensional (quasi-1D)
magnetic TI nanoribbons (MTINRs) with out-of-plane fer-
romagnetism and proximity-induced superconducting pairing
[18,19] are amenable to detection with conventional tunneling
spectroscopy [20] and further incorporation within advanced
qubit control architectures [21-23]. Understanding the precise
role of disorder, however, is crucial. In this paper, we study
how disorder in MTINRs influences the emergence and ro-
bustness of quasi-1D topological superconductivity and the
stability of MBSs.

II. SETUP

Figure 1(a) shows a schematic of the system under consid-
eration: a MTINR with width W that is covered by a supercon-
ducting film over a length L. To enable tunneling spectroscopy
we include a 100-nm-long normal region at one end of the
MTINR. When the MTINR is in the single-channel regime
with a single pair of counterpropagating CECs (referred to
as the CEC phase and corresponding to the QAH regime for
wide MTI ribbons) that get coupled by a proximity-induced
superconducting pairing potential A, a nontrivial gap opens
with unpaired MBSs at opposite ends of the proximitized
section [19]. In order to open a proximity-induced spec-
tral gap Eg,p, the wave functions of the counterpropagating
CECs on opposite edges of the ribbon must overlap across the
SC-MTI interface (i.e., the top surface in our setup). Unlike
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(a) Schematic of the MTINR setup: (top) proximitized MTINR with MBSs at opposite ends (MBS wave function density

shown above); (middle) a spatially correlated electrostatic disorder profile; (bottom) interedge scattering of CECs. (b) The spectral gap in
a proximitized 40-nm-wide MTINR as a function of magnetization M, and chemical potential w, with trivial (nontrivial) regions indicated by
a gray (red) color scale, delineated with green boundaries. (c) The spectral gap and chemical potential window of the proximitized CEC phase
as a function of magnetization M, for different widths of the MTINR. (d) A Gaussian distribution for fluctuations of the MTINR spectrum
due to electrostatic disorder, with relevant energy scales (proximity-induced spectral gap Eg,, and extent of the CEC phase A picgc) indicated.
(e) Distributions of normal-state and zero-bias tunneling conductance over an ensemble of disordered MTINRs.

nonchiral III-V and undoped TIs, where spatial colocation
of particle and hole states makes it straightforward to ob-
tain a spectral gap Egp ~ |A|, the MTINR width must be
comparable to the characteristic width of the CEC, &cgc =~
hvp/Egan ~ 10-100 nm for Egan ~ 3-30 meV [24], where
Egan is the QAH gap that results from the interplay of the
magnetization and hybridization of top and bottom surface
states [11], and vp ~ 4.5 x 10° m/s is the Dirac velocity of
the (M)TT surface-state spectrum. If the ribbon width signif-
icantly exceeds this ~10-100 nm length scale, the overlap
and spectral gap will be exponentially suppressed. Thus, the
central question for the MBS platform based on MTINRs
in the CEC regime is whether sufficiently narrow MTINRs
can be realized with enough CEC overlap such that a sizable
proximity-induced gap can be opened, while retaining the
desired resilience against disorder.

In this paper, we assume that the MTINR forms a single
magnetic domain, i.e., a domain without sign changes of the
out-of-plane magnetization, enabling CEC formation over a
chemical potential window Apucgc that is proportional to the
magnetization strength. We consider a spatially correlated
electrostatic disorder landscape directly observed using local
tunneling in single-crystal flakes of Cr-doped (Bi;_,Sb,),Tes
exfoliated in UHV [25].

III. MODEL

For a detailed simulation of proximitized MTINRs with
disorder, we consider the following modeling approach. We
start with the MTI thin-film model Hamiltonian [11,26],

Hymi(K) = hvp(kyox — keoy)p,

+[m0+m1(kf+k)2)]px+Mzazy (1)

with a two-dimensional wave vector kK = (k,, k), oy
(px,y,;) Pauli matrices acting on the spin up-down (top-
bottom surface) two-level subspace, and out-of-plane mag-
netization strength M,. We consider the following pa-
rameters [19,27]: hvp = 3 eV A, my = —5meV, and m; =
15 meV A2, Proximity-induced superconductivity is treated

with the Bogoliubov—de Gennes (BdG) formalism and an in-
duced superconducting pairing potential A on the top surface
of the MTI thin film or ribbon, yielding the following BdG
Hamiltonian,

Hyi(K) —

_ —ioy(1 + p)A/2
HBdG(k) - <lUy(1 + ,Oz)A*/Z Y >’ (2)

— Hym (=k)

with the chemical potential 4 and spinor (¥, W) as the basis
vector, with W = (|1t), |[1b), |{t), |{b)) and t (b) referring to
the top (bottom) MTI surface. Disorder is treated by adding a
disorder potential Sg;s(r) to the Hamiltonian with a Gaussian
random-field profile [see Figs. 1(a) and 1(d)],

(Sais (1) Sais () = Si, exp[—(r —r)*/(2AH)],  (3)

with disorder strength Syis and spatial correlation length A.
Note that we focus on electrostatic (nonmagnetic) disorder
here. The BAG Hamiltonian is discretized to obtain a tight-
binding model on an artificial square lattice with the lattice
constant equal to 1 nm. The simulations are performed with
the PYTHON-based simulation package KWANT [28], with par-
allelized sparse direct solver MUMPS [29] and ADAPTIVE [30]
for efficient parameter sampling.

IV. SPECTRAL GAP

In Fig. 1(b), we present the spectral gap of a 40-nm-
wide MTINR superposed with the (trivial or nontrivial) Z,
topological invariant for a Majorana quantum wire [31] as a
function of chemical potential ; and magnetization M (typi-
cal magnetization values are |M,| = 10-100 meV for intrinsic
or magnetically doped MTIs [25,32-34]). The trivial and
nontrivial regions are separated by gapless boundaries, with
additional gapless boundaries appearing within (non)trivial
regions with multiple (sub)bands [19]. This has been seen
in spectra of similar systems [10,35], and is related to the
arrangement of multiple bands in reciprocal space. Here, we
focus on the chemical potential window with a single band
crossing (i.e., a CEC at zero energy), however, which yields
a topologically nontrivial phase and is denoted as Apcgc
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FIG. 2. (a), (b) The normal-state two-terminal conductance (top)
mean and (bottom) standard deviation of 200 MTINRs with M, =
15 meV in the single-channel regime as a function of (a) width and
(b) length, considering disorder strength S4;; = 3 meV and different
spatial correlation lengths. (c), (d) The local current density along
the transport direction of a forward-propagating CEC in a 40-nm-
wide and 1-um-long MTINR with the same disorder statistics and
averaging as in (a) and (b) is shown as a function of (c) the coordinate
along the MTINR (integrated over the transverse coordinate y [see
Fig. 1(a)] and of (d) the transverse coordinate (integrated over the
transport direction).

[indicated for [M,| =15 and 30 meV in Fig. 1(b)]. This
window is proportional to |M,| and thus easily an order
of magnitude larger than the typical size of the proximity-
induced spectral gap Egp, < 0.2|A| [see Fig. 1(c)]. To
examine the interplay between disorder and MBSs (CECs)
in (non)proximitized MTINRs and benchmark their robust-
ness, we calculate both the mean and standard deviation
of the tunneling (normal-state) conductance distributions, as
schematically depicted in Fig. 1(e).

V. CONDUCTANCE
A. Normal-state conductance

The normal-state conductance of a MTINR in the CEC
phase is shown as a function of MTINR dimensions for dif-
ferent disorder correlation lengths in Fig. 2. For each ribbon
width, the chemical potential is fixed to a value for which
the topological region of interest is reached with the smallest
possible value of M, [see horizontal linecut in Fig. 1(b)].
This guarantees that the chemical potential is well separated
from the phase boundaries of the topological region (which
is essential for the robustness against disorder fluctuations)
for all values of M,. For a 1-um-long MTINR, we observe
near-perfect transmission for small and large widths, inde-

pendent of the disorder correlation length [see Fig. 2(a)]. For
large widths, this is expected due to CEC separation, while
for small widths the system enters a quasi-1D Klein tunneling
regime. For intermediate widths W ~ A, i.e., comparable to
the disorder correlation length, the disorder-induced backscat-
tering probability becomes maximal and, correspondingly,
we observe a minimum in the conductance. Note that the
spatial correlation statistics of the disorder profile become
irrelevant when the ribbon width significantly exceeds the
spatial correlation length. Interestingly, the conductance has
an approximately linear decrease as a function of length when
the length significantly exceeds the disorder correlation length
and the decrease is more pronounced for a shorter correlation
length [see Fig. 2(b)], which indicates a conventional ohmic
transport regime. This is corroborated by a linear decrease
of the edge-current density along the length of the ribbon,
which is revealed by removing quantum interference-induced
current-density fluctuations through averaging over multi-
ple samples [see Fig. 2(c)]. As we are considering standard
Landauer-Biittiker theory, with the two-terminal conductance
G = te?/h being related to the CEC transmission probability
7, our results indicate that disorder introduces a homogeneous
distribution of interedge scattering sites, which yields quasid-
iffusive (ohmic) CEC transport. Due to MTINR confinement,
the CECs hybridize and become partially colocated on the
same edge, and disorder can easily furnish direct backscatter-
ing to the counterpropagating CEC. This can be clearly seen in
Fig. 2(d), where a reduction of conductance is manifested as a
more pronounced negative current density peak near the edge
of the counterpropagating CEC. Hence, CECs in MTINRs are
generally fragile with respect to disorder, which impedes the
realization of a quantized two-terminal conductance across the
ribbon (or quantized Hall conductance in a Hall bar setup).

B. Tunneling conductance

Next, we consider the tunneling conductance [of a metallic
tunneling probe, schematically depicted by the tip in Fig. 1(a)]
at zero bias (see Fig. 3) for similar MTINRs as before, but with
a proximity-induced pairing potential A on the top surface.
As the MBS localization length &yps is inversely proportional
to the pairing potential (&yps o 1/|A[), a smaller value for
A can be compensated by increasing the MTINR length for
obtaining well-separated MBSs (L >> &vgs). Hence, the re-
sults should not change qualitatively under a rescaling L
1/]A] such that the ratio L/&ys remains unchanged, which
is why we consider a rather large top-surface pairing po-
tential (JA| =5 meV) to reduce the required system size
and, correspondingly, the computational burden. Despite the
fragility of the CEC in normal transport, the zero-bias tunnel-
ing conductance, i.e., the zero-bias peak (ZBP), is remarkably
well quantized at 2¢?/h for small ribbon widths, as long as
the MTINR is sufficiently long [see Figs. 3(a) and 3(b)]. A
smooth reduction of the ZBP appears when the ribbon width
increases and becomes comparable to the transverse CEC
size Ecgc, or when the ribbon length decreases and becomes
comparable to the MBS localization length &vps A fivp/Egyp
(émBs ~ 0.3 um for E,,, ~ 1 meV). Overall, the robustness of
the ZBP is dictated by the width and length of the MTINR [see
Fig. 3(c)], which control the interedge CEC overlap (across
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FIG. 3. (a), (b) The tunneling conductance (top) mean and (bot-
tom) standard deviation as a function of (a) width and (b) length of
200 proximitized MTINRs with identical magnetization, dimensions,
and disorder statistics as considered in Fig. 2. (c¢) The tunneling
conductance Gt of a pristine MTINR as a function of ribbon length
L and width W. (d) The MBS wave function density of 1-um-long
proximitized MTINRs with different widths [indicated in (c)] in
the pristine (Sqis = 0 meV) and disordered (Sq4;s = 3 meV) case, with
different spatial correlation lengths [legends in (a) and (b)].

the ribbon width) and the interend MBS separation (along
the ribbon length), respectively. Note that the required length
scales exponentially with the ribbon width for large widths,
due to the exponential suppression of the CEC overlap and
proximity-induced spectral gap, o |A|exp(—W/&cgc) (see the
Appendix for details). Disorder barely affects the appearance
of well-separated MBSs [see Fig. 3(d)] or the resulting tun-
neling conductance. The ZBP is only significantly affected by
disorder when the quantized ZBP of the pristine MTINR is
already in a breakdown regime. Hence, while the formation
of well-separated MBSs requires long (L > &vs) and nar-
row (W < &cgc) MTINR dimensions for which quasidiffusive
CEC transport is expected, the MBS formation itself is robust
with respect to disorder.

C. Comparison

The normal-state and tunneling conductances of a MT-
INR with fixed dimensions are presented as a function of
disorder strength in Fig. 4. We can see clearly that the
breakdown of the quantized ZBP is decoupled from the break-
down of perfect CEC transmission [Fig. 4(a)]. As discussed
above, CEC transmission in MTINRs is critically depen-
dent on interedge backscattering due to disorder, which can
easily be induced for narrow long MTINRs with relatively
weak disorder. For retaining a quantized ZBP, however, it
is sufficient that the MTINR remains in the topologically

(a)
27‘ \\
< i =
NQJ \ Q
= 1= '-.‘—GT(A)’E
Q A Gr® | g
W\ L Gn (A)
A\ Ge(®)
0 P e -~ .

Lo} I 0.6 — Sagis =5meV
g _5;-!1 —— Sgis=10meV
R 1% 03 |
o)

5 MA)
> ‘

0.0 0 =00 0.0 2.3 4.6

Sais [meV] X [pm]

FIG. 4. (a) The normal-state and tunneling conductance (top)
mean and (bottom) standard deviation of 100 MTINRs with M, =
30 meV, W =30 nm, (A) L=4.5pum and |A| =5 meV, or (B)
L =15 um and |A| = 1.5 meV, as a function of disorder strength
with & = 35 nm. (b) The (top) local extent of the CEC phase around
the chemical potential (horizontal dashed line) and (bottom) wave-
function density of the two lowest-energy solutions along the length
of a MTINR with a chemical potential in the single-channel regime
[similar to the horizontal linecut in Fig. 1(b)], considering differ-
ent disorder strengths [indicated in (a)]. The wave-function density
is presented relative to the maximum density of the solution of a
pristine MTINR (not shown, but nearly indistinguishable from the
density with Sgs = 5 meV).

nontrivial phase with a proximitized single (spinless) channel.
This requires that the disorder strength is small compared
to the CEC window Apcgc around the chemical potential
[see Fig. 4(b)].

We also examine the scaling relation between the pairing
potential and the ribbon length by considering MTINRs with
different values for proximity-induced pairing A and ribbon
length L with the same product |A|L and identical disorder
characteristics. While the ZBP breaks down when the disorder
becomes comparable to the MBS localization length in both
cases, there is a notable difference. The MTINR with smaller
pairing and larger ribbon length appears to be less robust. This
can be understood by considering the detailed statistics of
disorder [Fig. 1(d)], which are responsible for locally driving
the system out of the topologically nontrivial phase. For a long
MTINR with weak superconducting pairing, the probability of
having local spectral fluctuations that significantly exceed the
standard deviation (i.e., the disorder strength) in the sample is
larger than for a shorter MTINR with stronger pairing. Such
fluctuations nucleate additional low-energy states (MBS pairs)
throughout the ribbon that hybridize with the end-localized
MBSs [see how the two lowest-energy solutions in Fig. 4(b)
feature density peaks in the MTINR interior in the case of
strong disorder] and push the ZBP breakdown to smaller
disorder strengths. Hence, relatively short and strongly prox-
imitized MTINRs are favored for realizing a quantized ZBP,
as compared to relatively long and weakly proximitized MT-
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INRs with similar |A|L, to minimize outliers of the spectral
fluctuations.

VI. CONCLUSION

In conclusion, we find that long ~10-100-nm-wide mag-
netic topological insulator ribbons are required to realize a
topologically nontrivial proximity-induced superconducting
gap with well-separated Majorana bound states on opposite
ends of the ribbon. These ribbon dimensions render chiral-
edge-channel transmission fragile with respect to disorder and
a quasidiffusive transport regime is to be expected in normal
transport due to direct backscattering. However, this fragility
does not impede the formation of well-separated Majorana
bound states with a quantized zero-bias peak in tunneling
spectroscopy that remains robust against electrostatic disorder
up to an energy scale that is proportional to the magnetization
strength. While considerable challenges must be overcome to
fabricate high-quality narrow magnetic topological insulator
ribbons in the single-channel regime, the resilience against
disorder makes this a very promising platform for realizing
Majorana bound states.
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FIG. 5. (a) The tunneling conductance shown in Fig. 3(a), with
a contour line of constant tunneling conductance Gy = 1.95¢%/h.
(b) The contour line (shown as dots) and the exponential fitting
function, which is extrapolated to larger ribbon widths and lengths.

APPENDIX: LENGTH AND WIDTH SCALING
OF THE RIBBON

While a proximitized magnetic topological insulator
nanoribbon should be sufficiently narrow and long to obtain
well-separated MBSs with a nearly quantized zero-bias con-
ductance peak (see Fig. 3), there is still the freedom to choose
different aspect ratios. Due to the exponential suppression of
the CEC overlap and proximity-induced spectral gap, how-
ever, an exponential increase of the required ribbon length
is expected, when increasing the width significantly above
the CEC width, in order to maintain equally well-separated
MBSs. We verify this scaling relation for the aspect ratio
by fitting a contour of constant tunneling conductance, Gt =
1.95¢2 /h, denoted by a dashed line in Fig. 5(a), with the
following fitting function: Wt + C; exp(W/&y) [see Fig. 5(b)].
The function fits very well to the contour with the following
parameters: Wy = 0.39 um, C¢ = 0.025 um, and & = 50 nm.
The exponential has a characteristic length scale & = 50 nm,
which is comparable to the CEC width &cgc = fivp/Eqan =
30 nm for the model parameters under consideration. Because
of this scaling relation, a ~10-100-nm ribbon width will be
necessary to avoid impractically long ribbons from an exper-
imental point of view. Furthermore, longer ribbons are more
likely to fluctuate locally out of the topological regime due to
outliers in the disorder profile, and should therefore also be
avoided.

[1] M. Freedman, A. Kitaev, M. Larsen, and Z. Wang, Bull. Am.
Math. Soc. 40, 31 (2003).

[2] J. Alicea, Y. Oreg, G. Refael, F. von Oppen, and M. P. A. Fisher,
Nat. Phys. 7, 412 (2011).

[3] D. Aasen, M. Hell, R. V. Mishmash, A. Higginbotham, J.
Danon, M. Leijnse, T. S. Jespersen, J. A. Folk, C. M. Marcus,
K. Flensberg, and J. Alicea, Phys. Rev. X 6, 031016 (2016).

[4] R. M. Lutchyn, J. D. Sau, and S. Das Sarma, Phys. Rev. Lett.
105, 077001 (2010).

[5] L. Fu and C. L. Kane, Phys. Rev. Lett. 100, 096407 (2008).

[6] A. Cook and M. Franz, Phys. Rev. B 84, 201105(R) (2011).

[71 S. Ahn, H. Pan, B. Woods, T. D. Stanescu, and S. Das Sarma,
Phys. Rev. Mater. 5, 124602 (2021).

[8] A. M. Cook, M. M. Vazifeh, and M. Franz, Phys. Rev. B 86,
155431 (2012).

[9] O. Breunig and Y. Ando, Nat. Rev. Phys. 4, 184 (2022).

[10] D. Heffels, D. Burke, M. R. Connolly, P. Schiiffelgen, D.
Griitzmacher, and K. Moors, Nanomaterials 13, 723 (2023).

[11] R. Yu, W. Zhang, H.-J. Zhang, S.-C. Zhang, X. Dai, and Z.
Fang, Science 329, 61 (2010).

[12] C.-Z. Chang, J. Zhang, X. Feng, J. Shen, Z. Zhang, M. Guo,
K. Li, Y. Ou, P. Wei, L.-L. Wang, Z.-Q. Ji, Y. Feng, S. Ji, X.
Chen, J. Jia, X. Dai, Z. Fang, S.-C. Zhang, K. He, Y. Wang
et al., Science 340, 167 (2013).

[13] Y. Tokura, K. Yasuda, and A. Tsukazaki, Nat. Rev. Phys. 1, 126
(2019).

[14] Y. Deng, Y. Yu, M. Z. Shi, Z. Guo, Z. Xu, J. Wang, X. H. Chen,
and Y. Zhang, Science 367, 895 (2020).

[15] X.-L. Qi, T. L. Hughes, and S.-C. Zhang, Phys. Rev. B 82,
184516 (2010).

045138-5


https://doi.org/10.1090/S0273-0979-02-00964-3
https://doi.org/10.1038/nphys1915
https://doi.org/10.1103/PhysRevX.6.031016
https://doi.org/10.1103/PhysRevLett.105.077001
https://doi.org/10.1103/PhysRevLett.100.096407
https://doi.org/10.1103/PhysRevB.84.201105
https://doi.org/10.1103/PhysRevMaterials.5.124602
https://doi.org/10.1103/PhysRevB.86.155431
https://doi.org/10.1038/s42254-021-00402-6
https://doi.org/10.3390/nano13040723
https://doi.org/10.1126/science.1187485
https://doi.org/10.1126/science.1234414
https://doi.org/10.1038/s42254-018-0011-5
https://doi.org/10.1126/science.aax8156
https://doi.org/10.1103/PhysRevB.82.184516

DECLAN BURKE et al.

PHYSICAL REVIEW B 109, 045138 (2024)

[16] Q. L. He, L. Pan, A. L. Stern, E. C. Burks, X. Che, G. Yin,
J. Wang, B. Lian, Q. Zhou, E. S. Choi, K. Murata, X. Kou, Z.
Chen, T. Nie, Q. Shao, Y. Fan, S.-C. Zhang, K. Liu, J. Xia, and
K. L. Wang, Science 357, 294 (2017).

[17] M. Kayyalha, D. Xiao, R. Zhang, J. Shin, J. Jiang, F.
Wang, Y.-F. Zhao, R. Xiao, L. Zhang, K. M. Fijalkowski, P.
Mandal, M. Winnerlein, C. Gould, Q. Li, L. W. Molenkamp,
M. H. W. Chan, N. Samarth, and C.-Z. Chang, Science 367, 64
(2020).

[18] Y. Zeng, C. Lei, G. Chaudhary, and A. H. MacDonald, Phys.
Rev. B 97, 081102(R) (2018).

[19] C.-Z. Chen, Y.-M. Xie, J. Liu, P. A. Lee, and K. T. Law, Phys.
Rev. B 97, 104504 (2018).

[20] O. Atanov, W. T. Tai, Y.-M. Xie, Y. H. Ng, M. A. Hammond,
T. S. M. Ho, T. H. Koo, H. Li, S. L. Ho, J. Lyu, S. Chong, P.
Zhang, L. Tai, J. Wang, K. T. Law, K. L. Wang, and R. Lortz,
Cell Rep. Phys. Sci. 5, 101762 (2024).

[21] J. Manousakis, A. Altland, D. Bagrets, R. Egger, and Y. Ando,
Phys. Rev. B 95, 165424 (2017).

[22] P. Schiiffelgen, D. Rosenbach, C. Li, T. W. Schmitt, M.
Schleenvoigt, A. R. Jalil, S. Schmitt, J. Kolzer, M. Wang,
B. Bennemann, U. Parlak, L. Kibkalo, S. Trellenkamp, T.
Grap, D. Meertens, M. Luysberg, G. Mussler, E. Berenschot,
N. Tas, A. A. Golubov et al., Nat. Nanotechnol. 14, 825
(2019).

[23] T. W. Schmitt, M. R. Connolly, M. Schleenvoigt, C. Liu, O.
Kennedy, J. M. Chdvez-Garcia, A. R. Jalil, B. Bennemann, S.
Trellenkamp, F. Lentz, E. Neumann, T. Lindstrom, S. E. de
Graaf, E. Berenschot, N. Tas, G. Mussler, K. D. Petersson, D.
Griitzmacher, and P. Schiiffelgen, Nano Lett. 22, 2595 (2022).

[24] L.-J. Zhou, R. Mei, Y.-F. Zhao, R. Zhang, D. Zhuo, Z.-J. Yan,
W. Yuan, M. Kayyalha, M. H. W. Chan, C.-X. Liu, and C.-Z.
Chang, Phys. Rev. Lett. 130, 086201 (2023).

[25] Y. X. Chong, X. Liu, R. Sharma, A. Kostin, G. Gu, K. Fujita,
J. C. S. Davis, and P. O. Sprau, Nano Lett. 20, 8001 (2020).

[26] J. Wang, Q. Zhou, B. Lian, and S.-C. Zhang, Phys. Rev. B 92,
064520 (2015).

[27] C.-Z. Chen, J. J. He, D.-H. Xu, and K. T. Law, Phys. Rev. B 96,
041118(R) (2017).

[28] C. W. Groth, M. Wimmer, A. R. Akhmerov, and X. Waintal,
New J. Phys. 16, 063065 (2014).

[29] P.R. Amestoy, L. S. Duff, J.-Y. L’Excellent, and J. Koster, SIAM
J. Matrix Anal. Appl. 23, 15 (2001).

[30] B. Nijholt, J. Weston, J. Hoofwijk, and A. Akhmerov, Adap-
tive: Parallel active learning of mathematical functions (2019),
https://doi.org/10.5281/zenodo.1182437.

[31] A. Y. Kitaev, Phys.-Usp. 44, 131 (2001).

[32] I. Lee, C. K. Kim, J. Lee, S. J. L. Billinge, R. Zhong, J. A.
Schneeloch, T. Liu, T. Valla, J. M. Tranquada, G. Gu, and
J. C. S. Davis, Proc. Natl. Acad. Sci. USA 112, 1316 (2015).

[33] E. D. L. Rienks, S. Wimmer, J. Sdnchez-Barriga, O. Caha, P. S.
Mandal, J. Ruzicka, A. Ney, H. Steiner, V. V. Volobuev, H.
Groiss, M. Albu, G. Kothleitner, J. Michalicka, S. A. Khan, J.
Mindr, H. Ebert, G. Bauer, F. Freyse, A. Varykhalov, O. Rader
et al., Nature (London) 576, 423 (2019).

[34] M. Liu, C. Lei, H. Kim, Y. Li, L. Frammolino, J. Yan, A. H.
Macdonald, and C.-K. Shih, Proc. Natl. Acad. Sci. USA 119,
e2207681119 (2022).

[35] B. Nijholt and A. R. Akhmerov, Phys. Rev. B 93, 235434
(2016).

045138-6


https://doi.org/10.1126/science.aag2792
https://doi.org/10.1126/science.aax6361
https://doi.org/10.1103/PhysRevB.97.081102
https://doi.org/10.1103/PhysRevB.97.104504
https://doi.org/10.1016/j.xcrp.2023.101762
https://doi.org/10.1103/PhysRevB.95.165424
https://doi.org/10.1038/s41565-019-0506-y
https://doi.org/10.1021/acs.nanolett.1c04055
https://doi.org/10.1103/PhysRevLett.130.086201
https://doi.org/10.1021/acs.nanolett.0c02873
https://doi.org/10.1103/PhysRevB.92.064520
https://doi.org/10.1103/PhysRevB.96.041118
https://doi.org/10.1088/1367-2630/16/6/063065
https://doi.org/10.1137/S0895479899358194
https://doi.org/10.5281/zenodo.1182437
https://doi.org/10.1070/1063-7869/44/10S/S29
https://doi.org/10.1073/pnas.1424322112
https://doi.org/10.1038/s41586-019-1826-7
https://doi.org/10.1073/pnas.2207681119
https://doi.org/10.1103/PhysRevB.93.235434

