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Majorana zero modes in superconductor-nanowire hybrid structures are a promising candidate for topologi-
cally protected qubits with the potential to be used in scalable structures. Currently, disorder in such Majorana
wires is a major challenge, as it can destroy the topological phase and thus reduce the yield in the fabrication of
Majorana devices. We study machine learning optimization of a gate array in proximity to a grounded Majorana
wire, which allows us to reliably compensate even strong disorder. We propose a metric for optimization which
can be implemented based on measurements of the nonlocal conductance through the wire.
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I. INTRODUCTION

A promising avenue towards achieving scalable quan-
tum computing involves the utilization of Majorana zero
modes (MZMs) [1-3], which emerge as bound states within
topological superconductors [4-12]. Their occurrence is a
consequence of the topological properties of the underly-
ing phase, and they manifest as zero-energy states located
within the excitation gap of the system. Due to this topo-
logical protection, MZMs exhibit robustness against external
perturbations and decoherence. Furthermore, the ability to
manipulate MZMs through anyonic braiding allows for the
implementation of fault-tolerant qubit operations [4—7,13].

MZMs can occur in hybrid systems of conventional su-
perconductors and semiconductors with strong spin-orbit
coupling [4,14—17]. However, disorder in these systems turns
out to be a major problem [18-24], as it can destroy the
topological phase [25]. In addition, disorder can induce trivial
Andreev bound states (ABSs) [26—44], which can mimic sig-
natures of MZMs [18,20,41,45-48]. These ABSs complicate
the verification of MZMs in experiments as they make more
complex measurements and devices necessary [22,49]. To
distinguish MZMs from ABSs, signatures based on coherent
transport using electron interferometers [49-52] are suitable
but experimentally challenging [49]. Another method to detect
MZMs is the so-called topological gap protocol [53], which
can be applied to a grounded wire contacted with leads at both
ends. Here all elements of the conductance matrix between the
two leads are measured to ensure that zero-bias conductance
peaks occur simultaneously at both ends and that the excita-
tion gap closes at the boundaries of the topological phase [53].

Numerous experimental studies have confirmed the pre-
dicted signatures of MZMs [54—65]. Promising experimental
results that indicate a high likelihood for the presence of
MZMs in hybrid wires have been obtained through inter-
ferometry [49] and the application of the topological gap
protocol [22]. Theoretical investigations have also identified
strategies for enhancing MZMs in clean Majorana wires,
including the use of magnetic field textures [66—-69], har-
monic potential profiles [67], and optimized geometries for
Majorana Josephson junctions [70]. However, the presence
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of disorder in the fabrication process significantly affects the
yield of Majorana devices [22], which poses a major limita-
tion for the realization of large-scale qubit systems. Several
approaches have been proposed to address this challenge.
First, efforts have been made to fabricate cleaner wires by
improving fabrication processes [7,71]. Additionally, it has
been demonstrated that weak coupling between supercon-
ductors and semiconductors can enhance the resilience of
hybrid wires to moderate disorder [72,73]. Another strategy
involves utilizing machine learning optimization techniques
to create a potential profile along the Majorana wire using a
gate array, compensating for the effects of disorder [74]. How-
ever, the optimization process requires the measurement of
coherent transport through an electron interferometer [49-52],
which may pose challenges for scalability. In recent years,
the increasing complexity of quantum devices [9,11,75-77]
has necessitated the automatic tuning of parameters [78—89].
Machine learning algorithms have emerged as effective tools
for this purpose [77,80,84,86,88,90,91]. In this paper, we
propose an optimization approach that employs the CMA-ES
machine learning algorithm [92] to tune the voltages on an
array of gates located near a Majorana wire. Our optimization
metric is based on conductance measurements, eliminating the
need for interferometry. We demonstrate the effectiveness of
the machine learning algorithm in finding gate voltages that
minimize the metric, resulting in the reliable restoration of the
topological phase, localized MZMs, and the topological gap,
even in the presence of significant disorder. Notably, the op-
timization process effectively disregards trivial ABSs and can
drive the wire from a trivial phase to a topological phase while
mitigating the effects of disorder. Additionally, we discuss
the convergence properties of the algorithm and argue that
this optimization approach is experimentally feasible using
currently available technology.

The code needed to reproduce all results is open source and
has been made available online [93].

II. SETUP

We consider a grounded Majorana hybrid wire of length L
that is connected to two leads (labeled L and R) at the ends

©2024 American Physical Society
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FIG. 1. Majorana hybrid wire consisting of a grounded supercon-
ductor (orange) and a semiconductor with strong spin orbit coupling
(blue) connected to two leads L and R separated from the wire by
a potential V., created by pinch-off gates. The full conductance
matrix G, = dI,/dVg can be measured as a function of an applied
bias voltage Vz — V,, and external Zeeman field E; based on which
voltages of an array of gates (green) are optimized using the CMA-
ES algorithm [92] to cancel disorder effects in the hybrid wire.

(Fig. 1). An array of gates is placed in proximity to the wire
such that the voltages on the individual gates can be controlled
by the CMA-ES algorithm. Two additional gates that are not
included in the optimization are used to separate the wire from
the leads by creating a confinement potential.

This setup allows us to measure the entries of the conduc-
tance matrix Gog = dI,/dVg between the leads
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Denoting the voltage at lead « as V,, the entries in units of
% /h at zero temperature are given by [94]

G =Ny — R (—eVy) + Aj (—eVy)

Grr = —Tfr(—eVr) + A§ p(—eVi)

Grr = T, (—eVL) + A% (—eVi)

Grr = Ng — Ri(—eVir) + AR (—eVi). 2)

Here N, is the number of channels in lead «, R, is the reflec-
tion probability for an electron at lead o/, A, is the probability
for an electron to be reflected as a hole at lead o, 7,7, is the
transmission probability for an electron from lead « to lead
o/, and A¢,, is the probability for an electron from lead o to
be transmitted as a hole to lead o’ [94].

Below we construct a metric for optimization based on
conductance measurements. To assess whether optimization
of the metric successfully restores an extended topological
phase, we consider the scattering invariant [95],

e—>e e—h
Q= sgn det <:§ae :éah) . 3)

This is the sign of the determinant of the reflection block
obtained from the scattering matrix for lead L, containing
the complex reflection amplitudes computed at zero energy.
If the system is large enough such that the overlap of the
MZMs is much smaller than their couplings to the lead, then
the scattering invariant is @ = —1 in the topological phase
[22,95], and in the trivial phase Q = 41 holds. However,
it is important to note that this scattering invariant is not
experimentally accessible and is only reported as a benchmark
for assessing the performance of the optimization process for
restoring the topological phase.

In addition to bringing the wire into the topological phase,
a large excitation gap is targeted. We combine both properties
in the so-called topological gap QAg,p [22], where Agp = &
is the energy of the second level, i.e., the energy of the level
above the MZM in the topological phase, which is approxi-
mately equal to the excitation gap. Therefore, a negative value
for the topological gap with large magnitude is advantageous.

For our simulations, we first study an effective one-
dimensional wire and consider a more realistic two-
dimensional system later. The one-dimensional Majorana
wire in Nambu basis (dl(y), dI (), d,(y), —d4(y)) is modeled
by the BdG Hamiltonian

K%92
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where fiag = 0.2 eV A is the Rashba spin-orbit coupling
strength and m* = 0.02m, is the effective mass of the elec-
trons such that a characteristic energy scale is given by E, =
a,%m* /2 = 0.05 meV and a characteristic length scale is [, =
h/(agm™) = 0.19 um—realistic values for InAs nanowires
[10,54]. Here y is the direction along the wire, A is the prox-
imity induced s-wave superconducting gap, w the chemical
potential, E, the Zeeman energy due to an external magnetic
field B = Be,, and o; and t; are Pauli matrices acting in spin
and particle-hole space, respectively. We choose A =2 Ej,
throughout the paper. Disorder in the wire is described by
normally distributed random numbers J&g;5(y) with standard
deviation oygjs, and a finite correlation length Ag4is can be in-
troduced by damping high Fourier modes (for details see
Appendix A). The confinement potential V,,,r separating the
wire form the leads is given by a steep Gaussian peak at both
lead-wire interfaces (see Appendix A). Only when consider-
ing tuning a wire from the ABSs regime to the topological
phase, we choose a more shallow confinement.

We use the CMA-ES algorithm (for details see Ap-
pendix B), which has found many applications for high-
dimensional optimization problems [96—-100], to optimize the
Fourier components a;, b; [see Eq. (5) below] of the N, gate
voltages. The Fourier components are related to the voltage V;
on gate j via

by LEJ 21 L J 21
Vi=—+ a sin(—kj)—i— b cos(—kj).
' 2 k2=1: ‘ Ne k=1 ‘ Ng
(%)

For reasons of better comparability, we set by = 0 with the
exception of the case where the optimization algorithm tunes
from ABSs to MZMs. We assume that the wire is located a
distance zgys = 0.3 Ey, above the gates such that the potential
created by the gate array at position y in the wire is given by

S
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FIG. 2. Effects of strong disorder on a Majorana wire of length
L =32.5 [, in the topological phase for u = 1 Ey, and E, = 6 E,,.
Panels (a) and (b) depict the wave functions |Wy|? (blue) of the lowest
energy state together with the electron |ug|? (green) and hole wave
function |vy|* (orange) for a clean and disordered wire (ogis = 25 E,
Agis = 0), respectively. Here Wy = (i, vy) such that |Wy|? = |ug|* +
|vg|>. The insets depict the lowest energy levels. Panels (c) and
(d) show the corresponding topological gaps QAg,,, where Q is
the scattering invariant and Ag,, is an estimator for the gap given
by the energy of the second level. The black squares indicate the
parameters used in panels (a) and (b), respectively. While the clean
wire shows localized Majorana zero modes with a large topological
gap (Q = —1, Agyp > 1 E), both the localized zero modes and the
topological phase are destroyed by strong disorder.

Here F and F~! denote Fourier transform and inverse Fourier
transform, respectively, and x ;(y) is one for y above gate j and
zero otherwise.

For computing the conductance, the eigenstates, and the
energy eigenvalues of the Hamiltonian Eq. (4), we discretize
the Hamiltonian on a lattice with spacing a = 0.026 [, and
use the python package KWANT [101] to extract the scat-
tering matrix, the conductance matrix, and the Hamiltonian
matrix. As a point of reference, we consider a clean wire
in Fig. 2, for which the topological gap shows an extended
topological phase as a function of Zeeman field and chemical
potential for E? > u* 4+ A? [red region in Fig. 2(c)] with a
gap closing at the boundary [white region in Fig. 2(c)]. In
the topological phase, there exists a zero energy state in the
gap [inset of Fig. 2(a)] with a wave function localized at the
wire ends [Fig. 2(a)]. For this Majorana wave function ¥y =
(uo, vo), the Majorana condition |vo(y)| = |uo(y)| holds be-
tween electron [ug = (u4, 1) in green] and hole components
(vp in orange). However, when adding strong onsite disorder
(see Appendix C) with standard deviation ogis = 25 Ej,, the
topological phase and the gap are destroyed [Fig. 2(d)]. The
eigenstate with the smallest energy is no longer localized at
the wire ends and does not fulfill the Majorana condition
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FIG. 3. Elements of the conductance matrix between lead L and
R as a function of the Zeeman field E, and bias voltage Vs at a
chemical potential © = 1 E, in a clean wire of length L = 32.5 .
For evaluating the metric, a measurement of Ggg and Gy, at zero bias
is performed (black square), and a scan of the nonlocal conductances
along E, for zero bias and along Vj;,s for a given E; are needed (black
lines). Increasing the Zeeman field E., the wire enters the topological
phase which shows zero bias peaks in the local conductance at both
leads. At the transition, the gap closes which can be inferred from the
nonlocal conductance.

anymore. To compensate the effects of such disorder, in the
following, we first introduce a metric and then minimize it by
letting the CMA-ES algorithm find optimal gate voltages. As
we will demonstrate, this optimization is capable of restoring
the topological phase and the Majorana zero mode.

III. METRIC BASED ON CONDUCTANCE
MEASUREMENTS

It is crucial for a successful optimization to choose a metric
that enhances the desired features when minimized. As disor-
der can induce trivial ABSs at zero energy, the metric cannot
solely rely on the occurrence of zero-bias conductance peaks.
We suggest the following metric:

. ~ A 2Agap
MV g Bz ) = = G (Vi = 0)Gra(Vy = 0) =
—1
x lnlg,réa;é;ca&(Ez =B . O

where the sum runs over the lead index @« = L, R. This metric
consists of the following contributions inspired by the topo-
logical gap protocol [53], as illustrated for the clean wire in
Fig. 3:

(1) As a first contribution the local zero-bias conductance
Gua(Vy = 0) = (h/€*) Goo(Vy, Vi, = 0; E;, 1) at both leads is
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measured (left panels). Their product is large if there are zero-
bias peaks at both ends, as is the case for localized MZMs.

(2) As a second contribution, to ensure that the zero-bias
peaks are not realized by simply closing the gap, we include
an estimator for the transport gap Agap(Vg;Ez, () obtained
from a scan of the antisymmetric part of the nonlocal con-
ductance Gon" = [Gua(eVy) — Gaa(—eV,)]/2 over a range
of bias voltages V, = Vx — V,, (black, vertical lines in right
panels). This scan is performed by increasing the bias using a
step size 8V, = 0.05 Ej, until the signal peaks at eV}, = Agap,
indicating extended state above the gap. The rescale factor
2/ A balances the metric such that if the transport gap is the
full proximity gap A, the contribution to the metric is 2—the
same factor each zero-bias peak would contribute in (1) for
ideal MZMs.

(3) The third contribution involves a scan of the nonlocal
conductances Gz (Vg, Vi = 0;E;, u) over Zeeman fields in
the interval I, = [E; — 5 Eq,, E;] (black, horizontal lines in
right panels) with step size 6E, = 0.15 E,,, where & is the
opposite lead of «. The contribution to the metric is then
given by the logarithm of the maximum of the sum of these
nonlocal conductances, where taking the logarithm ensures
that the metric is not dominated by this term as the nonlocal
conductance can change by several orders of magnitude dur-
ing optimization. This term is large if there is a gap closing at a
Zeeman field in the interval, which is the case if the transition
to the topological phase occurs for a Zeeman field smaller
than E,.

This metric does not require performing the full gap pro-
tocol, which would be too slow if many metric measurements
are needed, but a metric evaluation only requires two param-
eter scans, one along the bias voltage for fixed Zeeman field
and one along the Zeeman field for fixed bias.

IV. OPTIMIZATION OF A ONE-DIMENSIONAL
MAJORANA WIRE

We next revisit the Majorana wire of length L = 32.5 [,
with strong onsite disorder oy = 25 E, considered in the
right panels of Fig. 2. For a Zeeman energy of E, = 6 E,
and a chemical potential of u = 1 E,,, we use the CMA-ES
algorithm to optimize voltages of N, = 50 gates to minimize
the metric Eq. (7) (for optimization with fewer gates see
Appendix D). The CMA-ES algorithm is a derivative-free,
population-based machine learning algorithm [92]: In each
step of the optimization a population, i.e., a set of 70, candi-
date gate voltage configurations, is drawn from a multivariate
normal distribution. Then the metric is measured for each
candidate in the population. The only information about the
physical system that the algorithm needs is the value of the
metric for each candidate, and based on the np,,/2 best can-
didates, the parameters of the algorithm that determine the
search region are updated. The idea is that the search region
from which the population is drawn can first expand to find
candidates close to the minimum and then contract around the
minimum. For a detailed description of the CMA-ES algo-
rithm, we refer the reader to Ref. [92] and Appendix B, and
details on applying the algorithm to gate array optimization
can be found in Ref. [74].
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FIG. 4. Majorana wire with strong disorder [cf. Fig. 2(b)] using
optimized gate voltages found by minimizing the metric Eq. (7)
with the CMA-ES algorithm. (a) Wave function |¥,|? (blue) of the
first level together with the electron |u,|?> (green) and hole wave
function |vy|? (orange), (b) topological gap QAg,p, and (c) the energy
levels for the optimized wire (blue) and for comparison for the
disordered wire with zero voltage on all gates (red). Using optimized
gate voltages restores localized MZMs, the topological phase, and a
topological gap.

Figure 4 depicts the Majorana wave function, energy
levels, and topological gap when using the optimized gate
voltages found by the CMA-ES algorithm. The algorithm is
capable of restoring localized MZMs such that the Majorana
condition holds again [Fig. 4(a)]. A scan of the topological
gap through chemical potentials © and Zeeman energies E,
[Fig. 4(b)] reveals that optimization not only restores the topo-
logical phase at the point of optimization (u =1 E,, E, =
6 E,) but for an extended region (shown in red in Fig. 4(b)].
In addition, the gap is restored, as can be seen from the com-
parison of the energy levels before optimization [Fig. 4(c),
red circles] and for the optimized voltages [Fig. 4(c), blue
crosses]. These results indicate that the algorithm is indeed
able to learn the disorder profile as it found gate voltages such
that the potential profile created along the wire compensates
the disorder (see also Appendix E on the stability of the
optimum).

We further show that the optimized wire lies in an extended
region with zero-bias conductance peaks at both ends (Fig. 5,
left panels), where the nonlocal conductances (Fig. 5, right
panels) indicate that the boundary of this region is gapless,
while there is a finite gap within the region.

V. COMPARISON BETWEEN THE METRIC
AND THE TOPOLOGICAL GAP

Since the desired properties of the system—the topological
phase and a large excitation gap—are encoded in the topolog-
ical gap QAg,p,, one may assume that it is an ideal metric for
optimization. Unfortunately, however, the scattering invariant
cannot be accessed experimentally, which disqualifies it for
this purpose. To further motivate our metric, Eq. (7), we show
a comparison with the topological gap in Fig. 6. For this, we
calculate both quantities as a function of chemical potential
@ and Zeeman energy E, for the clean wire (top panels), the
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FIG. 5. Elements of the conductance matrix between lead L
and R as a function of the Zeeman field £, and chemical poten-
tial u for the disordered wire with optimized gate voltages (see
Fig. 4). The local conductances are shown at zero bias and the
nonlocal conductances for a small bias voltage of Vii,s = 0.1 Eg,.
These conductance measurements indicate an extended topological
phase with gap closing along the boundary [53]. The black square
indicates the point in the phase diagram at which the optimization has
been performed.

disordered wire with ogs = 25 E,, Agis = O (center panels),
and the disordered wire with optimized gate voltages (bottom
panels). We find excellent agreement between our metric and
the topological gap. It turns out that minimizing the metric
leads to a topological phase with sizable excitation gap, and
the absence of false positives makes the optimization reliable
for recovering the topological phase (see also Appendix F for
more disorder realizations).

VI. CONVERGENCE OF THE OPTIMIZATION

Full convergence of the algorithm, such that for the best
gate configurations at step ¢ and ¢ — 1 holds that ||Vfg’) —

V;"”H < 1078 E,, may require tens of thousands of cal-
culations (or measurements) of the metric, which would be
experimentally very time-consuming. However, our aim is
not to achieve full convergence, but to reliably compensate
the disorder effects. We therefore consider Majorana wave
functions, energy levels, and the topological gap at several
steps during the optimization in Fig. 7. The starting point for
the optimization is again the disordered wire in the right panel
of Fig. 2 with zero voltage on all gates. It becomes apparent
that the magnitude of the metric increases rapidly during the
initial steps and that the slope subsequently flattens out (up-
per left panel). After only 40 metric measurements, localized
MZMs are recovered at the point (u, E,). Already after 2680
metric measurements, an extended topological phase with

clean
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FIG. 6. Comparison between the measurable metric (left panels)
and the experimentally inaccessible topological gap QA,,, (right
panels) as a function of Zeeman energy E, and chemical potential
. The top panels depict a clean wire, the center panels a wire
with strong disorder and zero voltage on all gates, and the lower
panels show a wire with strong disorder and optimized gate voltages.
The metric is small where the topological gap indicates a strong
topological phase (Q = —1 and large gap), and the topological phase
can be accurately inferred from the values of the metric.

considerable gap is obtained, and after 3280 measurements we
no longer observe any significant improvements in the topo-
logical gap anymore, although the metric continues to increase
slightly. From these observations, we conclude that complete
recovery of the MZMs occurs significantly before formal con-
vergence, so that a feasible number of much less than 5000
evaluations of the metric is sufficient. In Appendix F, we
show further optimizations for various disorder realizations
after 3000 metric evaluations and find similar results. In our
simulations, one metric evaluation requires in total less than
100 conductance measurements for the scans along Zeeman
field and bias voltage.

VII. OPTIMIZATION IN THE PRESENCE OF ANDREEV
BOUND STATES

The problem of a single conductance measurement is that
it cannot distinguish between trivial ABSs pinned at zero en-
ergy and topological MZMs. This raises the question whether
optimization of the metric, Eq. (7), is able to ignore ABSs and
tune the wire into the topological phase while simultaneously
compensating for disorder.

By choosing a smooth confinement potential that slowly
decays into the inside of the wire (see Appendix A for details),
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FIG. 7. Convergence of the optimization algorithm for a wire of length L = 32.5 [, with strong onsite disorder with a strength of oy =
25 E,. The upper left-hand panel depicts the magnitude of the metric as a function of the number of metric evaluations. The other upper
panels show the wave functions and the insets the lowest energy levels during several steps of the optimization before the algorithm has fully
converged, and the lower panels show the corresponding topological gaps. To restore the localization of Majorana modes, only a few hundred
metric evaluations are needed, and for obtaining an extended topological phase, a few thousand metric evaluations are sufficient even before

full convergence of the CMA-ES algorithm.

extended regions with a pair of ABSs at zero energy appear in
the trivial phase [26] (white region in top panel of Fig. 8), each
localized at one end of the wire, thus giving rise to zero-bias
conductance peaks at both ends [26].

As a starting point for optimization, we choose a chemical
potential of u = 8 E,, and Zeeman energy E, = 6 E,, which
corresponds to the trivial phase with ABSs. In addition, we
introduced strong disorder ogis = 50 E, with very short cor-
relation length Agis = 0.052 I, which causes the topological
phase to vanish and destroys the localization of trivial ABSs
(center panel in Fig. 8). To allow the algorithm to tune out of
the trivial phase into the topological phase, we here include
the mean gate voltage by in Eq. (5) in the optimization. We
find that the CMA-ES algorithm successfully compensates
for the disorder while also ignoring the ABSs and tuning
the wire into the topological phase (lower panel), resulting in
localized MZMs.

VIII. OPTIMIZATION OF A TWO-DIMENSIONAL
MAJORANA WIRE

We next focus on a two-dimensional, rectangular wire of
length L, = 19.5 [, and width L, = 0.39 [, described by the
Hamiltonian

2

:fz[_

- ihaR(Gxa)f - O'yax) + Vg(x’ y)UO

H2d

wire

e (97 4 8500 — 1160 + 8ais (X, )0

“BgB;

2

+ ‘/conf(y)00:| + 700, + AT1,00. ()

Here the Landé factor is given by g= —14.9 [102], and
if not stated otherwise, the same parameters as for the
one-dimensional wire are chosen. When discretizing the
Hamiltonian on a two-dimensional lattice with spacings a, =
ay = 0.026 I, we include the orbital effect of the magnetic

—ie/h [;> A-dr

field by adding Peierls phases e to the hoppings

from site r to r,. We choose the vector potential A such that it
is given by —B_xe, away from the ends and smoothly vanishes
over a distance L, /2 towards the short ends of the wire in order
to conserve the supercurrent in the wire [74].

The clean two-dimensional wire is in the first topological
phase for a chemical potential of u = 63 E, and a Zeeman
energy E, = upgB,/2 = 6 Ey,, which we choose as parame-
ters for the optimization. Adding strong disorder with strength
odis = 120 E, and a short correlation length A4 = 0.052 [,
completely destroys MZMs (Fig. 9, upper left panel) and
the topological phase (lower left panel) similarly to the one-
dimensional case. Again optimization of N, = 50 gates allows
restoring localized MZMs (upper right panel) and an extended
topological phase (lower right panel).

IX. CONCLUSIONS

In this study, we explored the machine learning opti-
mization of a gate array placed in proximity to a strongly
disordered Majorana wire. To optimize the system using the
CMA-ES algorithm, we introduced a metric based on conduc-
tance measurements. This metric allowed for the optimization
of a grounded wire connected to two leads, eliminating the
need for interferometry and Coulomb blockade. By minimiz-
ing the metric, the CMA-ES algorithm effectively restored
the localized MZMs, extended the topological phase, and
reopened the excitation gap, even in cases where they were
completely destroyed by the disorder. Remarkably, the algo-
rithm demonstrated the capability to disregard trivial ABSs
and to tune the wire into the topological phase while si-
multaneously mitigating the effects of disorder. Furthermore,
we demonstrated that the required number of measurements
for the optimization process is experimentally feasible, and
even with a modest number of gates (around 20-50), substan-
tial improvements can be achieved. Notably, gate arrays of
this scale can already be constructed using standard electron
beam lithography and aluminum gates isolated by native oxide
[82,103].
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FIG. 8. Results for a wire with a smooth confinement potential
that supports ABSs in the trivial phase. The upper panels show the
lowest energy levels as a function of the chemical potential (left)
and the topological gap (right) as a function of Zeeman field and
chemical potential for a clean wire as a reference. Optimization is
started in the trivial phase (red diamond), where a pair of ABSs is
present in a clean wire when all gate voltages are set to zero. The
center panels depict the wave function of the first level |Wy|? (blue,
left panel) with their decomposition into hole (orange) and electron
(green) components and the topological gap for the case of strong
disorder o4 = 50 Eo, Agis = 0.052 [, where all gate voltages are
zero. The bottom panels show wave function and topological gap for
using optimized gate voltages, where the mean voltage by is included
in the optimization. The insets in the wave function panels show the
corresponding lowest energy levels. Optimizing the metric tunes the
system to the topological phase—ignoring the trivial ABSs.

Recently, simultaneous tuning of the spatial profiles of the
induced superconducting pairing, Zeeman field, and spin-orbit
coupling have been proposed to produce false-positives of the
topological gap protocol [104]. While there is an ongoing
discussion about how realistic such situations are [105,106],
and whether they can really fool the gap protocol [107], they
may result in a large metric when optimizing Majorana wires.
However, these spatial profiles cannot be actively produced by
the gate arrays of our method, such that the optimization will
not steer the system into such a situation over restoring the
topological phase.

Tuning scalable architectures remains a major challenge,
primarily due to the demand for controlling many individually
tunable gates. Nonetheless, the automated tuning of individ-
ual wires and smaller systems allows for proof-of-principle

experiments, fostering a deeper understanding of disorder mit-
igation. In addition, material improvements resulting in less
disorder may reduce the requirements in the number of gates
and thus improve scalability. The analysis of optimally tuned
gate voltage arrays may also offer guidance in optimizing the
design of Majorana wires.
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APPENDIX A: DETAILS ON DISORDER
AND CONFINEMENT POTENTIALS

To obtain correlated disorder potentials, we first draw ran-
dom numbers § with standard deviation og;, from a normal
distribution. A finite correlation length A4 can be included
by damping high Fourier modes according to [74]

8ais(v) = F e F[§(y)]]. (A1)

For most of the one-dimensional wires considered here, we
choose onsite disorder Agis = 0, which is the most challenging
type of disorder to compensate using gate potentials [74].
For the two-dimensional wire, we consider the case Ag =
0.052 [, which is a very short correlation length.

A confinement potential V.o separates the wire from the
leads where we lower the potential by Vieoq = 100 Eg, to en-
sure that both spin species are present at the Fermi level in the
leads. Except for Sec. VII, we consider a steep confinement
of the form Veont () = Vo v, (v — ¥0) + Vo1, (v — L + yo) with
Vo, @) = Voexp[—y?/26?%], 0 = 0.1 Ey,, and V = 65 E,.
Here yp = +/20%1In2 such that the potential maximum is
moved a distance yy into the wire and the potential has
decayed to V;,/2 at the wire lead interface.

In Sec. VII, we use a smooth confinement potential in order
to produce a region of ABSs at zero energy in the trivial phase
[26,108]. The potential is made up of a narrow Gaussian peak
with decay length oy = 0.1 [, and a wide peak with o, = 6 I,
continuously matched at (y; + yo, E;). At the left lead, the
potential is given by

Vcr],Vo+V1ead (y - }’0) - Vlead y < 0
V) = 3 VYeu® — o) 0<y<y
Voo vo @ = Yo —y1+y2)  y=»

yo = v2021n2, (A2)
v = /202 In(Vo/E,). (A3)

We choose E; = 10 E,, Vo = 65 E,, and Vieaq = 100 Ej,.

APPENDIX B: DETAILS ON CMA-ES OPTIMIZATION

In each step ¢ of the CMA-ES algorithm [92], we draw
a population of np,, = 40 gate voltage configurations—or
rather their Fourier components (a, b)—from a multivariate
normal distribution A'((@®, 5"), (¢)>C"). Here (), b")
is the mean of step ¢ obtained as a weighted average of the
Npop/2 best candidates of step ¢ — 1, i.e., the candidates with
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FIG. 9. Optimization of a two-dimensional wire with strong disorder of strength o4;; = 120 E,, and short correlation length A4 = 0.052 g,
in the first topological phase for i = 63 E,, and E, = 6 Ey,. The upper panels show the wave functions |W,|? for the disordered wire with zero
voltage on all gates (left) and for optimized gate voltages (right). The corresponding topological gaps QA,,, are shown in the panels below.
The lower center panel shows the lowest energy levels of the wire before optimization (red circles) and with optimized voltages (blue crosses).
While the disorder completely destroys the localization of the wave function of the first level and the topological gap, both are restored when

using optimized gate voltages.

the smallest value for the metric. The other parameters are
the step size o) and the correlation matrix C) adjusted by
the CMA-ES algorithm to find candidates close to the mini-
mum and contract the search region around it [92]. As initial

disordered wire optimized wire

0.010 p . , -
(a) 3 o (b) 2 XXX
H05FL 1 505X A
Q 1
o 0.0k . 0.0 —
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o~
3 il a
8 0 -
3
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E./E, E/E,
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FIG. 10. Optimization of only 20 gates in proximity to a Majo-
rana wire of length L = 32.5 [, with chemical potential © = 1 E,
and Zeeman energy E, = 6 E,. Panels (a) and (b) depict the wave
functions |Wy|? (blue) of the first level together with the electron |ug|?
(green) and hole wave function |vy|? (orange) for the disordered wire
with short correlations (o4 = 25 E, Agis = 0.05 ;) and for the
same wire with optimized gates, respectively. Panels (c) and (d) show
the corresponding topological gaps QA g,,. Optimization of only 20
gates restores an extended topological phase and the localization of
the MZMs.

parameters, we set 0@ = 1.0, C? =1, and (', 5?) =0,
i.e., zero voltage on all gates. We use the mature python
implementation pycma [109] with formal convergence criteria
topfun = 10~ tolfunhist = 1078, and folx = 107> E, and
otherwise default parameters to perform the CMA-ES opti-
mization computations.

APPENDIX C: STRENGTH OF DISORDER

In this Appendix, we relate the disorder strength oy to
the mean free path £ and the mobility p, of the electrons in
the wire. For a one-dimensional wire, using Fermi’s golden
rule and assuming there is one scatterer per lattice site, the

IOOﬁ‘ 1 4 1
3 LY .
g sof & {4 Y &y
IS5 j! = » &
0' — ~
s 05 T j . T 04&
S ,ﬂ'j N
S Q
Q L ] .2
g oop § @ O
5 05F 7
Rl A . il
0 1,2 U pse, 91 puE, O

FIG. 11. Robustness of the restored topological phase of the re-
sults presented in Fig. 4 to perturbations of the optimized Fourier
components. The top left panel depicts the percentage of cases with
perturbed Fourier components for which the wire is topological as a
function of the perturbation strength o based on 100 realizations of
the perturbation for each value of 0. The bottom left panel shows
the mean of the topological gap as a function of 0. The right panels
depict topological gap scans through the space of chemical potentials
and Zeeman fields at the four perturbation strengths (a) oy = 0.1,
(b)o; =04, (c)os =0.6,and (d) oy = 1.5.

045132-8



CONDUCTANCE BASED MACHINE LEARNING OF OPTIMAL ...

PHYSICAL REVIEW B 109, 045132 (2024)

seed 2 seed 3 seed 4 seed 5
5 Ll " T
S o
3
-5 : \
3 O ‘
R0
B \
= 2 4 6 8
EZ/ESO
0.010 T 2 3 T
IE ot L Ey %58 1 Xééé ! 656
o o B
o 0 0 0 0
> 0.005 | T T T R
0.000
20 0 20 0 20
yv/Lg, Y/ Lgo /L, v/Lg,

FIG. 12. Optimization results for a one-dimensional wire of length L = 32.5 [, with different realizations of the onsite disorder with
strength o4 = 25 Eg, (by using different seeds of the random number generator for drawing disorder profiles; cf. Fig. 4 for seed 1). Top
panels depict the topological gap QA,,, before optimization with zero voltage on all gates. The center panels show the topological gap for
optimized gate voltages after 3000 metric evaluations (75 CMA-ES steps with population size 40). The lower panels show the corresponding
wave functions after optimization |Wy|? (blue), the electron component |ug|> (green), and the hole component |v|? (orange). The insets depict
the lowest energy levels before optimization (red circles) and after optimization (blue crosses). Optimization yields an extended topological

phase for all considered disorder realizations.

scattering rate is given by

h -~ <Jdis>2 a 1
TldEso Eso lso kF lso .

Here a is the lattice constant and kr the Fermi momentum.
From the scattering rate, the mean free path can be obtained
as £ = vpty4, Where vy is the Fermi velocity. The mobility
is given by u, = et)y/m* with the effective electron mass
m*. The disorder considered here, where oy, = 25 E,, for
chemical potential u = 1 Ey, and Zeeman energy E, = 6 E,,,
corresponds to a mean free path of £ &~ 173 nm and a mobility
of i, ~ 22.1 x 10* cm?/Vs.

The disorder is strong if the scattering rate from the impu-
rities is on the order of the induced effective gap

A 2kF lso
VAE./Eso)? + d(kpls,)?

in the wire [110-116]. The disorder strength at which /i/71; =
Aping 18 given by [52]

(ChH

A p,ind = (CZ)

5dis _ zls_oﬁ kFlso . (C3)
Eso a Eso [(Ez/Eso)2 + 4(KF lso)2]1/4

For E, =6 E, and u=1E, we find kr ~ 3.1 15" and
G4is ~ 4.5 E,,, which is about five times smaller than the
disorder strength considered here.

For the two-dimensional wire, the scattering rate is

given by
h ~ 1 Odis 2 a 2
T2d Eso 2 Eso lso .

Comparing to the one-dimensional case, Eq. (C1) reveals that
the scattering rates differ by a factor (kplso)’l/ (a/2ls) =~
24.6, i.e., the mobility and mean free path are about 24.6 times
larger in the two-dimensional case when using the same dis-
order strength ogis. We compensate for this fact by choosing
ogis = 120 E, for the two-dimensional and og;s = 25 E, for
the one-dimensional wire, such that 1202 / 252 ~ 23 makes up
for this difference. By this choice, the disorder effects are of
similar strength in both cases.

(C4)

APPENDIX D: OPTIMIZATION WITH A REDUCED
NUMBER OF GATES

In Ref. [74] a sweet spot in the number of gates for op-
timization of Majorana wires was identified as about 1.5-2
gates per 1 [, of wire length. For the wires of length L =
32.5 Iy, considered here, using 50 gates is within this range.
However, the larger the number of gates, the more challenging
is the implementation for larger scale devices. We therefore
also consider optimization using only 20 gates. In Fig. 10,
we show optimization for strong disorder ogis = 25 E, with
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short correlation length Ag4is = 0.05 [(c—much smaller than
the extension of an individual gate (1.625 I,). While disor-
der destroys the localization of the MZMs and most of the
topological phase [Figs. 10(a) and 10(c)], optimization of 20
gates is capable of restoring an extended topological phase
and the MZM localization [Figs. 10(b) and 10(d)]. These
results indicate that a much smaller number of gates than
the sweet spot is already sufficient to improve Majorana de-
vices. In case of larger correlation lengths or smaller disorder
strength, we expect that optimizing an even smaller number of
gates yields significant improvements for the performance of
Majorana devices.

APPENDIX E: STABILITY OF RESTORED TOPOLOGICAL
PHASE AGAINST PERTURBATIONS IN THE OPTIMIZED
FOURIER COMPONENTS

We demonstrate that the restored topological phase is sta-
ble against small perturbations in the Fourier components of
the gate voltages by revisiting the optimized wire of Fig. 4.
We start from the optimized Fourier components and add a
normally distributed perturbation with zero mean and stan-
dard deviation o, drawing 100 different realizations for each
value of oy. We then use the resulting perturbed Fourier
components to compute the gate voltages and the resulting
topological gaps Ag,,Q/E;,, average the topological gaps
over the realizations (bottom left panel of Fig. 11), and count
which portion of samples is still topological (top left panel).
It becomes apparent that for oy < 1, almost all cases are still
topological in an extended range of parameters [Figs. 11(a)—
11(c)]. As a reference, the absolute value of the optimized

Fourier components has mean 1.46 and maximum 5.50 (i.e.,
or ~ 1isindeed a strong perturbation).

In addition, we test the robustness against dysfunctional
gates by setting the gate voltage to zero on some gates after the
optimization. For this, we repeatedly (100 times) randomly
choose a certain percentage of the gates and set their voltages
to zero. We then compute the topological gap to see if this
destroys the previously restored MZMs again. For the opti-
mized wire of Fig. 4, we find that when 10% of the gates
are dysfunctional in over 90% of the cases, the topological
phase remains present. Even for 40% still 70% of cases remain
topological, however, with a smaller effective gap on average.

APPENDIX F: DEPENDENCE ON THE DISORDER
REALIZATION

To demonstrate that the optimization reliably restores the
topological phase, we consider several disorder realizations
for onsite disorder with strength og;s = 25 E, by using differ-
ent seeds for the random number generator (seed 1 is used in
the main text). In the top panel of Fig. 12, we show the topo-
logical gap for the disordered wires where all gate voltages
are set to zero. At the point of optimization (black square),
disorder destroyed the topological phase in four out of five
cases (including the main text results), which is a realistic
amount of disorder [22].

For a realistic test, we stop optimization after 3000 metric
evaluations and use the best gate voltages at this point. In all
cases, we find an extended topological phase (center panel)
and localized MZMs (lower panel) when using the optimized
gate voltages.
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