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Twisted bilayer graphene (TBG) is known for exhibiting highly correlated phases at magic angles due to
the emergence of flat bands that enhance electron-electron interactions. The connection between magic angles
and the quantum Hall effect remains a topic of ongoing research. In the TBG chiral model, electronic wave
function properties depend on a single parameter (α), inversely proportional to the relative twist angle between
the two graphene layers (θ ), which includes the interlayer interaction strength. In previous studies, as the twist
angles approached small values, strong confinement and a convergence to coherent Landau states were observed.
However, the origin of these phenomena remained elusive. In this paper, we explore flat band electronic modes,
revealing that flat band states exhibit self-duality; they are coherent Landau states in reciprocal space and exhibit
minimal dispersion, with standard deviation σk = √

3α/2π as θ → 0. Subsequently, by symmetrizing the wave
functions and considering the squared TBG Hamiltonian, the strong confinement observed in the θ → 0 limit is
explained. This confinement arises from the combination of the symmetrized squared norm of the moiré potential
and the quantized orbital motion of electrons, effectively creating a quantum well. The ground state of this
well, located at non-high-symmetry spots, corresponds to a Landau level. Furthermore, we demonstrate that the
problem is physically analogous to an electron attached to a non-Abelian SU(2) gauge field with underlying C3

symmetry. In regions of strong confinement, the system can be considered Abelian, aligning with the picture of
a simple harmonic oscillator. This allows us to define a magnetic energy in which the important role of the wave
function parity and gap closing at nonmagic angles is revealed. Finally, we investigate the transition from the
original non-Abelian nature to an Abelian state by artificially changing the pseudomagnetic vector components
from an SU(2) to a U(1) field, which alters the sequence of magic angles. An experimental proposal is made to
measure such effects.
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I. INTRODUCTION

Superconductivity in twisted bilayer graphene (TBG) is
known to occur when the rotation angle between layers cre-
ates a flat band where electrons exhibit zero group velocity
[1]. Such angles are known as magic angles. This significant
discovery has underscored the importance of two-dimensional
(2D) materials in gaining insight into unconventional super-
conductivity observed in cuprates and heavy fermion systems.
These materials share similar quantum phase diagrams and
present a paradigm in the study of moiré materials.[1–3].
After the discovery of superconductivity in TBG [1], authors
of subsequent studies have confirmed the crucial role of flat
bands in the emergence of unconventional superconductivity
and strongly correlated phases in twisted multilayer graphene
systems [2,4–25]. TBG flat bands, also referred to as zero-
mode states, exhibit mathematical similarities with the ground
state of the quantum Hall effect (QHE) [26–28]. Magic angles
are known to follow a remarkable 3

2 sequence or quantization
rule, characterized by the Fermi velocity vanishing and the
emergence of flat bands [26–30].
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Tarnopolsky et al. [26] established the simplest model
for magic angles in TBG by disabling one of the interlayer
hoppings. This model played a critical role in elucidating the
underlying symmetries, including intralayer inversion sym-
metry and the parity of magic angles, and enabled a more
in-depth analysis of the zero-mode wave function [27,31].

Zero energy modes at magic angles have been investigated
in many recent works [4,13,15,17,18,26,27,32–38]. There
were mathematical hints for a possible connection with the
QHE and the lowest Landau level [26–28,39,40]. Authors of
other works revealed interesting connections with fractional
QHE (FQHE), topological matter, Weyl semimetals, Floquet
systems, anomalous edge states, strain effects, and electrically
tunable gauge fields [5,7,38,41–53].

Researchers in magic-angle TBG have indeed established
a close relationship between the squared Hamiltonian of this
system and the quantum harmonic oscillator and the QHE
[28]. The ground state corresponds to a flat band in which the
wave function converges into coherent Landau-level states of
the QHE. Another significant outcome was the explanation of
the 3

2 magic angle recurrence rule through the use of scaling
arguments, revealing its intimate connection to the quantiza-
tion of angular momentum [28]. Consequently, for each magic
angle, there exists an almost well-defined attached angular
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quantum number which can be interpreted as interlayer cur-
rents [28,30]. This explanation of the fundamental principles
behind the magic-angle phenomenon offers valuable insight
into addressing fundamental questions at the intersection of
the FQHE and unconventional superconductivity, which are
currently the focus of intense study in strongly correlated
systems [54].

However, despite our previous works [28,30,55], several
questions remain unanswered. One of these questions pertains
to the mechanism behind the strong localization of wave
functions in magic-angle invariant spots once the lattice is
properly scaled by the parameter α, which encapsulates the
energetic interaction coupling between layers and the angle.
Additionally, we have yet to explore the consequences of
nearly coherent Landau states. Here, we show that zero modes
behave as minimal dispersion packets as expected. We also
explain how the wave function confinement arises around cer-
tain localization centers due to an effective potential produced
by the moiré potential and the orbital motion of the electron.
Moreover, we show that the magic-angle order parity is a
crucial property associated with flat bands in TBG. We also
establish some connections between the angular momentum
and non-Abelian pseudomagnetic fields.

This paper is divided as follows. Section II introduces
the Hamiltonian for the chiral TBG (cTBG) model and the
pseudomagnetic field that emerges due to the effect of the pa-
rameter α. Section III finds self-duality localization properties
between reciprocal and real space and demonstrates that zero-
mode states are coherent Landau states. Section IV analyzes
confinement conditions for the electronic wave function in
the asymptotic limit α → ∞ and the symmetries of the zero
energy wave function. Section V explores the non-Abelian
nature of TBG and its connection with the magnetic QHE.
Section VI analyzes the non-Abelian nature of the pseudo-
magnetic field by changing artificially its structure to make it
more Abelian and how the scaling and recurrence are mod-
ified. Finally, Sec. VII gives some conclusions and further
research directions.

II. CHIRAL SQUARED TBG HAMILTONIAN

The Bistritzer-MacDonald (BM) Hamiltonian provided a
low-energy model for TBG and unveiled the existence of
magic angles [29]. To account for structural relaxation effects,
the tunneling between layers in the AA stacking regions can
be set to zero, resulting in a model that exhibits an addi-
tional chiral symmetry. This reduced model is referred to
as the cTBG or Tarnopolsky-Kruchkov-Vishwanath (TKV)
model [26]. In the chiral basis, the bispinor is �(r) =
[ψ1(r), ψ2(r), χ1(r), χ2(r)]T , where indexes 1, 2 denote each
graphene layer, and ψ j (r) and χ j (r) are the Wannier orbitals
on each sublattice of the unit cell of graphene.

The chiral Hamiltonian is given by [26,32,56],

H =
[

0 D∗(−r)
D(r) 0

]
, (1)

where the zero-mode operator is defined as

D(r) =
[ −i∂̄ αU (r)
αU (−r) −i∂̄

]
, (2)

with ∂̄ = ∂x + i∂y. The coupling potential between layers is

U (r) =
3∑

ν=1

exp[iφ(ν − 1)] exp(−iqν · r), (3)

where the phase factor is φ = 2π/3, and the vectors are given
by

q1 = kθ (0,−1),

q2 = kθ

(√
3

2
,

1

2

)
,

q3 = kθ

(
−

√
3

2
,

1

2

)
, (4)

where the moiré modulation vector is kθ = 2kD sin θ
2 , with

kD = 4π
3a0

the magnitude of the Dirac wave vector, and a0

is the lattice constant of monolayer graphene. The cTBG
model has only α as a parameter, defined as α = w1

v0kθ
, where

w1 = 110 meV is the interlayer coupling of stacking AB/BA,
and v0 = 19.81 eV

2kD
is the Fermi velocity. The diagonal operators

∂ and ∂̄ are dimensionless, as Eq. (1) is written using units
where v0 = 1, kθ = 1. The twist angle only enters in the
dimensionless parameter α and scaling energy ε/α. In k space,
the moiré Brillouin zone (mBZ) reciprocal vectors are

b1,2 = q2,3 − q1 =
(

±
√

3

2
,

3

2

)
,

b3 = q3 − q2 = (
√

3, 0), (5)

as the moiré reciprocal vectors. Some important high-
symmetry points of the mBZ are K = (0, 0), K′ = −q1, and
� = q1 [30]. It is also convenient to define a set of unit vectors
q⊥

ν perpendicular to the set qν and defined as

q⊥
1 = (1, 0),

q⊥
2 =

(
−1

2
,

√
3

2

)
,

q⊥
3 =

(
−1

2
,−

√
3

2

)
. (6)

The moiré vector unit cells are given by a1,2 =
(4π/3kθ )(

√
3

2 , 1
2 ). Note that qν · a1,2 = −φ for ν = 1, 2, 3. In

our previous works [28,30,55], we demonstrated that squaring
the Hamiltonian H allows us to simplify it into a 2 × 2 matrix
that we call the squared Hamiltonian H2. In this paper, we
introduce notation changes in the definitions used inside H2.
The reasons will become evident later on. Here, H2 is given by

H2 =
[
−∇2 + α2(A2 + i[Ax, Ay]) α(−2iA− · ∇ + ∇ × A−)

α(−2iA+ · ∇ + ∇ × A+) −∇2 + α2(A2 − i[Ax, Ay])

]
, (7)
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where we defined

A± ≡ A(±r) =
3∑

ν=1

exp(±iqν · r)q⊥
ν . (8)

Here, A± is a pseudomagnetic vector potential with C3

symmetry, and A2 = |A±|2. The squared norm of the coupling
potential is an effective intralayer confinement potential:

|U (±r)|2 = A2 ∓ i[Ax, Ay], (9)

where the confinement potential |U (±r)|2 is separated into
its purely symmetric A2(r) and antisymmetric i[Ax, Ay] parts
defined as

A2(r) = 3 −
∑

ν

cos (bν · r),

(r) =
√

3
∑

ν

(−1)ν sin (bν · r). (10)

Here, (r) = i[Ax, Ay], where Ax and Ay are the non-Abelian
components of the SU(2) pseudomagnetic vector potential
(see Appendix A). It is important to remark that the
pseudomagnetic vector potential satisfies the relation
∇ · A± = 0 and thus is a Coulomb gauge-invariant field,
and ∇ × A+ = B+ (layer 1) and ∇ × A− = B− (layer 2).
The magnetic field is thus given by

B± = B(±r) = ±i
∑

ν

exp(±iqν · r)ez, (11)

where we have used the identity ez = qν × q⊥
ν , and ez is a unit

vector in the direction perpendicular to the graphene plane.
Notice that squaring the chiral TBG model is akin to a

supersymmetric transformation [57–61], which seems to play
a role in the proposed equivalence between the squared TBG
electron Hamiltonian and an electron coupling to a SU(2)
non-Abelian pseudomagnetic field [55].

III. SELF-DUALITY PROPERTIES AND CONVERGENCE
INTO COHERENT LANDAU STATES

It has been demonstrated that TBG has Landau levels
[15,25,37,62] that play a role in its remarkable properties
[16,18,23,38,48,49,54,63]. However, there are some gaps re-
lated to the understanding of electronic localization in TBG
from the perspective of one particle.

For example, in a recent previous paper, we demonstrated
that the wave function in TBG exhibits an almost coherent
Landau state nature with a dispersion σ = 1/

√
3α, which is

only reached in the asymptotic limit [28]. Here, we discuss
some properties of the wave functions in this limit and their
relationship with coherent states.

Coherent states are self-dual in the sense that their Fourier
transforms in reciprocal space look similar to in real space
but with inverted parameters. As a consequence, they satisfy
the minimal uncertainty relation between real and momentum
space. Let us now explore such a property for TBG zero
modes.

In Fig. 1, we present the evolution of the electronic density
in real space [ρ(r)] for different magic angles in the line
r = (0, y). We observe that ρ(r) seems to be mostly made
from Gaussian functions centered at different locations. To

FIG. 1. Electronic density ρ(r) along the y axis for layer 1.
The solid curves with shaded areas are the normalized numerical
solutions of the zero mode equation for the indicated magic angles.
The thick vertical lines (black lines) indicate the limiting localization
points R ≈ ±π/3. As the magic angle order increases, the density
becomes sharply peaked.

further elaborate on this, in Fig. 2, we present the logarithm
of the electronic probability density in real space for the ninth
magic angle α9 around one of the localizations centers. Here,
we used normalized coordinates as y−R√

α
, where R ≈ 1.047 is

the position of one of the numerically found maximums (this
value suggests that R ≈ π/3, but we do not have a proof
of this conjecture). For comparison, in Fig. 2, we plot the
logarithm of a normalized Gaussian with the same dispersion.

In Fig. 3, we plot the logarithm of ρ(r) from the second
to ninth magic angles written in normalized coordinates, i.e.,
with zero mean and standard deviation one. It is important
to note that, in Fig. 3, we are using a logarithm scale. From
Figs. 1–3, we conclude that the density is almost made from
Gaussians as also follows from an analysis of the zero-mode
equations [28].

FIG. 2. Electronic density, in log scale, for the ninth-order magic
angle α9 at the � point and along the y axis. The black line is
the numerical data obtained from the Hamiltonian. A normalized y′

variable was used such that σy = (y′ − 1.047)/
√

3α. The red curve
is a Gaussian with center at y = 0 and unitary standard deviation in
scaled coordinates.
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FIG. 3. Electronic density, in log scale, from the second to ninth
magic angles for the � point and as a function of the position along
the y axis rescaled by the standard deviation σ . For simplicity, the
normalized variable was used such that σy = (y′ − 1.047)/

√
3α to

center the Gaussian around the origin. Notice the convergence into a
Gaussian. The dashed curve is a Gaussian with center at y = 0 and
unitary standard deviation in scaled coordinates.

Figure 2 also reveals that ρ(r) exhibits a fat-tail decay.
Interestingly, this characteristic makes the electronic density
somewhat akin to the velocity distribution fluctuations in tur-
bulence [64]. As shown in Fig. 3, the tails at σy = ±π/3
decrease with the magic-angle order. For example, at the
magic angle α8, the tail at σy = π/3 is nearly six orders of
magnitude smaller than the maximum, making its deviation
from a Gaussian distribution imperceptible upon simple in-
spection in a linear scale plot, as seen in Fig. 1. A further
confirmation of this can be obtained by looking at the kur-
tosis of ρ(r), defined as Kurtosis = μ4/σ

4, where μ4 is the
fourth moment of the density. For a Gaussian, the kurtosis
is exactly 3. Figure 4 presents the evolution of the function
|Kurtosis − 3| as a function of α, showing that, indeed, con-
vergence to a Gaussian is obtained.

FIG. 4. Kurtosis obtained from the real-space electronic density
from the second to ninth magic angles for the � point as a function
of α. Black vertical lines indicate magic angles. For higher magic
angles, |Kurtosis − 3| → 0, corroborating that ρ(r) converges into a
normal distribution. Black points are numerical results, and the red
curve is an interpolation to the numerical data.

As the positions of maximal electronic density probability
near the origin are located at R ≈ ±1.047qν , the density can
be approximated by a Gaussian distribution near R as

|ψ (r)|2 ≈ 3AM

2πσ
exp

(
− 1

2σ 2
|r ± R|2

)
, (12)

where AM = 8π2/(3
√

3) is the normalized moiré unit cell
area, and σ = 1/

√
3α is the standard deviation. Note that

Eq. (12) is independent of α. The fat tails are in fact explained
by the known analytical form of zero-mode wave functions.
According to Refs. [27,33,62], zero-mode wave functions can
always be written as

|ψ (r)|2 = AM

2πσ
exp

(
− 1

2σ 2
|r ± R|2

)
|Wα (r)|2, (13)

where Wα (r) is an α-dependent function written in terms of
the Weierstrass σ function and on the zero mode at the K
point [27], ψK(r). This last wave function is, unfortunately,
not analytically known. However, these analytical findings are
consistent with our numerical results only if the fat tails are
generated by the function Wα (r). Equation (13) is interesting
because it enables the production of wave function overlaps,
while at the same time, the electron density is strongly con-
centrated in specific regions. In that sense, these states share
similarities with other flat-band states, like compact localized
states [65], confined states [66,67], and time-dependent flat
Floquet bands [68,69].

Notice that the tails in Figs. 2 and 3 exhibit asymmetry,
and there are several reasons for this. By examining Fig. 1,
it is evident that the two Gaussians centered at ±R overlap
more significantly near the origin than with other Gaussians
centered in neighboring unitary cells. Consequently, the asym-
metry serves as an indirect signature of varying distances to
other localization centers. Furthermore, there is a contribution
from the asymmetry of the potential U (r), as AB regions
differ from BA regions. In fact, magic angles are obtained
whenever the wave function has zeros in the AB stacking
point in both layers, while in general, it is not zero in the
BA stacking point [26]. Additionally, observe in Fig. 3 how
the parity of the magic-angle order influences the fat tail at
σy → −π/3. This effect is a consequence of the magnetic
energy term discussed in Sec. V.

Now we explore the self-dual properties of zero modes by
looking at the reciprocal space. As the wave functions follow
Bloch’s theorem, they can be written as [26]

�k(r) =
[
ψk,1(r)

ψk,2(r)

]

=
∑
l,n

[
aln

bln exp(iq1 · r)

]
exp[i(Kln + k) · r], (14)

where aln and bln are Fourier coefficients for layers 1 and 2,
respectively, k is a generic reciprocal wave vector, and Kln =
lb1 + nb2. The vectors b1 and b2 are the two mBZ vectors
defined in Sec, II.

In Fig. 5(a), we present the Fourier coefficient squared
norm for the zero-mode wave function at the � point for
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FIG. 5. Fourier coefficients in reciprocal space in the direction
K−ñ,ñ = ñb3. (a) shows the squared norm of Fourier coefficients
|a−n,n|2 from the second to ninth magic angles along the direction
Kx = n(b2 − b1). (b) presents the convergence, in log-log scale, for
the values |K−ñ,ñ| (purple dots) and 1/|r̃ − R| (black squares) with
R ≈ 1.047q1. The associated lines for each marker are the linear
fits |K−n,n| ≈ 1.34α (orange dashed) and 1/|r̃ − R| ≈ 2.1 + 0.6α

(brown solid). (c) shows the standard deviation in the log-log scale
for the Gaussian distribution at the maximum point K−ñ,ñ. Here, it
is numerically proved that σk =

√
3α

2π
in k space with the relation

σk = 1/(
√

2πσr ), where the indexes k and r represent k or real
space, respectively. This result shows that solutions are coherent
states because they minimize the dispersion σrσk = 1/

√
2π thus,

with minimal uncertainty relation σ 2
r σ 2

k = h̄, where h̄ = h/2π using
natural units h = 1 as the Planck’s constant. Both (b) and (c) are
representatives of the numerical data accuracy. For (b), the fit for
K−ñ,ñ has an error of ∼3%, while for 1/|r̃ − R|, it is ∼5%. In (c),
the numerical data fit deviates ∼5% from the approximate limiting
theoretical result (red line) σk =

√
3α

2π
.

Kx = n(b2 − b1), given by |a−n,n|2, for magic angles between
α2 and α9. We can clearly see the Gaussian shape of the peaks,
which turn out to be similar to the wave function in real space
seen in fig. 2 of our previous work [28]. This is in agree-
ment with the idea of states converging into coherent states.
As we can see, the coefficients |a−n,n|2 for α2 are strongly
localized, while for higher magic angles α9, the symmetric
Gaussians of the two original mirrors are quite separated,
while the dispersion increases. For the real-space case, the
situation is reversed because the Gaussians are more localized,
and their dispersion is reduced for higher magic angles (see
Ref. [28]). In Fig. 5(b), we show the peak position of the
Gaussian in k space (|K−ñ,ñ|), where (−ñ, ñ) correspond to
the reciprocal point with maximal norm Fourier coefficient,
i.e., the positions of the maxima in reciprocal space along one
direction. This is compared with the inverse of the difference
between the wave function peak positions in real space (r̃)
and the limiting localization center for α → ∞, i.e., we plot
1/|r̃ − R|.

On the other hand, Fig. 5(c) presents the dispersion in k
space, denoted by σk , as a function of α, showing that the
dispersion increases with α. This result can be explained as
follows. In fig. 3 of our previous work [28], numerical data
were presented for the dispersion in real space. It was shown
that the dispersion in real space converges to σ = 1/

√
3α.

Such a result was also obtained analytically by studying the
potential near the origin [28]. Very good agreement was found
between the theoretical prediction σ = 1/

√
3α and the nu-

merical data.
Now we use that the Fourier transform of a Gaussian is

another Gaussian with inverse standard deviation to obtain
that the dispersion in reciprocal space goes as

σk =
√

3α

2π
, (15)

in agreement with Fig. 5(c). In both Figs. 5(b) and 5(c), the
vertical lines indicate magic angles. The solid lines are the
theoretical results, and the markers are the numerical results.
We use the log-log scale for visual convenience. From these
results, we can conclude that, indeed, our states converge into
coherent states because they satisfy Heisenberg’s uncertainty
relation with minimal dispersion, i.e.,

σrσk ≈
√

1

3α

√
3α

2π
=

√
1

2π
, (16)

or using natural units h = 1 (Planck’s constant), we end with

rk ≈ h̄, (17)

where r = σ 2
r and k = σ 2

k . The result h̄ is a consequence
of the model because we are treated with a 2D model, and
each degree of freedom contributes h̄/2 to the dispersion, in
analogy to a 2D quantum harmonic oscillator.

To give more insight into the localization centers in re-
ciprocal space, Fig. 6 presents a color map for the Fourier
coefficients |amn|2 (layer 1) for the �-point wave function.
From Figs. 6(a) to 6(d) the magic-angle order increases, and
the maxima of the Fourier coefficients depart radially from
the center. Pink arrows indicate where the sixth localization
center lies.

According to these numerical results, the maxima of the
electronic probability in k space are near

ñbν ± 1.047qν, (18)

and their corresponding rotated versions by 2π/3. In real
space, the maxima are at

R ≈ 1

ñ
R̂−φ (bν ) + 1.047R̂−φ (qν ). (19)

Here, R̂−φ represents rotation by an angle φ = 2π
3 and ñ ≈√

3αm/2. For the other layer, the same behavior occurs with
the Fourier coefficients (|bmn|2). Therefore, we can summarize
such behavior as follows. As α → ∞, wave functions become
strongly confined in certain spots. In reciprocal space, the
confinement is also present but decreases with growing α, and
at the same time, the locations of the maxima go to infinity.

From another perspective, the situation here is not different
from any other second-order differential equation with pe-
riodic potentials. To understand this, first, we observe that,
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FIG. 6. Fourier coefficient squared norm color map for the zero-
mode wave function for high magic angles. (a) α6 = 8.313, (b) α7 =
9.829, (c) α8 = 11.345, and (d) α9 = 12.855. All correspond to
the �-point coefficients. The arrows indicate the positions of the
maximal norm Fourier coefficients and are the centers of the co-
herent Landau states in reciprocal space. The centers are located
at ñbν ± 1.047qν , where ñ ≈ √

3αm/2 for m → ∞ higher magic
angles, and C3 rotations produce the extra points seen in the figure.
Observe how, as the magic angle order grows, the maxima are pushed
away from the center.

only for a small coupling parameter α, the maxima of the
solution in reciprocal space are found at the reciprocal vectors
corresponding to the Fourier components of the underlying
potential. In fact, it can be analytically demonstrated that
the wave function for the first magic angle is essentially a
scaled version of the potential [26,30]. For higher values of
the coupling α, the maxima shift to higher harmonics, even
if the potential itself does not contain these Fourier compo-
nents. The argument for this behavior is as follows. In the H2

eigenvalue equation for E = 0, the kinetic energy term given
by the Laplacian must have maxima at some Kln reciprocal
vectors that scale as |Kln|2 ∼ α2 to nullify the potential term
α2A2(r) = α2[3 − ∑

ν cos (bν · r)]. Later on, we will show
that the commutator term α22(r) is not important, while the
off-diagonal term, due to the energy equipartition at magic
angles, gives a similar contribution [28]. Therefore, the kinetic
energy selects which harmonics Kln are active for a given
α. This simple explanation accounts for Eq. (18), as |Kln| =
|lb1 + nb2| ∼ α with l and n integers, and for example, in
the line l = −n, we obtain nb3 ∼ α. As depicted in Fig. 6,
magic angles precisely correspond to a new hexagon of har-
monics contained in a circle with radius α that becomes active
as α → ∞. A simple and apt analogy for this phenomenon
can be drawn from a standard Mathieu ordinary differential
equation, which describes a parametric pendulum [70,71]:

d2

dt2
ψ (t ) + [a − 2q cos(2t )]ψ (t ) = 0, (20)

where ψ (t ) is the pendulum displacement at time t , and here,
we take a = 3α2 and q = α2/2 to emulate in a bare form the
potential α2A2(r). In this case, the driving term 2q cos(2t )
only contains a fundamental frequency G = 2 and its negative
G = −2. No harmonics are present. However, the coupling

parameter α is not only a measure of the parametric driving
amplitude but also gives the unperturbed pendulum frequency,
i.e., of a harmonic oscillator with frequency

√
3α. As the peri-

odic driving strength increases with α, the harmonic oscillator
frequency also increases and now can only become resonant
with higher-order harmonics of the driving frequency, even if
the potential lacks these Fourier components. The well-known
Mathieu equation stability chart in terms of the parameters
(a, q) contains such information [70–74]. It features the fa-
mous Arnold tongues corresponding to resonances between
the driven and undriven oscillator frequencies and their har-
monics [71]. These resonances are the equivalent to magic
angles.

To delve deeper into such properties, in the following sec-
tion, we discuss how and why confinement at certain locations
in real space arises. As we will see, this question is much
more difficult to answer than the locations of the maxima in
reciprocal space.

IV. CONFINEMENT AND WAVE FUNCTION SYMMETRIES

As was discussed in the previous section and in previous
works [28,30], the wave functions in real space converge into
very sharp Gaussian packets which are located at the invariant
points R. In this section, we discuss the origin of this effect
as well as some symmetry properties of the wave function
required to understand how the confinement arises. Let us
show first how, at higher magic angles, the wave function
in real space can be decoupled into symmetric and antisym-
metric parts. These are spatially located at different regions
and depend on the magic-angle order parity. To clarify these
points, it is convenient to write the zero-mode equation of the
squared Hamiltonian:

[−∇2 + α2(A2 + i[Ax, Ay])]ψ1(r)

+α(−2iA− · ∇ + ∇ × A−)ψ2(r) = 0. (21)

It is noteworthy that the eigenfunctions of H simultane-
ously serve as eigenfunctions of H2; however, the reverse is
not true. Here, we will work with H2 because it has more
physical relevance for the present discussion; however, the
numerical calculations of the wave function that we will
present in what follows are in the 4 × 4 chiral basis of H.
As explained elsewhere [30], any linear combination of de-
generate eigenfunctions of H are solutions of H2, so there is a
phase involved. Despite this, the electronic density and energy
contributions are not affected if they are calculated in H2 or
H as the phase factor is eliminated.

For simplicity, in this analysis, we will first consider the �

point. In this case, the symmetry allows us to write ψ2(r) =
iμαψ1(−r), with μα = ±1 as the magic-angle order parity
[26]. For odd-parity magic-angle order, i.e., for α2m+1, we
have μα = +1, while for even parity, we have (α2m) μα = −1.

We now define symmetric or antisymmetric wave functions
as ψ±(r) = ψ1(r) ± ψ1(−r), and symmetry/antisymmetry
non-Abelian pseudomagnetic fields as

A± = A+ ± A−
2

. (22)

Using the previous definitions and the commutator  given
in Eq. (10), it can be shown that the pair of zero-mode
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FIG. 7. Symmetric [ψ+(r)] and antisymmetric [ψ−(r)] wave
functions in a 3 × 3 unit cell for α8 = 11.345. The blue cir-
cles indicate where the electronic wave function is localized,
and the dashed lines show unit cells defined by the vectors
a1 and a2. Symmetric/antisymmetric wave functions are defined
as ψ± = ψ1(r) ∓ iμαψ2(r). Considering the � point ψ2(r) =
iμαψ1(−r), symmetric/antisymmetric solutions change as ψ± =
ψ1(r) ± ψ1(−r). (a) and (b) Real and imaginary parts of the sym-
metric wave function ψ+. (c) and (d) Real and imaginary parts
of the antisymmetric wave function ψ−. Note that symmetric and
antisymmetric solutions are almost spatially decoupled.

equations in Eq. (21) can be rewritten as

[−∇2 + α2A2 − iμαα(−2iA∓ · ∇ + ∇ × A∓)]ψ±
+[α2 − iμαα(−2iA± · ∇ + ∇ × A±)]ψ∓ = 0.

(23)

Our numerical results in Figs. 7 and 8 highlight that, in-
deed, the solutions are decoupled spatially in this symmetric
or antisymmetric basis. For example, in Fig. 7, the magic

FIG. 8. Symmetric and antisymmetric wave functions in a 3 × 3
unit cell for α9 = 12.855. The blue circles indicate where the elec-
tronic wave function is localized, and the dashed lines show unit cells
defined by the vectors a1 and a2. Symmetric/antisymmetric wave
functions are defined as ψ± = ψ1(r) ∓ iμαψ2(r). Considering the
� point ψ2(r) = iμαψ1(−r), symmetric/antisymmetric solutions
change as ψ± = ψ1(r) ± ψ1(−r). (a) and (b) Real and imaginary
parts of the symmetric wave function ψ+. (c) and (d) Real and
imaginary parts of the antisymmetric wave function ψ−. Note that
symmetric and antisymmetric solutions are almost decoupled.

angle (α8 = 11.345) has even order parity (m = 8), with μα =
−1. In Figs. 7(a) and 7(b), we present the real and imaginary
parts, respectively, of the symmetric solution ψ+. The blue
dots indicate the corresponding maxima. In Figs. 7(c) and
7(d), we present a similar plot for ψ−. The maxima of ψ−
are in different locations than those in ψ+. Moreover, for
even parity, the antisymmetric solution doubles the number of
maxima when compared with the symmetric solution. Quite
remarkably, if we continue with the next magic angle, the
parity changes to an odd magic angle (α9 = 12.855), with
μα = +1. Note that, in Fig. 8, the situation is reversed: Now
ψ+ has the double of peaks when compared with ψ+. The
localization centers of ψ+ and ψ− are interchanged when
compared with α8.

Observe how, in both Figs. 7 and 8, magenta dashed
lines indicate moiré unit cells, while the supercell here is
3 × 3 bigger, as the pseudomagnetic potentials define a bigger
magnetic unit cell [28]. This bigger period is seen in the cou-
pling potential as U (r + a1,2) = e−iφU (r); thus, this requires
a translation of 3a1,2 to recover the crystal periodicity and a
phase factor e3iφ = 1. In such a bigger unit cell, the potential
is periodic and in fact leads to the quantization rule for the
magic angles [28]. The 3 × 3 unit cells are essential to clearly
understand the inversion symmetries of the wave functions as,
if only one unit moiré cell is used, the extra phases make the
interpretation very difficult.

Our numerical results indicate distinct localization regions
for ψ+ and ψ−, suggesting that, in Eq. (23), each term can
be separately set to zero to satisfy the equation, owing to
the strong confinement. Thus, as a solution, we propose that
Eq. (23) can be decoupled into

[−∇2 + α2A2 − iμαα(−2iA∓ · ∇ + ∇ × A∓)]ψ± ≈ 0,

(24)

[α2 − iμαα(−2iA± · ∇ + ∇ × A±)]ψ∓ ≈ 0. (25)

As explained in Appendix B, by using Eqs. (24) and (25),
it can be proved that the following equation is obtained:

[−∇2 + α2A2(r) − α2(r)]ψ± ≈ 0, (26)

where in Eq. (26), it is supposed α → ∞, and thus, ∇ ×
A±(r) → 0 is negligible, as it scales as α. This indeed sup-
ports the use of well-defined parity wave functions as was
done in a previous work [28].

As is seen in Eq. (26), the potential A2(r) − (r) gov-
erns the electronic localization behavior in the asymptotic
limit α → ∞. However, note that taking r → −r in Eq. (26)
changes the sign of (−r) = −(r) while keeping invariant
the other terms. This property allows for the decoupling of the
symmetric and antisymmetric potentials as

[−∇2 + α2A2(r)]ψ± ≈ 0,

(r)ψ± ≈ 0. (27)

To satisfy the second of the previous equations, we must
have (r) ≈ 0 in regions where ψ± = 0. Figure 9(a) confirms
numerically that such condition is correct, i.e., wave func-
tions are localized in the lines for which (r) = 0. Moreover,
this implies that localization occurs whenever [Ax, Ay] = 0.
Therefore, locally, the system is Abelian.
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FIG. 9. Confinement spots and potentials in the unit cell de-
fined using the vectors a1 and a2. (a) Antisymmetric potential (r)
and (b) symmetric potential A2(r). The black points are the lo-
calization centers of the electronic zero-mode wave function. In
the antisymmetric potential (r), magenta lines indicate angular
confinement directions where, locally, the non-Abelian commutator
is zero (±1.047qν ) = i[Ax, Ay] = 0, the directions are defined by
vectors ±1.047qν . The symmetric potential A2(r) is also important
because it tells us some information related to radial confinement.
In (b), cyan circles have a radius 1.047, and black points lie around
these circles. More importantly, R ≈ ±1.047qν corresponds to spe-
cial points restricted by the angular confinement directions of (r).
These special points are also related to tunneling paths (magenta
lines) that are energetically favorable and connect electronic density
centers by a saddle point.

Energetically, this is explained by the fact that, in H2,
E = 0 is the ground state. Therefore, the ground state will
minimize the expected value of (r), and this is done by
angular confinement in regions where (r) ≈ 0. For regions
where (r) = 0, there is an extra energetic cost. However,
such angular confinement can only be reached as α → ∞,
once the wave functions are so well confined that overlaps
are small, allowing us to separate it into regions with different
parities, as shown in Figs. 7 and 8.

Note that (r) ≈ 0 does not imply the vanishing of the
pseudomagnetic field at such symmetric lines. In fact, it is
the opposite; the pseudomagnetic field remains more or less
constant while avoiding the nodes. To comprehend the local-
ization of the Gaussian centers, an investigation of the role of
angular momenta is necessary.

As shown in Appendix A, the positions where (r) = 0
occur at high-symmetry directions, so the localization centers,

for the vertex at the origin, will have numerically found posi-
tions near

R ≈ ±Rqν, (28)

where R = 1.047... is the magnitude of R. It gives the radial
distance of the maximum to the vertex of the cell. Its value
is determined from the condition [−∇2 + α2A2(r)]ψ± ≈ 0.
Also, the angular part of the wave function will behave closely
to cos (3mθ ), in agreement with the results obtained in a
previous work, where we showed that the angular momentum
becomes quantized by 3m, as also suggested by Figs. 7 and 8.
In Fig. 9(b), we present A2(r). We observe that there are no
relevant features that give any indication of a possible confine-
ment. However, such confinement arises when we consider
the angular momentum. This is best seen by working near
the origin and using polar coordinates. The first equation in
Eq. (27) now looks as

−
(

∂2ψ±
∂r2

+ 1

r

∂ψ±
∂r

+ 1

r2

∂2ψ±
∂θ2

)
+ α2A2(r)ψ± = 0. (29)

As the third term in the Laplacian is the angular momentum,
we see that an effective potential appears which contains the
moiré symmetric potential part plus the centrifugal barrier,
which is a result of the orbital motion of the electron. Else-
where, it was shown [28] that the magic angle is given by
αm ≈ 3m/2, and asymptotically, Lzψ± ≈ mψ±. Also, we can
discard the second term of the Laplacian, as derivatives scale
with α inside the boundary layer of the equation [28]. We
obtain that

−∂2ψ±
∂r2

+ 9

4
m2

[
1

r2
+ A2(r)

]
ψ± ≈ 0. (30)

A bound state will appear if the effective potential has a min-
imum. As we also have the condition on the angular part that
confines electrons in certain directions, here, we will discuss
the minimum that results in the y direction. This is seen in
Fig. 10, where we plot the potentials A2(0, y), 1/y2 and the
effective one Veff = 1/y2 + A2(0, y). As seen in the plot, the
minima are close to the numerically found limiting confine-
ment centers for the wave functions, indicated in Fig. 10 by
vertical lines. The minimum can be found from(

dVeff

dy

)
y=R

= − 2

R3
+ 3 sin

(
3R

2

)
= 0. (31)

We found numerically that the minimum is approximately
R ≈ 0.88. Notice that the obtained minimum is shifted with
respect to the numerical obtained value, i.e., the error is R ≈
1.047 − 0.88 ≈ 0.16, which is ∼15%. The reason is that we
made several strong approximations like neglecting overlaps
between localization centers, the correct shape of the angular
part which introduces a factor in the angular momentum, etc.
Around the localization center, the effective potential can be
approximated with a parabola. Therefore, we obtain an effec-
tive harmonic oscillator equation:

−∂2ψ±
∂y2

+
(

3m

2

)2[
Veff(R) + ω2(R)

2
(y − R)2

]
ψ± ≈ 0,

(32)
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FIG. 10. Effective potential Veff (r) along the axis r = (0, y). The
blue curve is the function 1/y2, while the green curve is A2(0, y).
Electrons are confined in the well around the local minima of the
effective potential (red curve) at R ≈ 0.88. In this plot, we include
two dashed vertical lines that indicate the position where the nu-
merically found electronic wave function has its localization center
(R ≈ 1.047) for the limit α → ∞.

where the frequency is

ω2(R) =
[

d2Veff(y)

dy2

]
y=R

= 6

R4
+ 9

2
cos

(
3R

2

)
. (33)

On the other hand, the result from the scaling argument σ has
an associated frequency ω = 3α (see Ref. [28]), as the energy
rescales as 1/α2. Thus, the scaled frequency is ω′ = ω

α
= 3,

and so ω2 = 9, where primes are omitted. Therefore, compar-
ing ω2 = 9 with ω2(R) at R = 1.047, we found that ω2(R) ≈
9.489; hence, the error is ω = ω2 − ω2(R) ≈ 0.489, which
is ∼5%. For R ≈ 0.88, the frequency is ω2(R) ≈ 11.121. The
error is ω = ω2 − ω2(R) ≈ 2.121, which is ∼19%.

The zero mode can thus be interpreted as the ground state
of this effective harmonic oscillator with an energy shift deter-
mined by m2Veff(R) and guiding center R. Thus, this explains
the Gaussian shape for the electronic density discussed in the
previous section, and in fact, the degree of similarity of
the wave function to a Gaussian is determined by how close
the approximation of the effective potential is to a parabola.

We add that, although the pseudomagnetic vanishes along
symmetric directions, the wave functions are angular confined
in between these lines, precisely in regions where (r) ≈ 0.
Therein, the pseudomagnetic field is almost spatially constant
and thus behaves as Abelian.

Finally, it is important to remark that our analysis was
made for the � point. The reason is that such a mode is
at the top of the band and thus signals the magic angles
whenever its corresponding energy goes to zero [30]. At other
k points, numerical calculations indicate that the wave func-
tions also converge toward the same localization center [30].
This can be easily explained by examining Eq. (14). In the
limit α → ∞, the maxima in reciprocal space satisfy |Kl,n| =
|lb1 + nb2| � |k| when l and n are �1. Consequently, k can
be neglected in all expressions, leading to the collapse of all k
values into the same equation.

V. RELATIONSHIP WITH THE NON-ABELIAN MAGNETIC
QHE AND MAGNETIC MAGIC-ANGLE PARITY ORDER

In this section, we will explore some interesting con-
nections with non-Abelian magnetic fields and the related
magnetic energy. For convenience, each of these subjects is
presented in separate subsections.

A. Non-Abelian magnetic QHE

We now write the squared Hamiltonian:

H2 = (−∇2 + A2)τ0 + iα2[Ax, Ay]τz − 2iαÂ · ∇
+α(∂xÂy − ∂yÂx ), (34)

where τ̂ j (with j = 1, 2, 3) is the set of Pauli matrices in
the pseudospin-layer degree, and the identity 2 matrix τ̂0.
Moreover, Ax and Ay, and its matrices SU(2) versions Âx and
Ây are defined in Appendix A. Written in such a way, we can
identify the Zeeman coupling energy as

F̂xy = ∂xÂy − ∂yÂx + iα[Âx, Ây]

= −B̂ · τ̂ + iα[Âx, Ây], (35)

where upper hats represent matrices. For convenience, we
rescale the spatial coordinates as r′ = r/α, from which ∇′ =
(α∇) and (∇′)2 = (α∇ )2. The rescaled position Hamiltonian
is (

H

α

)2

=
[
−∇2 + A2

( r
α

)]
τ0 + i

[
Ax

( r
α

)
, Ay

( r
α

)]
τz

− 2iÂ
( r
α

)
· ∇ − 1

α
B̂

( r
α

)
· τ̂, (36)

where now the primes are dropped. As explained in Ap-
pendix A, the strong confinement of electrons allows us to
suppose an almost uniform magnetic field. This is also seen
in the effective Eq. (30). Therefore, we can write A · p̂ ≈
−B · L̂, where L̂ is the total angular moment. Under this
simplification, the rescaled Hamiltonian is

Ĥ2 =
diagonal energy︷ ︸︸ ︷[

−∇2 + A2
( r
α

)]
τ0 + i

[
Ax

( r
α

)
, Ay

( r
α

)]
τz︸ ︷︷ ︸

non-Abelian energy

−B̂
( r
α

)
·
(

2L̂ + ez

α

)
︸ ︷︷ ︸

off-diagonal energy

. (37)

Note that only the last term depends on α, and taking the
asymptotic limit α → ∞, we have that the Zeeman energy
− 1

α
B(r/α) · τ → 0. This fact is corroborated in Fig. 11,

where it can be observed that, for the first magic angle, the
expected value of the Zeeman energy scaled by α is signifi-
cant. However, the third magic angle is very small ∼0.1 on
the logarithmic scale. Therefore, it is expected to be simi-
larly small for higher magic angles, and neglecting it should
not significantly impact the results. Thus, in the asymptotic
limit α → ∞, 2B̂(r/α) · L̂ � B̂(r/α) · ez/α, i.e., EMagnetic �
EZeeman. Hence, the Hamiltonian in this limit can be simplified
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FIG. 11. Zeeman energy ln |〈�|B · τ̂|�〉/α| as function of α for
the zero-mode wave function at the � point. As α increases, the
Zeeman energy is quite small, and for higher magic angles, α8 or α9

can be negligible. Dashed vertical lines indicate the first three magic
angles.

into

Ĥ2 =

C3 magnetic field︷ ︸︸ ︷[
p + Â

( r
α

)]2
+ i

[
Ax

( r
α

)
, Ay

( r
α

)]
τz︸ ︷︷ ︸

non-Abelian operator

, (38)

where Ĥ2 = (H/α)2 and p = −i∇ is the canonical mo-
mentum operator. Accordingly, Ĥ2 is expected to have a
non-Abelian QHE.

B. Magnetic parity energy and magic-angle order

Let us discuss how the magic-angle order parity enters the
orbital magnetic energy related to the angular momentum chi-
rality. To understand this, we start by writing the zero-mode
equation H2ψ (r) = 0 together with Eq. (37) at the � point,
where ψ2(r) = iμαψ1(−r). Using the results of Appendix A
in the limit α → ∞, such that the wave function at the � point
is strongly confined, we obtain[

−∇2 + A2
( r
α

)
+ 

( r
α

)]
ψ1(r)

− 2iμαB
( r
α

)
· L̂ψ1(−r) = 0. (39)

The corresponding expected values over the zero-mode wave
function at the � point are

〈�|T
( r
α

)
|�〉 + 〈�|A2

( r
α

)
|�〉

−2iμα〈�|B
( r
α

)
· L̂|�〉 = 0, (40)

where T (r/α) is the kinetic energy, i.e., minus the Laplacian,
and we have used that the antisymmetric potential is can-
celed inside the unit cell 〈�|(r/α)|�〉 = 0 [see Fig. 9(a)].
At magic angles, we can use the energy equipartition
found in a previous work [30], from where 〈�|T (r/α)|�〉 =
〈�|A2(r/α)|�〉. Thus,

〈�|A2
( r
α

)
|�〉 − iμα〈�|B

( r
α

)
· L̂|�〉 = 0, (41)

where it is important to note that

−iμαB
( r
α

)
· L̂ = −i

∑
ν

(−i) exp
(
−iqν · r

α

)
×ez · (μαqν × p̂)

= −
∑

ν

exp
(
−iqν · r

α

)
ez · (μαL̂ν )

= −
∑

ν

Bν

( r
α

)
· (μαL̂ν ), (42)

where Bν (±r/α) = ±i exp(±iqν · r/α), and we defined

M̂ν = μαL̂ν (43)

as the pseudomagnetic orbital momentum at the direction
ν, with L̂ν = qν × p̂ a kind of angular momentum operator.
We can understand its origin as a consequence of the strong
confinement as, in the angular momentum L̂z = r × p, r takes
only values different from zero at r ≈ qν . Therefore, we can
interpret L̂ν as the contribution to the angular momentum
of each confinement center, as these centers are not in the
origin of coordinates. Such an observation was empirically
made by analyzing the numerical data in a previous paper
[28]. In the asymptotic limit α → ∞, we have that [30]
〈�|A2(r/α)|�〉 → 1, from which

1 −
∫

d2rψ†
1 (r)

∑
ν

exp
(
−iqν · r

α

)
ez

×(μαL̂ν )ψ1(−r) = 0; (44)

therefore,

1 − μαez ·
∑

ν

∫
d2rψ†

1 (r) exp
(
−iqν · r

α

)
L̂νψ1(−r)

= 1 − μα|ez|2
∑

ν

(μα

3

)
= 1 − μ2

α = 0, (45)

where natural units e = h̄ = 1 and rescaled energies 1/α2 are
used, normalized over the moiré unit cell area. Each contribu-
tion of plane waves in the sum contributes 1

3 to the integral,
i.e.,

1

αAM
〈ψ1(r)|Bν

( r
α

)
· L̂ν |ψ1(−r)〉 = μα

3
, (46)

where AM = 8π2/(3
√

3) is the normalized moiré unit cell
area. This proves that parity and the three directional com-
ponents of the angular momentum are essential to satisfy the
magic-angle condition. Moreover. Eq. (43) indicates that the
parity is related to the chirality of the magnetic energy.

To corroborate the chirality of the magnetic energy, in
Fig. 12, we plot 〈�|B(r/α) · L̂|�〉/α vs α at the � point, as
obtained from the numerical data of the wave function, by
using techniques described in previous works [28,30]. In the
y axis, this magnetic energy jumps from μα = +1 → −1 or
vice versa. Because we rescaled the coordinates, the energy is
also rescaled as E ′2 = (E/α)2, and thus, the result does not
depend on α.

Figure 12 also shows the relation between μα = +1 coun-
terclockwise rotation (red arrows) and μα = −1 clockwise
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FIG. 12. Orbital magnetic energy −〈�|B · L̂|�〉/α as a function
of α in the limit α → ∞ for the zero-mode wave function at the
� point, obtained from the numerical data of the wave function
as in previous works [28,30]. Vertical dashed lines (black) indicate
magic angles. The red and blue arrows indicate the magnetic orbital
rotation, μα = +1 is counter-clockwise, and μα = −1 is clockwise
rotation. Here are considered scaled coordinates r′ = r/α, when
α → ∞ approximately α ≈ 3m, where m � 1 is the order of the
magic angle, and −〈�|B(r/α) · L̂|�〉/α ≈ μα . The transition points
α∗

m, in between magic angles αm and αm+1, occur when the flat band
touches the upper band generating a transition and consequently
changes the magnetic orbital orientation. These touching points re-
late to the magic angle recurrence. Similarly, in the other layer,
B(r/α) → B(−r/α).

rotation (blue arrows) as the z component rotation of the
magnetic angular momentum. The values α∗

m indicate the
intermediate values between magic angles αm and αm+1. At
these special values, the gap closes, and the zero mode hy-
bridizes with its neighbor upper band, changing the chirality
of the angular momentum.

Thus, an important characteristic of TBG is the gap closing
in between magic angles due to the hybridization of the lowest
band with its neighbor upper band. This is a crucial condition
because it is a transition that changes the chirality of the an-
gular momentum and the magic-angle order parity μα = ±1.
At the same time, on each gap closing appears new quanta of
angular momentum, and consequently, the magnetic angular
momentum increases as α → ∞.

So far, in this analysis, it is clear that parity of the wave
function and the sign μα play a crucial role in the ener-
getic balance for magic-angle flat bands; nevertheless, only
at higher magic angles does the wave function reach a purely
symmetric or antisymmetric solution, and in this way, the an-
gular momentum quantum number and the magic-angle order
parity govern the physics behind flat bands.

VI. COMPETITION BETWEEN NON-ABELIAN
AND ABELIAN FIELDS

The cTBG model is quite interesting and exhibits remark-
able properties due to its non-Abelian nature introduced by
the coupling potential U (r) between layers [75,76]. In fact,
flat bands and superconductivity in TBG are consequences of
the underlying pseudomagnetic fields generated by the twist
angle. However, what if we could tune non-Abelian fields to

FIG. 13. Energy E�, in log scale, as a function of α at the �

point. The β parameter transforms the original chiral model with a
non-Abelian nature to an Abelian system. In the curve β = 1, the
off-diagonal term is proportional to τ̂x , and there is no well-defined
3
2 magic angle recurrence as for the chiral twisted bilayer graphene
(cTBG; β = 0). Vertical lines indicate magic angles.

become Abelian using an artificial parameter? How would this
modification affect the periodicity and quantization of magic
angles? To explore this effect, we can define a new coupling
potential as follows:

Uβ (r) = U (r) + βU (−r), (47)

where β is the artificial parameter that controls the non-
Abelian nature of TBG. Suppose that β ∈ [0, 1]; with β = 0,
we recovered the cTBG case, while β = 1 is presumably an
Abelian case. Using this new potential we can write a new
Hamiltonian as

Hβ =
[

0 D∗
β (−r)

Dβ (r) 0

]
, (48)

where the zero-mode operator is

Dβ (r) =
[ −i∂̄ αUβ (r)
αUβ (−r) −i∂̄

]
. (49)

The Abelian case β = 1 gives

D1(r) =
(−i∂̄ 0

0 −i∂̄

)
+

[
0 αU1(r)

αU1(−r) 0

]
; (50)

however, U1(−r) = U1(r), so

D1(r) = −i∂̄ τ̂0 + αU1(r)τ̂x, (51)

where U1(r) = 2
∑

ν exp[i(ν − 1)φ] cos (qν · r) is the sym-
metric coupling potential. Now it is clear from these
expressions that the vector potential commute, and the initial
SU(2) gauge field changes to a U(1) field.

Figure 13 shows the zero energy mode in log scale as
a function of α for different values of β. The non-Abelian
structure of cTBG clearly plays a vital role in magic-angle
recurrence. Interestingly, even at β = 1, it exhibits a decaying
behavior; however, it does not have a well-defined 3

2 magic-
angle recurrence rule. Furthermore, when β = 0 → 1, the
band gap has an extra squeezing, as  ∼ αe−Cβ , where C
is a scaling constant, and α is the original band gap of cTBG
independent of the parameter β. A rigorous mathematical
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study on the exponential decay was recently made by Zworsky
et al. [77].

Although in this section our primary focus was on how
the magic-angle sequences change with the alteration of the
non-Abelian nature of the potential, one can envision some
experimental realizations of such a potential. The simplest ap-
proach is to begin with twisted trilayer graphene and then pull
away one layer while maintaining the other two layers at the
same distance. Consequently, this system represents weakly
perturbed TBG with a potential that is like that described in
Eq. (47).

VII. CONCLUSIONS

In this paper, we studied TBG at small magic angles to
understand the properties of the electron wave functions. We
corroborated that zero-mode states converge into coherent
Landau states with minimal dispersion. In reciprocal space,
they have the same shape (almost Gaussian) as in real space
but with inverted parameters. These coherent states exhibit
minimal dispersion with a standard deviation in reciprocal
space of σk = √

3α/2π as α approaches infinity.
Importantly, as α approaches infinity, the zero-mode

equation decouples into its symmetric and antisymmetric
components. Exploiting this property and the squared Hamil-
tonian, we have elucidated the reason for the confinement of
the electronic wave function as α tends to infinity. Specifically,
this confinement arises from the interplay between the squared
norm of the moiré potential and the quantized orbital motion
of electrons, resulting in the formation of a quantum well.
Inside this well, an effective harmonic oscillator is identified,
giving rise to Landau levels.

As the squared Hamiltonian gives rise to an effective quan-
tum oscillator, we also showed how to relate it with the
non-Abelian QHE. Then we defined a magnetic and Zeeman
energy. The Zeeman energy is negligible for high-order magic
angles, while the magnetic term can be interpreted as orbital
magnetic energy with a well-defined chirality. This highlights
the important role of the �-point wave function parity, as
it changes at each gap closing. Finally, we also altered the
non-Abelian intrinsic behavior of TBG to see how the 3

2
quantization rule of flat bands is destroyed by such an artifact.
An experimental proposal has been made to observe such an
effect.

Therefore, we conclude that the relationship between TBG
physics and the QHE is not coincidental. Our recent analyt-
ical work on flat bands in graphene without twists has also
confirmed such a conclusion in a very clear and concise way
[78].

It is worthwhile to add some comments concerning the
extension of our results beyond the chiral case studied here.
It is now known that Eq. (1) should be augmented with a
perturbation Hamiltonian featuring a coupling parameter of
the order of w0/w1 ≈ 0.7, where w0 represents the interlayer
coupling at AA stacking regions [29,54]. In this case, squaring
Eq. (1) does not yield an effective 2 × 2 Hamiltonian. Instead,
it introduces coupling between two copies of a 2 × 2 Hamil-
tonian. However, it is still possible to perform a projection,
resulting in a modified effective 2 × 2 Hamiltonian. This re-
sulting Hamiltonian can be treated by considering w0/w1 as

a perturbation parameter, allowing for the calculation of cor-
rections using the wave functions presented in this paper. Our
preliminary results, confirmed by numerical simulations, in-
dicate that, for high-order magic angles, the Gaussian density
remains conserved, but the localization centers are displaced
toward r = 0. The confinement also increases as a result of an
additional energy term that emerges in the expression of the
effective quantum well. Given its significance, we intend to
provide a detailed analysis of the induced corrections in the
nonchiral limit in an upcoming work.

Finally, the localization properties discussed in this paper
can be experimentally accessed by searching for signatures
using scanning tunneling microscopy (STM) and spec-
troscopy, as described in the study by Liu et al. [79].
Therefore, we predict that, for high-order magic angles, the
electronic density is shifted away from AA stacking regions
due to the centrifugal barrier. This result holds true even when
considering nonchiral corrections, as it is an effect of nonzero
angular momentum.
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APPENDIX A: NON-ABELIAN PSEUDOMAGNETIC FIELD
AND ANGULAR MOMENTUM

As explained before, electrons in TBG behave like a SU(2)
non-Abelian pseudomagnetic vector potential. In matrix nota-
tion, it follows that

Â = (Âx, Ây), (A1)

with Âx = A1,x τ̂1 + A2,x τ̂2 and Ây = A1,yτ̂1 + A2,yτ̂2, where
we used the set of Pauli matrices τ̂ j (with j = 1, 2, 3) in the
pseudospin-layer degree and the identity matrix τ̂0. Explicitly,
the components of Â are

A1,x =
∑

ν

cos (qν · r)q⊥,x
ν ,

A2,x =
∑

ν

cos (qν · r)q⊥,y
ν ,

A1,y =
∑

ν

sin (qν · r)q⊥,x
ν ,

A2,y =
∑

ν

sin (qν · r)q⊥,y
ν . (A2)

Note that Â is non-Abelian, as follows from the fact that
[Âν, Âη] = 0 for ν = η. On the other hand, the off-diagonal
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terms of H2 related to the angular momentum and interlayer
currents [30] have two contributions:

∇ × A± = B±, (A3)

where B± represents a pseudomagnetic field, while the other
term is

−2iA± · ∇ = −2B± · L̂. (A4)

Explicitly, we have that

A(±r) · p̂ = −
∑

ν

Bν (±r)ez · (qν × p̂), (A5)

where it is convenient to define qν × p̂ = L̂ν as an operator
similar to the angular momentum at the direction ν, defined
by the reciprocal vectors qν . We can interpret L̂ν as the con-
tribution to the angular momentum of each confinement center
as r ≈ qν . Accordingly, we can re-express the last relation in
a compact form as

A(±r) · p̂ = −
∑

ν

Bν (±r) · L̂ν, (A6)

where A(±r) = ∑
ν exp(±iqν · r)q⊥

ν , with q⊥
ν = qν × ez.

The well-known relation A · p̂ = −B · L̂ is used here and
comes from a uniform and symmetric gauge magnetic vector
potential which can be expressed as A = − 1

2 r × B, where r

is the position vector and B is the magnetic field. It can be
used due to the confinement nature of the wave function which
allows us to suppose a local uniform magnetic field in the
spirit of Eq. (32).

Clearly, we need to recognize the differences in cTBG
compared with the conventional QHE in a radial symmetric
potential, i.e., cTBG has C3 symmetry and the periodicity
of the superlattice. Moreover, the pseudomagnetic fields are
position dependent and therefore spatially inhomogeneous.
Surprisingly, despite these differences, cTBG satisfies this
magnetic property due to the local Abelian features induced
by confinement.

Hence, Eq. (A6) is analogous to the relation A · p̂ = −B ·
L̂ used in symmetric gauge magnetic fields. Note in Eq. (A6)
that the direct product between the pseudomagnetic field
and the angular momentum is a superposition of three plane
waves. This off-diagonal operator is quite important for engi-
neering flat bands at magic angles and, moreover, introduces
the magic-angle order parity in the energy equipartition rule
balance for flat bands.

On the other hand, the squared TBG system is a 2 × 2
matrix operator where the layer degree of freedom introduces
SU(2) Pauli matrices τ, and in this manner, it is convenient
to re-express the off-diagonal operator using matrices to con-
sider the effect of both layers, from which it follows that

−2iÂ · ∇ =
[

0 2
∑

ν exp(−iqν · r)q⊥
ν · p̂

2
∑

ν exp(iqν · r)q⊥
ν · p̂ 0

]
, (A7)

and since Â · p̂ ≈ −B̂ · L̂, it follows that

−2iÂ · ∇ =
[

0 2A(r) · p̂
2A(−r) · p̂ 0

]

= 2

[
0 −B(r) · p̂

−B(−r) · p̂ 0

]
. (A8)

This operator is responsible for coupling the layers with pseu-
domagnetic potentials B(r) (layer 1) and B(−r) (layer 2). This
matrix form gives us more insight into the non-Abelian nature
of the pseudomagnetic potentials related to the SU(2) layer
degree of freedom.

APPENDIX B: SYMMETRIZED ZERO-MODE EQUATION
AT THE ASYMPTOTIC LIMIT α → ∞

As was mentioned in Sec. IV, at the asymptotic limit,
the zero-mode equation is decoupled into two separate equa-
tions as follows:

[−∇2 + α2A2 − iμαα(−2iA∓ · ∇ + ∇ × A∓)]ψ± ≈ 0,

(B1)

[α2 − iμαα(−2iA± · ∇ + ∇ × A±)]ψ∓ ≈ 0, (B2)

from which, if we consider scaling of the spatial coordinates
as r′ = r/α, and therefore, ∇′ = (α∇) and (∇′)2 = (α∇)2, it

follows that energy scales proportional to α2; thus, Eqs. (B1)
and (B2) change as[

−∇2 + A2
( r
α

)
− 2μαA∓

( r
α

)
· ∇

]
ψ± ≈ 0, (B3)

[


( r
α

)
− 2μαA±

( r
α

)
· ∇

]
ψ∓ ≈ 0, (B4)

where the term ∇ × A±(r/α) = 1
α
B± → 0, as α → ∞. From

Eq. (B4), it follows that


( r
α

)
ψ∓ = 2μαA±

( r
α

)
· ∇ψ∓; (B5)

thus, substituting Eq. (B5) into Eq. (B3), it is easy to show
that [

−∇2 + A2
( r
α

)
− 

( r
α

)]
ψ± ≈ 0. (B6)

From this last expression, it is clear that we can decouple into
two separate equations:[

−∇2 + A2
( r
α

)]
ψ± ≈ 0, (B7)

and


( r
α

)
ψ± ≈ 0. (B8)

These equations give the localization behavior in the asymp-
totic limit α → ∞. Both Eqs. (B7) and (B8) give information
related to the radial and angular confinement position,
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respectively. The angular directions are defined by (r) = 0,
giving confinement paths along the unit vectors ±qν ; this is
analogous to saying that [Ax, Ay] = 0; therefore, the electronic

wave function is locally Abelian. In this manner, cTBG can
be interpreted at the asymptotic limit α → ∞ as an effective
quasi-1D system along these preferential directions.
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