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While free fermion topological crystalline insulators have been largely classified, the analogous problem in
the strongly interacting case has been only partially solved, and the relationship between the free and interacting
classifications is not well understood. In this paper, we develop a characterization and classification of interact-
ing, invertible fermionic topological phases in (2+1) dimensions with charge conservation, discrete magnetic
translation, and M-fold point group rotation symmetries, which form the group Gf = U(1) f ×φ [Z2

� ZM ] for
M = 1, 2, 3, 4, and 6. φ is the magnetic flux per unit cell. We derive a topological response theory in terms
of background crystalline gauge fields, which gives a complete classification of different phases and a physical
characterization in terms of quantized response to symmetry defects. We then derive the same classification
in terms of a set of real-space invariants {�±

o } that can be obtained from ground state expectation values of
suitable partial rotation operators. We explicitly relate these real-space invariants to the quantized coefficients in
the topological response theory, and find the dependence of the invariants on the chiral central charge c− of the
invertible phase. Finally, when φ = 0, we derive an explicit map between the free and interacting classifications.
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I. INTRODUCTION

The classification and characterization of topological
phases of matter with crystalline symmetries is a major di-
rection in condensed matter physics. (For a partial list of
references, see, e.g., Refs. [1–37]). By definition, two gapped
ground states that preserve a certain symmetry are said to be-
long to the same topological phase if they can be adiabatically
connected without breaking that symmetry, and otherwise are
said to be in distinct topological phases. For crystalline sys-
tems in particular, the problems of classifying the topological
invariants associated to these phases and understanding how to
extract them from microscopic models is still not fully solved,
despite enormous recent progress.

In this paper, we focus on invertible fermionic topological
states in (2+1) space-time dimensions [38,39]. A many-body
state |�〉 is said to be invertible if there exists an “inverse”
state |�−1〉, such that |�〉 ⊗ |�−1〉 can be adiabatically con-
nected to a product state. Special cases of invertible phases
include all topological phases that can be realized in free
fermion models, and symmetry-protected topological (SPT)
states [1,5,40–49]. Important examples of invertible states in
(2+1)D (D is the space-time dimension) include the inte-
ger quantum Hall states, Chern insulators, the quantum spin
Hall insulator, and topological insulators and superconduc-
tors; note that this definition excludes topologically ordered
states with anyonic excitations, which are noninvertible states.

The classification of (2+1)D invertible states with crys-
talline symmetries is now almost complete for free fermion
systems with U(1) charge conservation symmetry and

additional wallpaper groups, which are the symmetries of
interest in this paper [5,11–18,41]. Here we understand the
group structure of the classification, how to obtain a com-
plete set of momentum-space band invariants, and we have a
partial understanding of how to obtain real-space invariants.
Prior works have studied systems with zero chiral central
charge (denoted c−), in which there is an equal number of
left- and right-moving gapless edge states, as well as the case
with c− �= 0. These free fermion classifications are based on
methods from Wannier representation theory and K theory,
which classify the distinct topological band structures allowed
by symmetry. An important situation not covered by these
classifications is when the system has a nonzero flux φ per
unit cell, which changes the symmetry group, replacing trans-
lations with magnetic translations.

In the case of interacting fermionic systems, our under-
standing is less complete. For systems with internal symme-
tries, several classification approaches have been employed
previously, including fixed-point wave-function constructions
(these are applicable only when c− = 0) [46,49], cobordism
theory [47] and invertible topological quantum field theory
(TQFT) [50]. Another general framework, which is the one
used in this paper, is based on G-crossed braided tensor
category theory [38,39,51,52], which characterizes the alge-
braic properties of symmetry defects in terms of a concrete
set of data, consistency equations, and equivalence relations.
The G-crossed BTC approach is more physically transpar-
ent and computationally tractable than the cobordism and
invertible TQFT approaches, which assume at the outset the
existence of a topologically invariant path integral on any
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TABLE I. Summary of the free and interacting classification of invertible fermionic states with symmetry Gf = U(1) f ×φ [Z2
� ZM ] for

M = 1, 2, 3, 4, and 6. In the first and last columns, we assume a flux per unit cell φ = 0; the other results hold for arbitrary φ.

Free Interacting Quantization of Relation to real- Free vs interacting
M classification classification response coefficients space invariants map

1 Z2 Z3 Eq. (5) –

2 Z6 Z3 × Z3
4 × Z2 Eq. (14) Eq. (B10) Eq. (57)

3 Z8 Z3 × Z5
3 Eq. (16) Eq. (B11) Eq. (59)

4 Z9 Z3 × Z8 × Z2
4 × Z2 Eq. (11) Eq. (B9) Eq. (58)

6 Z10 Z3 × Z12 × Z6 × Z3 Eq. (19) Eq. (B12) Eq. (60)

space-time manifold. Nevertheless, the different approaches,
when their domain of validity overlaps, are expected to be
mathematically equivalent. The G-crossed BTC, cobordism,
and invertible TQFT approaches will collectively be referred
to here as the ‘TQFT’ approach.

If we consider interacting systems with crystalline sym-
metries, there are two broad classification approaches which
are physically distinct but are nonetheless mathematically in
close correspondence. The first is based on real-space con-
structions of ideal ground state wavefunctions [25,26,53].
These have been applied systematically to different two-
dimensional crystalline symmetry groups, but this approach
only captures states with c− = 0. The second general ap-
proach is to use TQFT methods after replacing the desired
crystalline symmetry group by an effective internal symmetry
group. This approach relies on the so-called “fermionic crys-
talline equivalence principle” (fCEP), discussed previously in
Refs. [27,37,53–55]. The fCEP states that the classification
of invertible states with spatial symmetry G f is in one-to-one
correspondence with that of invertible states with an internal
symmetry Geff

f that can be fully deduced from G f . The TQFT
approach is applied to crystalline systems after assuming the
fCEP, which has not been proven in full generality. However,
its usefulness is that it can also be applied to states with
c− �= 0, where the above real-space constructions no longer
hold.

The TQFT-based approach has been applied to both
classify and characterize invertible states with orientation-
preserving wallpaper group symmetries [32–36]. Orientation-
reversing symmetries such as reflections and glides have not
yet been analyzed in this framework. Also note that many
prior works have studied how to extract crystalline topological
invariants which are equivalent to those that appear in TQFT,
from microscopic models. These works primarily focus on
c− = 0 [19,29,31,56–60], but in some cases study c− �= 0 as
well [30,61,62].

There are however important gaps in the above litera-
ture. First, although specific crystalline topological invariants
and response properties predicted by TQFT have been stud-
ied in detail [34–36], a thorough derivation of the entire
TQFT classification has not appeared previously, even in the
orientation-preserving case. Secondly, although the TQFT and
real-space classifications are closely related (especially when
c− = 0), their precise relationship has not been spelled out
mathematically. Thirdly, we know that there is a map between
the free and interacting classification of invertible states with
a given symmetry [48], but for (2+1)D crystalline topological

states this map has not been systematically studied, despite the
huge progress in understanding the free and interacting classi-
fications on their own. Knowing this map is important because
two distinct free fermion invertible states may be equivalent
within the interacting classification if they can be adiabatically
connected by turning on suitable interactions [63–65]; more-
over certain invertible states are intrinsically interacting in
that they cannot be realized by free fermions [37,66]. There-
fore this map explains, in nonperturbative fashion, how free
fermion topological invariants get modified once interactions
are considered.

The goal of this paper is to address these three short-
comings. We consider the symmetries G f = U(1) f ×φ Gspace,
where Gspace is an orientation preserving wallpaper group
in two space dimensions. This notation is explained below.
We classify invertible topological states in (2+1)D using
three completely different approaches: a TQFT, a real-space
construction, and a band structure combinatorics approach.
The TQFT and real-space classifications apply to interacting
systems while the band structure combinatorics classification
applies to free fermion systems. We discuss in detail the re-
lationship between the TQFT and real-space classifications,
as well as the map between the free (band structure com-
binatorics) and interacting (real-space) classifications. These
results are summarized in Table I.

Mathematically we define Gspace = Z2
� ZM , where Z2

refers to discrete translations in two space dimensions and ZM

for M = 1, 2, 3, 4, 6 refers to elementary M-fold point group
rotations. Gspace is also referred to as the wallpaper group pM.
The symbol ×φ implies that elementary translations in the x
and y directions do not commute, due to a magnetic flux φ

mod 2π in each unit cell.
We first derive a topological “response” action from TQFT

that classifies invertible G f symmetric topological states in
(2+1) dimensions with interactions; the result is Eq. (1). The
topological action directly expresses the desired crystalline
topological invariants in terms of the system’s response to
inserting symmetry defects such as magnetic fluxes, or lattice
disclinations and dislocations. While some individual terms
in the effective action have been studied previously [34–36],
this work gives the first complete derivation in the case of
fermionic systems. Prior work gave a complete derivation in
the case of bosonic topological phases [32,33]. While the set
of topological terms is the same as in the bosonic case, the
quantization of the coefficients is different and is a main result
of this paper. This classification allows for c− �= 0 and is also
valid for φ �= 0.
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Next, we discuss a physically distinct classification based
on real-space invariants, which is again applicable to interact-
ing systems. For each high symmetry point o of the real-space
unit cell, we define a pair of invariants �±

o . Physically, these
invariants can be obtained from the expectation value of the
many-body ground state under suitable partial rotation oper-
ators [36]. We should emphasize that although the previous
real-space constructions in Refs. [26,28,53] only apply when
c− = 0, the invariants �±

o can be defined even when c− �=
0, and thus generalize the above works (see Ref. [19] for
a related study of many-body real-space invariants). If �±

o
are known for each o, we can recover all the invariants in
the classification that are classified by cyclic groups. If we
additionally know the Chern number C, the chiral central
charge c− and the filling per unit cell ν, which are fixed by
integer-valued invariants, we can completely determine each
response coefficient in the TQFT. We show that the above
real-space framework gives all the invariants predicted by
TQFT except for C, c−, and ν, and we relate the topological
response coefficients to �±

o through explicit formulas.
The response coefficients in Eq. (1), as well as the real-

space invariants �±
o , generally have a dependence on c−. An

important result of this paper is to clearly derive this c−-
dependence. Previous real-space classifications of invertible
fermionic states with crystalline symmetries [53] assumed
c− = 0 and therefore do not study such c− dependence. Also
note that the above classification schemes apply to arbitrary
rational values of φ/2π , in contrast to several previous works
that all assumed φ = 0.

Finally, we classify free fermion invertible states with
G f as above but specializing to φ = 0, using methods
based on band structure combinatorics [11,30]. Although the
classification itself is well known in this case [11], the free-
to-interacting map is poorly understood. We explicitly derive
the relation between �±

o and free fermion band invariants,
for each o; note that this is equivalent to specifying a free-
to-interacting map. See Table I for the relevant equations. In
our derivation, we assume φ = 0, but include c− �= 0. To our
knowledge, this is the first instance where a complete free-to-
interacting map has been derived for a crystalline symmetry,
accounting for c− �= 0.

This work addresses several of the major remaining gaps
in the classification and characterization problem for (2+1)D
invertible fermionic states with orientation-preserving wall-
paper group symmetries. Our results may be of relevance
to recent experiments simulating Chern insulators in various
platform [67–84]. Apart from the Chern number, our theory
predicts that these states have many additional nontrivial topo-
logical invariants which depend on their underlying crystalline
symmetries, and which can potentially be used as a basis to
characterize them.

Organization of paper

The rest of this paper is organized as follows. Section II
sets up the notation we will use in the paper, along with
some background material. In Sec. III, we state the results
of the topological field theory classification. In Sec. IV, we
state the definition and properties of the real-space invariants,
both when c− = 0 and c− �= 0, and establish the relationship

FIG. 1. Maximal Wyckoff positions for the orientation preserv-
ing wallpaper groups.

between the TQFT and real-space classifications. In Sec. V,
we discuss the corresponding free fermion invariants and state
the map between the free and interacting classifications of
invertible states with the given symmetry G f . Note that the
technical derivations relevant to Secs. III, IV, and V can be
found in Appendixes A, B, and C–F, respectively. In Sec. VI,
we conclude and discuss future directions.

II. DEFINITIONS

A. Unit cells

In this work, we consider the rotation-symmetric lattices
p2, p3, p4, and p6. Representative unit cells for these lattices
are shown in Fig. 1. The different high symmetry points are
denoted by Greek letters α, β, γ , . . . The center of the unit
cell is denoted α and is chosen to have M-fold rotational
symmetry. If two points in the same unit cell are related by
rotations about some origin (that is, they are in the same
maximal Wyckoff position) but are inequivalent under lattice
translations, they are distinguished by subscripts (for example
we have γ1, γ2 on the square lattice).

B. Symmetry operators on the lattice

Consider any high symmetry point o of the unit cell. Let Mo

be the order of the rotational symmetry group which preserves
o. For the space group pM, the largest possible value of Mo

equals M, and in general M is always divisible by Mo.
The symmetry-protected topological invariants for a given

topological phase are defined with respect to a choice of
symmetry operators. For the case of point-group rotation sym-
metry, we must specify an operator C̃+

Mo
, corresponding to

Mo-fold rotations about o, and which satisfies (C̃+
Mo

)Mo = 1.
We use the tilde superscript to signify that C̃+

Mo
in general is a

‘magnetic rotation,’ meaning that it comes with a U(1) gauge
transformation which depends on the chosen vector potential.

There is an ambiguity in the above definition, since
given any operator C̃+

Mo
satisfying the above conditions we

could equally consider the operators C̃+
Mo

× ei 2π j
Mo

N̂ for j =
0, 1, . . . , Mo − 1. Here N̂ is the number operator. However,
for all the cases studied in Refs. [34–36], there is a canoni-
cal choice of C̃+

Mo
. This is identified by using a cut-and-glue

procedure to create a disclination of angle 2π/Mo centered at
o, starting from the infinite plane. As explained in Ref. [34],
there is a unique operator C̃+

Mo
which attaches zero excess flux

at such a disclination; the other possible rotation operators

C̃+
Mo

× ei 2π j
Mo

N̂ and will insert an additional flux 2π j
Mo

at the
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disclination, relative to C̃+
Mo

. Now in a generic lattice model
with a magnetic field, properly defining “zero excess flux”
around a disclination can be subtle, but Ref. [35] gives a
concrete method to do so.

We also define a set of operators C̃−
Mo

:= ei π
Mo

N̂C̃+
Mo

, and

C̃±
Mo,χ

:= eiχ 2π
Mo

N̂C̃±
Mo

. Note that C̃−
Mo

= C̃+
Mo,1/2 and (C̃−

Mo
)Mo =

(−1)F , where (−1)F is the fermion parity operation, which is
order two and generates a group denoted as Z f

2 .

C. Background gauge fields

Next we briefly review the background gauge fields used to
derive the topological response theory in Sec. III. For a more
thorough discussion, see Appendix A.

Consider G f = U(1) f ×φ [Z2
� ZM]. Using the fCEP (see

Appendix A 1 c), we find that the equivalent internal symme-
try group corresponding to G f is actually isomorphic to G f .
Therefore it will be sufficient to construct a background gauge
field on a closed 3-manifold M3 for an internal symmetry
group isomorphic to G f . Although the gauge fields are for an
effective internal symmetry, we will interpret the fluxes of this
gauge field as if they were fluxes of the original spatial sym-
metry. The validity of this interpretation ultimately depends
on numerically checking the predictions of the topological
response theory in lattice models. A number of such checks
have been performed in Refs. [34–36], giving strong support
to this interpretation. More discussion of the fCEP can be
found in Sec. VI.

There are two equivalent ways to formulate the gauge fields
on M3. First there is a simplicial formulation, where the
gauge field is defined on a triangulation of M3. This is the
formulation we use for the actual derivation of the response
theory in Appendix A, and in the rest of the paper. There is
also an equivalent continuum formulation, where we define
the gauge fields as real-valued differential 1-forms on M3

with quantized holonomies. We have only presented the main
result [Eq. (1)] in the continuum language because this is the
more standard notation in the condensed matter literature. To
write Eq. (1) in the simplicial formulation, we replace the
wedge products with cup products and impose quantization
conditions on the values of the gauge fields.

In the simplicial formulation, our gauge field of interest can
be written as B = (δA, �R, ω) where δA is a real valued U(1) f

gauge field with δA ∼ δA + 2π , �R = (X,Y ) is a Z2 gauge
field with 1

2π
�R ∈ Z2, and ω is a ZM gauge field with ω ∈ 2π

M Z
and ω ∼ ω + 2π . (Note that δ should not be confused with a
coboundary operator, which we denote below as d .) We use
the notation δA because A is identified with the usual vector
potential and δA represents the deviation of A from some
uniform background value that assigns flux φ per unit cell.

It is important to note that each component of B is defined
with respect to a fixed M-fold rotationally symmetric origin
o in the unit cell. Therefore the flux of B carries an origin
dependence; this explains why the response coefficients to be
introduced below [Eq. (1)] also carry an origin dependence.
However, for ease of notation we will leave the dependence of
the gauge fields on o implicit.

The flux of B can be written as (dδA + φ

2π
AXY , �T , dω).

AXY and �T can be written in terms of �R and

ω.1 The first component physically corresponds to the
total magnetic flux density. Here AXY is a quadratic form in �R
and is physically interpreted as an area element: the quantity

1
2π

∫
W AXY is identified with the number of unit cells in W .

Therefore
∫

W dδA + φ

2π
AXY measures the total magnetic flux

in W , including the uniform background (proportional to AXY )
and the excess part (given by dδA). This can equivalently be
written as dA, where A is the usual vector potential. Note that
the Lagrangian will always be written in terms of A and not
δA [see Eq. (1)].

The second component of the flux, denoted �T , is inter-
preted as the torsion, which physically corresponds to the total
Burgers vector of defects within a given region (multiplied by
2π ). The third component dω is interpreted as disclination
flux:

∫
W dω is identified with the total disclination angle of

defects in W . Finally, it is convenient to view the quantity
1

2π
AXY as an “area flux” that counts the number of unit cells.

Then, the different terms in the topological response theory
can be physically interpreted as assigning either U(1) f charge,
linear or angular momentum to the four gauge fluxes intro-
duced above.2

D. Math conventions

We denote by ZN ≡ Z/NZ the integers modulo N . Fur-
thermore, when we say that a real number x ∈ a · ZN =
(aZ)/(NZ) for a ∈ R, we mean that x is an integer multiple of
a that is only defined modulo N . a|b means for integers a and
b, a divides b. When we have a real number x and a positive
number n, we denote by [x]n the residue of x after dividing
by n.3 We denote by gcd(m, n) the greatest common divisor
between the positive integers m and n.

III. CLASSIFICATION FROM TOPOLOGICAL
FIELD THEORY

A. General form of topological action

Fix an o for which Mo = M, that is, o has the highest
possible symmetry. Let ω be a ZM background gauge field
corresponding to the subgroup of G f generated by C̃+

Mo
. The

response theory defined with respect to C̃+
Mo

reads

L = C

4π
A ∧ dA + So

2π
A ∧ dω + ̃o

4π
ω ∧ dω +

�Po

2π
· A ∧ �T

+
�Ps,o

2π
· ω ∧ �T + κ

2π
A ∧ AXY + νs

2π
ω ∧ AXY . (1)

1When ω = 0, AXY = 1
2π

X ∪ Y and �T = d �R. In general, if B is
flat, then on a 2-simplex [012], AXY [012] is coboundary-equivalent
to the quantity 1

4π
�R01 ∪ (U (ω01) �R12) where U (θ ) is the rotation ma-

trix by the angle θ . Furthermore, �T [012] = (1 − U (2π/M ))−1(1 −
U (ω01)) �R2.

2In fact, for a flat gauge field B, the four gauge fluxes introduced
here correspond (up to a normalization) to the four generators of
the group H2(Gb,Z) pulled back using B. Here Gb = Gf /Z

f
2 is the

bosonic symmetry group.
3In other words, [x]n ∈ [0, n) and [x]n = x mod n.
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TABLE II. Summary of coefficients in the topological field theory for invertible fermionic phases with Gf = U(1) f ×φ [Z2
� ZM ]. We

assume that the origin o is symmetric under M-fold rotations. These coefficients are not necessarily generators of the overall classification.

Coefficient Quantization Physical interpretation Comments

C C = c− + 8k1, c−, k1 ∈ Z Hall conductivity

So So − c−
2 ∈ ZM Discrete shift So = C

2 mod 1

o o − c−
4 ∈ ZM Related to expectation value of

ground state under partial
rotations [Eq. (40)]

o = C
4 mod 1

�Po

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

M = 2 : 1
2 (Po,x, Po,y ), (Po,x, Po,y ) ∈ Z2 × Z2

M = 4 : Po
1
2 (1, 1), Po ∈ Z2

M = 3 : Po
1
3 (1, 2), Po ∈ Z3

M = 6 : (0, 0).

Defines quantized charge
polarization �Po = − �Po × ẑ

�Po is defined modulo
integer vectors

�Ps,o See Eqs. (11), (14), (16) Polarization of angular
momentum

Also defined modulo
integer vectors

κ κ ∈ Z Charge per unit cell at zero
magnetic field

ν = Cφ/2π + κ

νs νs ∈ ZM Angular momentum per unit cell

The response coefficients can be understood as follows; see
Table II for a summary. C is the Chern number, which sets
the Hall conductance σH = Ce2/h. κ is an integer invariant
related to the filling ν as ν = Cφ/2π + κ (therefore κ is
the filling at zero magnetic field). So is the ‘discrete shift’
measured with respect to o, and was studied in detail in
Refs. [34,35]. In particular, So is defined mod Mo and specifies
a fractionally quantized contribution to the charge around a
lattice disclination created at o, as well as the angular momen-
tum of magnetic flux. �Po is a quantized charge polarization
with respect to o (see [35] for a detailed study). It specifies
a fractionally quantized contribution to the charge around a
lattice dislocation defined wih respect to o, as well as the
linear momentum of magnetic flux. �Po can be determined
fully if we know κ and So′ for each high symmetry point o′;
see Table III for the relevant equations, which were derived in
Ref. [35].

The quantity ̃o = c−/12 + o has two contributions. The
contribution proportional to c− arises due to the framing
anomaly [85,86] and needs to be added by hand because it
does not appear in the TQFT-category theoretic derivation.
The other contribution o is defined mod Mo/2 if Mo is even,
and mod Mo if Mo is odd. o can be extracted from the phase

TABLE III. Expressions for �Po in terms of differences of So and
κ . For Mo = 2, 3, the relations for o �= α are obtained by translating
each point in the above relations by a fixed vector. Note that �Po is
trivial for Mo = 6. See Ref. [35] for the derivation.

Mo o Equation

2 α �Pα = (1,1)
2 (Sα + κ ) + 1

2 (Sδ, Sγ )

3 α �Pα = (1,2)
3 (Sα − Sβ − κ )

4 α �Pα = (1,1)
2 (Sβ − Sα + κ )

β �Pβ = (1,1)
2 (Sβ − Sα − κ )

of the expectation value of a given ground state under a partial
rotation operator restricted to an open region around o. This
was explained in detail in Ref. [36]; we also provide a brief
discussion in Sec. IV.

Finally, although we do not have a direct understanding of
�Ps,o and νs, we can understand them as linear combinations

of o over different choices of o. �Ps,o is interpreted as an
angular momentum polarization and is related to o in much
the same way as �Po is related to So. Furthermore, νs is a ZM

invariant obtained by taking a weighted sum of partial rotation
expectation values over the different high symmetry points o
in the unit cell. The TQFT suggests that it be understood as an
overall measure of angular momentum per unit cell.

The derivation of Eq. (1) uses techniques from group co-
homology and G-crossed braided tensor category theory, and
is based on a general theory of invertible fermionic states
with symmetry in (2+1) dimensions proposed in Ref. [38]
(together with the fCEP). The basic idea is that each invertible
state with symmetry G f and bosonic symmetry group Gb =
G f /Z

f
2 can be specified by a set of data (c−, n1, n2, ν3) with

n1 ∈ H1(Gb,Z2), n2 ∈ C2(Gb,Z2), ν3 ∈ C3(Gb, U(1)); these
fix the properties of G f symmetry defects in the theory. Here
Cn(Gb, M ) is the set of n-variable functions from Gb to M,
while H1(Gb,Z2) is the group of functions α1 : Gb → Z2

satisfying dα1 = 0. A useful introduction to the group coho-
mology notation used here can be found in the appendices of
Refs. [38,44].

The data are constrained by a set of consistency equations,
whose derivation can be found in Ref. [38]. In particular, we
have an obstruction relation

dν3 = O4[c−, n1, n2], (2)

which is the constraint on ν3. The topological effective action
L is then obtained by pulling back ν3 using B:

L = 2πB∗ν3. (3)
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[O4] is sometimes referred to as the ’t Hooft anomaly for
the invertible state. To have a well-defined effective action
in (2+1)D, this obstruction needs to vanish. This constraint
forces the response coefficients in the action to take specific
quantized values.

In the special case of bosonic SPT states (which can be
described by setting c− = 0, n1 = 0, n2 = 0), Eq. (2) reduces
to

dν3,bSPT = 0. (4)

Thus we recover the known fact that bosonic SPTs are clas-
sified by representative cocycles of the group H3(Gb, U(1))
(modulo coboundaries) [44]. Since the obstruction is more
complicated for invertible fermionic states, the response
coefficients in the resulting effective action are quantized
differently compared to those in bSPTs (generally in smaller
fractions). Moreover, two fermionic states with the same O4

obstruction differ by a term of the form ν3,bSPT. We will see
several examples of this below.

The parameters n1 and n2 specify intrinsically fermionic
states. When c− is an integer as we have here, n1 specifies
whether unpaired Majorana zero modes can exist at symmetry
defects. However, in a system with U(1) f charge conservation
symmetry (and no particle-hole symmetry), this is not possi-
ble [37], therefore we set n1 = 0 throughout. The parameter
n2 can be nonzero and affects the quantization of the response
theory, as mentioned above.

There are some useful transformations of the response
theory, which we briefly comment on. The above response
theory was defined with respect to the operator C̃+

Mo
. The

response theory defined with respect to C̃−
Mo

can be obtained
from Eq. (1) after relabelling A → A + ω/2. More generally,
the response theory with respect to C̃+

Mo,χ
can be obtained by

taking A → A + χω for χ ∈ 1
2Z. Note that under the above

transformation, the coefficients So, o, �Ps,o and νs all trans-
form. Therefore, strictly speaking, we should use + and −
superscripts for these coefficients to indicate their dependence
on C̃+

Mo
and C̃−

Mo
respectively. However, in this paper we will

primarily use the coefficients with superscript +, and there-
fore we drop the superscript notation. Whenever we refer to
the coefficients with − superscripts, we will make it explicit
in the notation.

B. General results for Mo = 1, 2, 3, 4, and 6

In this section, we list some predictions of the topological
action that apply to any origin with Mo � 1. The derivations
are all contained in Appendix A.

There are three independent integer invariants which are
well-defined even in the absence of point group rotation sym-
metry:

c− ∈ Z

C = c− + 8k1

κ ∈ Z. (5)

c− is the chiral central charge of the invertible state; in general
it can be an integer or a half-integer, but since we assume
U(1) f charge conservation symmetry, c− is forced to be an

TABLE IV. Quantization of the parameters which fix the re-
sponse coefficients in Eqs. (5), (9), (12), (15), and (17).

M so �to k1 k2,o k3,o k4,o k5,o

1 – – Z – – – –

2 Z2 Z2
2 Z Z2 Z2 Z2

2 Z2
2

3 – – Z Z3 Z3 Z3 Z3

4 Z2 Z2 Z Z4 Z4 Z2 Z2

6 Z2 – Z Z6 Z6 – –

integer [37]. C is the Chern number and sets the Hall con-
ductivity σH = C e2

h . In noninteracting fermion systems of
charge ±1, we have C = c−, but in general they differ by
a multiple of 8. The difference can be understood in terms
of bosonic integer quantum Hall (BIQH) states, which have
C = 8k1, c− = 0 for some integer k1, and are intrinsically
interacting states.4 The quantization of the parameters which
specify the response coefficients is summarized in Table IV.

The integer κ is related to the U(1) filling, which we denote
by ν. If the system has flux φ per unit cell, we have ν =
Cφ/2π + κ , therefore κ equals the filling at zero magnetic
field. To measure C and κ in a Chern insulator defined on a
spatial torus, we change φ by inserting additional magnetic
flux and find the corresponding values of ν for which the
system remains gapped. Then, C and κ are given by the slope
and intercept of the plot of ν versus φ/2π . This relation be-
tween ν,C, κ also holds for invertible states with interactions;
this was argued using flux-insertion arguments in Ref. [88]
and using TQFT arguments in Ref. [33]. We present a short
derivation based on TQFT in Appendix A 3.

The remaining field theory coefficients all depend on the
point group symmetry. The basic quantization and physical
interpretation of these coefficients is given in Table II; below
we explain how they fit into the overall classification of invert-
ible states. An important prediction of the field theory is that
the coefficients So, o are partially fixed by the Chern number,
for M = 2, 3, 4, and 6:

So = C

2
mod 1,

o = C

4
mod gcd(M, 2). (6)

The quantization of So was checked numerically in Hofstadter
models for M = 4 in Ref. [34], and for M = 2, 3, and 6 in
Ref. [35], by explicitly computing the charge at lattice discli-
nations and the angular momentum of magnetic flux. The
quantization of o was checked only for M = 4, in Ref. [36],
using a method based on partial rotation operators that we will
discuss in Sec. IV.

As we will see below, a set of independent invariants can
be constructed by taking suitable linear combinations of the

4From, e.g., Ref. [87], we know that BIQH states have an even
Hall conductance 2k1 in units of e2

b/h, where eb is the elementary
boson charge and k1 is some integer. Since eb = 2e, the BIQH Hall
conductance is actually 8k1 in units of e2/h.
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TABLE V. List of independent generators of the classification.
Each integer denotes the order of the cyclic group generated by the
corresponding invariant. Missing entries in each row are either trivial
or can be determined from the listed generators. The integers in red
mean that the odd elements are intrinsically fermionic.

M I1 δPα;x δPα;y I2 δα/2

2 4 4 4 2

4 8 4 4 2

6 12 6 3

response coefficients that appear in Eq. (1). There are some
common invariants for all M: choosing o so that Mo = M, we
define

I1 := So − o − c−
4

∈ Zgcd(M,2)M ,

I2 := νs ∈ ZM . (7)

We also define

δo = o − c−
4

∈ 2ZM
∼= ZM/ gcd(M,2),

δ �Po = 2( �Po − 2 �Ps,o) ∈ ZM × ZM ; M = 2, 4. (8)

These can be trivial for specific M and do not have a com-
mon structure. In terms of the above, we summarize a set of
independent integer valued invariants (aside from κ,C, (C −
c−)/8) for M = 2, 4, and 6 in Table V, where we have
chosen o = α by convention. For M = 3, the invariants are
I1, I2,Pα,x,Ps,α,x, δα/2, and each generates a Z3 subgroup
of the classification.

C. M = 4

We consider some o for which Mo = 4 and define the
response theory with respect to the operator C̃+

Mo
. (This is the

same convention that was used in Refs. [34,35]). In this case, a
group cohomology calculation, outlined in Appendix A, gives
the quantization conditions in two main steps. The first step is
to determine a partial quantization of the coefficients, without
including certain equivalences that arise in the computation.
The second step is to include these equivalences.

After the first step, we find that

C = c− + 8k1,

So = c−
2

+ [so]2 + 2k2,o mod 8,

o = c−
4

+ 2k3,o mod 8,

�Po = ([to]2 + 2k4,o)

2
(1, 1) mod (2Z)2,

�Ps,o = k5,o

2
(1, 1) mod Z2,

κ ∈ Z

νs ∈ Z4. (9)

See Table IV for the quantization of so, �to and the integers ki.
The quantities so, to are “intrinsically fermionic” contributions

which must be zero in any invertible bosonic state; they are
related to the data n2 introduced previously. Interestingly,
these parameters also appear in the classification of topolog-
ically ordered states with charge conservation and crystalline
symmetries, as pointed out in Refs. [32,33]. In that context, so

and �to are referred to as the “discrete spin vector” and the “dis-
crete torsion vector,” respectively; they specify the fractional
angular and linear momentum of anyons in the theory.

In the second step, we find two equivalences that reduce
the classification. These correspond to relabelling disclination
and dislocation defects by fermions; such relabellings can
modify the coefficients but should be considered trivial, since
fermions can be created by local operators.5 For a, b ∈ Z2,
these relabellings imply that

(k2,o, k3,o) � (k2,o + 2a, k3,o + 2a),

(k4,o, k5,o) � (k4,o + b, k5,o + b), (10)

where all other coefficients remain unchanged. After modding
out by the equivalences, a complete and independent set of
(integer quantized) invariants is given by

c−, κ, k1 ∈ Z,

I1 := So − o − c−
4

∈ Z8,

I2 := νs ∈ Z4,

I3 := 1

2

(
o − c−

4

)
∈ Z2,

I4 := 2( �Po − 2 �Ps,o) · (1, 0) ∈ Z4. (11)

Thus the full classification is Z3 × (Z8 × Z2) × Z4 × Z4. If
we set c− = 0 and k1 = 0, we obtain the classification in
Ref. [53].6

Note that So does not give a Z8 generator of the clas-
sification unless we also know o, since after including
equivalences it can only take 4 distinct values for a fixed c−.
Similarly, �Po and �Ps,o are individually not generators of the
classification.

D. M = 2

We fix an origin o with Mo = 2. In this case, the coeffi-
cients appearing in Eq. (1) can be parametrized as follows:

C = c− + 8k1,

So = c−
2

+ [so]2 + 2k2,o mod 4,

o = c−
4

+ 2k3,o mod 4,

5Another way to say this is that ν3, modulo the correct relations,
encodes properties of equivalence classes of defects, which each
include a representative defect and the same defect with a fermion
attached. Therefore two defects that differ only by the quantum
numbers of a fermion are in the same equivalence class.

6The possibly confusing combination �Po − 2 �Ps,o appears because
of the definition of the gauge fields: �Po is associated with a U(1) f

gauge field A, while �Ps,o is associated with a bosonic gauge field ω.
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�Po = ([�to]2 + 2�k4,o)

2
,

�Ps,o = �k5,o

2
,

κ ∈ Z,

νs ∈ Z2. (12)

There are two equivalences that correspond to relabelling
disclination and dislocation defects by fermions; such rela-
bellings should be considered trivial as the fermion is a local
operator. For a, bx, by ∈ Z2, these relabellings change the co-
efficients as follows:

(k2,o, k3,o) � (k2,o + a, k3,o + a),

(�k4,o, �k5,o) � (�k4,o + �b, �k5,o + �b), (13)

where we assume all other coefficients remain unchanged.
After modding out by the equivalences, a complete and in-
dependent set of invariants for a fixed o is given by

c−, κ, k1 ∈ Z,

I1 := So − o − c−
4

∈ Z4,

I2 := νs ∈ Z2,

(I3, I4) := 2( �Po − 2 �Ps,o) ∈ Z4 × Z4. (14)

Thus the full classification is Z3 × Z3
4 × Z2. The invariant

associated to o alone turns out to be trivial in this case, and
does not appear above.

E. M = 3

Here we can pick any high symmetry point o, since Mo

is always equal to 3. In this case the coefficients can be
parametrized as follows:

C = c− + 8k1,

So = c−
2

+ 2k2,o mod 3,

o = c−
4

+ 2k3,o mod 3,

�Po = k4,o

3
(1, 2) mod Z2,

�Ps,o = k5,o

3
(1, 2) mod Z2,

κ ∈ Z,

νs ∈ Z3. (15)

The c− dependence and mod 3 quantization of So and o

for M = 3 are somewhat subtle points which are explained in
Appendix A 2 c. In this case, there are no further equivalences,
so a complete set of invariants is given by

c−, κ, k1 ∈ Z,

I1 := So − o − c−
4

,

I2 := νs,

I3 := o − c−
4

,

I4 := 3 �Po · (1, 0),

I5 := 3 �Ps,o · (1, 0), (16)

where I1, . . . , I5 are all Z3 valued. Thus the full classification
is Z3 × Z5

3.

F. M = 6

There is only one high symmetry point with M = 6, which
we denote as α in Fig. 1. Therefore we must pick o = α. In
this case, the coefficients can be parametrized as follows:

C = c− + 8k1,

So = c−
2

+ [so]2 + 2k2,o mod 12,

o = c−
4

+ 2k3,o mod 12,

κ ∈ Z,

νs ∈ Z6. (17)

In this case, we have the further equivalence

(k2,o, k3,o) � (k2,o + 3a, k3,o + 3a), a ∈ Z2. (18)

A complete set of invariants is given by

c−, κ, k1 ∈ Z,

I1 := So − o − c−
4

∈ Z12,

I2 := νs ∈ Z6,

I3 := 1

2

(
o − c−

4

)
∈ Z3. (19)

Thus the full classification is Z3 × Z12 × Z3 × Z6.

IV. CLASSIFICATION USING REAL-SPACE INVARIANTS

In this section, we consider interacting invertible states
with the same symmetry as in the previous section, but present
a completely different approach to classify and characterize
them, based on real-space invariants. We first assume c− =
C = 0; in this limit, we can explicitly construct a fixed-point
wave function for each invertible phase that appears in the
TQFT, but in terms of a set of real-space invariants {no, mo}
defined for each high symmetry point o. Following this, we
introduce a set of real-space invariants �±

o for each o, which
generalize {no, mo} and are well-defined even when c−,C �=
0. After discussing the basic quantization and physical mean-
ing of �±

o , we relate them to the field theory coefficients
of Sec. III. We explain how, along with c−,C, κ , they fully
generate the classification given in Sec. III.

A. Real-space construction when c− = 0 = C

Throughout this section, we set c− = 0 = C. All the details
in this section have appeared previously in Ref. [53], and are
stated here for completeness. Corresponding to each invertible
phase, we construct a representative state in which the degrees
of freedom are exponentially localized at the high symmetry
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FIG. 2. Equivalence for the real-space c− = 0 = C invariants on
a square lattice. Each purple dot represents one filled fermion orbital
moved from α to γ as indicated by arrows. Since the process shifts
an entire orbit from α to γ , both {no} and {mo} change.

points of the unit cell (see Fig. 1). In this limit, the topological
invariants can be identified straightforwardly.

1. M = 4

We begin with the square lattice. The construction proceeds
by placing at each high symmetry point o a charge under
the subgroup that leaves o fixed. In our case this is always
U(1) f × ZMo . Accordingly, we place a U(1) f charge no ∈ Z
at o = α, β, γ as well as a Z4 charge mo at o = α, β, and
a Z2 charge mγ at γ . By “Z4 charge of mα around α,” we
specifically mean a set of filled orbitals localized at α that
together transform under C̃Mα

as a nontrivial representation of

Z4 with total eigenvalue ei 2π
Mα

mα .
Each tuple (nα, nβ, nγ |mα, mβ, mγ ) characterizes an invert-

ible state. But different tuples can be equivalent. In particular,
as shown in Fig. 2, consider a set of four symmetric filled
orbitals localized at α which transform into each other under
C̃Mα

. We symmetrically shift these orbitals in space so that
they end up localized around γ . The U(1) f charge at each α

point thus reduces by 4, while the total U(1) f charge at each γ

point increases by 2. Moreover, the original orbitals at α form
a closed orbit under rotations about their common origin, with
eigenvalues ±1,±i (the fourth roots of unity). Thus, moving
them to γ changes the total rotation eigenvalue at α by the
product of these phases, which is −1; equivalently, mα →
mα + 2 mod 4. Similarly, the new orbitals that are localized
at each γ point form a closed orbit with rotation eigenvalues
+1 and −1, and mα changes by the product of these eigenval-
ues, which is −1. Therefore mγ → mγ + 1 mod 2.

From this, we have the equivalence

(nα, nβ, nγ |mα, mβ, mγ )

� (nα − 4, nβ, nγ + 2|mα + 2, mβ, mγ + 1)

⇒ (0, 0, 0|0, 0, 0) � (−4, 0, 2|2, 0, 1). (20)

By analogously moving fermions between β and γ , we get
a second equivalence

(0, 0, 0|0, 0, 0) � (0, 4,−2|0, 2, 1). (21)

We then mod out the different configurations by the above
equivalences. We find that a convenient basis for the invariant
quantities in this problem is

nα + nβ + 2nγ ∈ Z,

nα + 2mα ∈ Z8,

mα ∈ Z2,

nγ + 2mγ ∈ Z4,

mα + mβ + 2mγ ∈ Z4. (22)

The relationship between these quantities and the response
coefficients in the above limit (which we will call the atomic
insulator or AI limit) is the following:

κ = nα + nβ + 2nγ ,

νs,AI = mα + mβ + 2mγ mod 4,

So,AI = no mod Mo,

�Pα,AI = nβ + nγ

2
(1, 1),

�Pβ,AI = nα + nγ

2
(1, 1),

�Ps,α,AI = mβ + mγ

2
(1, 1),

�Ps,β,AI = mα + mγ

2
(1, 1),

o,AI = 2mo, mod Mo. (23)

Let us explain these relations. Intuitively, the equation for κ

holds because the filling is a weighted sum of no at each high
symmetry point. The equation for So holds because the excess
fractional charge at a disclination of angle 2π/Mo centered at
o is So/Mo mod 1 from field theory, but should also equal
no/Mo if we consider the same disclination in the real-space
construction. �Po is related to the dipole moment of no within
the unit cell, and Ref. [35] shows how to compute this dipole
moment for general M. These relations for So, �Po have also
been extensively checked in Refs. [34,35].

Finally, the relations for �Ps,o, o and νs have not been
checked numerically in prior work but we are confident in
these expressions, for the following reasons. �Ps,o is a po-
larization of angular momentum with the same quantization
as �Po, therefore it is reasonable that the expression for �Ps,o

should resemble that of �Po, with the U(1) f charge replaced
by a ZMo charge. Furthermore, in a fermion SPT state, the
SPT invariant, which is normalized as o/2 in field theory,
should give the angular momentum at the rotation center o, as
we know from real-space constructions [53,89,90]. But this
is simply mo. Finally, the expression for νs should depend
only on mo, should be defined mod 4, and should be invariant
under a shift of origin. The expression mα + mβ + 2mγ is the
simplest such expression, and is identical to the expression
for κ if we replace mo with no. Therefore, if we interpret νs as
the angular momentum per unit cell, this is the most natural
expression for it.

Note, finally, that the above construction alone does not
guarantee that the real-space classification is complete, how-
ever, we have confidence in its completeness because it
reproduces the predictions of TQFT after we set C = 0 = c−.

2. M = 2

We use the p2 unit cell as shown in Fig. 1. The real-space
construction proceeds by placing U(1) charge ni ∈ Z as well
as a Z2 charge mi at i = α, β, γ , δ. Each invertible phase is
characterized by a set (nα, nβ, nγ , nδ|mα, mβ, mγ , mδ ). But we
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can symmetrically move a pair of fermion orbitals between
any two high symmetry points, and relate the different allowed
configurations. From an argument similar to the M = 4 case
above, this leads to the equivalences

(0, 0, 0, 0|0, 0, 0, 0) � (−2, 2, 0, 0|1, 1, 0, 0)

� (−2, 0, 2, 0|1, 0, 1, 0)

� (−2, 0, 0, 2|1, 0, 0, 1). (24)

A complete set of invariants can be identified as

κ := nα + nβ + nγ + nδ ∈ Z,

νs,AI = mα + mβ + mγ + mδ ∈ Z2,

So,AI − o,AI := no + 2mo ∈ Z4, o = α, β, γ . (25)

The other response coefficients can be written as follows (we
only show the relations for o = α, but the other relations can
be obtained by a constant overall shift of origin):

�Pα,AI = 1
2 (nβ + nγ , nβ + nδ ),

�Ps,α,AI = 1
2 (mβ + mγ , mβ + mδ ),

α,AI = 2mα mod 2. (26)

3. M = 3

The real-space construction proceeds by placing U(1)
charge no ∈ Z and Z3 charge mo at o = α, β, γ . Each invert-
ible phase is characterized by a set (nα, nβ, nγ |mα, mβ, mγ ).
However, we can symmetrically move fermions from α to β,
β to γ , and so on and adiabatically relate different allowed
configurations. This leads to the equivalences

(0, 0, 0|0, 0, 0) � (3,−3, 0|0, 0, 0) � (3, 0,−3|0, 0, 0).
(27)

This calculation differs slightly from the case with M even.
If we move 3 fermions from, say, α to β, they form a closed
orbit under rotations with eigenvalues 1, ei2π/3, ei4π/3 whose
product is 1. Therefore the value of mo does not change under
the reconfiguration.

A convenient basis for the invariant quantities in this prob-
lem is

κ = nα + nβ + nγ ∈ Z,

So,AI = no mod 3 ∈ Z3,

o,AI = 2mo mod 3 ∈ Z3,

3Pα,x,AI = nβ + 2nγ ∈ Z3,

3Ps,α,x,AI = mβ + 2mγ ∈ Z3,

νs,AI = mα + mβ + mγ ∈ Z3. (28)

4. M = 6

Here the construction proceeds by placing U(1) charge
no ∈ Z for o = a, b, c, Z6 charge mα at α, a Z3 charge mβ

at β, and a Z2 charge mγ at γ . Each invertible phase is
characterized by a set (nα, nβ, nγ |mα, mβ, mγ ). But we can
symmetrically move fermions from α to β, β to γ , and so
on and relate different allowed configurations. This leads to

the equivalences

(0, 0, 0, 0, 0, 0) � (−6, 3, 0, 3, 0, 0) � (−6, 0, 2, 3, 0, 1).
(29)

A convenient basis for the invariant quantities in this problem
is

κ = nα + 2nβ + 3nγ ∈ Z,

Sα,AI − α,AI = nα − 2mα ∈ Z12,

α,AI = mα ∈ Z3,

νs,AI = mα + 2mβ + 3mγ ∈ Z6. (30)

B. Real-space invariants for c− �= 0

From the previous section, it is natural to argue that if
we allow for general c− and C, the classification as a group
should simply acquire two factors of Z in addition to those
obtained above. However, this is not the whole story, because
the exponentially localized Wannier limit does not exist when
c− �= 0, and therefore we first need to give an alternative
definition of the real-space invariants that remains valid in this
case.

In this section we address this issue and define a pair of
invariants �+

o ,�−
o for each high symmetry point o of the unit

cell. The main result of this section is that these invariants are
well-defined for general c− and C, and that the classification
of invertible states can be fully captured if �+

o ,�−
o are known

for each o. We also derive a set of relations between �+
o ,�−

o
and the response coefficients discussed in Sec. III.

1. Definition of invariants

Consider an invertible state |�〉 on a torus or an open disk
with symmetry operators C̃±

Mo
about an origin o, as defined in

Sec. II. We define C̃±
Mo

|D to be the restriction of C̃±
Mo

to some
symmetric open region D centered at o. The results in this
section appeared previously in Ref. [36].

We define

〈�| C̃±
Mo

|D |�〉 = e−γ |∂D|+i 2π
Mo

K±
o (1 + O(e−ε|∂D|)). (31)

γ sets the amplitude of the expectation value, while ε is
some positive number that captures subleading contributions.
Numerically we have found for M = 4 [36] that this equa-
tion is obeyed with a quantized value of K±

o , and moreover
the quantities

�+
o :=

{
K+

o mod Mo
2 Mo even

K+
o mod Mo Mo odd

,

�−
o :=

{
K−

o mod Mo Mo even

K−
o mod Mo

2 Mo odd
(32)

are invariants, that is, they remain constant within a given in-
vertible phase. The reason �±

o are defined by taking a modular
reduction of K±

o is that the values of K+
o for Mo even, and K−

o
for Mo odd, can jump by multiples of Mo/2 for a fixed |�〉 as
the size of D is changed. This behavior was seen numerically
in Ref. [36] and is explained in Appendix B 1.

We do not have a mathematical proof that �±
o is indeed a

quantized many-body invariant of invertible states. However,
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we can justify Eq. (32) and also show that �±
o is quantized

for different Mo, if we make the assumption that the density
matrix ρD of the system restricted to D equals ρCFT, the
density matrix of the conformal field theory that lives on the
edge of D. This assumption has been discussed in the litera-
ture of topological phases previously [91,92]. The calculation
that justifies the quantization was done in Ref. [36]; it uses
conformal field theory and is also briefly outlined around
Eq. (40). Moreover, from the previous section we know that
when c− = 0 = C, the arguments of such partial rotation ex-
pectation values are expected to be invariants because they
simply measure the U(1) f and ZMo charges localized at o, and
these are quantized by construction.

In contrast to the invariants in the previous section, �±
o

are defined when c− and C are both nonzero. For a given c−,
the possible values of �+

o always differ by integers, while the
possible values of �−

o always differ by half-integers. Note that
when Mo is even, �+

o is defined mod Mo/2 and can take Mo/2
different values, while �−

o is defined mod Mo and can take
2Mo different values. On the other hand, when Mo is odd, �+

o
is defined mod Mo while �−

o is defined mod Mo/2; both can
take Mo different values in this case.

More generally, if we consider the operators C̃±
Mo,χ

, we can

write 〈�| C̃±
Mo,χ

|D |�〉 � e−γ |∂D|+i 2π
Mo

l±D,o,χ to leading order, and
we can show that

l±
D,o,χ = Cχ2

2
+ S±

o χ + K±
o mod Mo. (33)

This equation was derived analytically, and also verified nu-
merically when M = 2, 4, in Ref. [36]. It shows how �±

o
(which equals l±

D,o,0 up to modular reductions) transforms
under redefining the rotation operators, and can be derived in
two steps. The first step is to relate �±

o to the TQFT coefficient
o, using Eq. (40). This is itself an involved computation
which we explain when we introduce that equation. Next, as
we stated in Sec. III, we know how the full TQFT transforms
under the above redefinition of rotation operators. Therefore
we can calculate the transformation of o from field theory,
and from this recover the transformation of �±

o .
It is possible to write a much more explicit form for �±

o
in two separate limits. First, when c− = 0 = C, �±

o can be
related to the parameters {no, mo} of an exponentially local-
ized Wannier limit of the invertible state, as introduced above.
Next, for each c− > 0, �±

o can be analytically computed in the
Landau level limit for a c− = 1 integer quantum Hall state. We
now explain how to use these two limits to write an expression
for �±

o in an arbitrary invertible state.

2. c− = 0 = C: Wannier limit

Assuming c− = 0 = C, let no be the U(1) f charge at o, and
mo mod Mo be the charge at o under the operator C̃+

Mo
which

generates the subgroup ZMo . Since the real-space construction
in this case pertains to atomic insulators, we use the subscript
AI to refer to the corresponding invariants. Then, we define

�+
o,AI :=

{
mo mod Mo

2 Mo even

mo mod Mo Mo odd
,

�−
o,AI :=

{
no
2 + mo mod Mo Mo even
no
2 + mo mod Mo

2 Mo odd
. (34)

Note that �+
o,AI and 2�−

o,AI are quantized to integer val-
ues. This Wannier limit representation of �±

o,AI is valid for
arbitrary φ.

3. Landau level limit

In order to define �±
o for all invertible states, we need

to define them for at least one state with c− �= 0. Below
we give their definition for the c− = 1 integer quantum Hall
state, where we only consider the wallpaper subgroup of the
continuous translational and rotational symmetry group.

First assume c− > 0. Integer quantum Hall states in the
continuum (that is, with continuous translation and rotation
symmetries) have their c− lowest Landau levels filled by
fermions of charge +1. In the TQFT picture, a Chern-Simons
theory calculation (see Appendix B) shows that these states
have the following nonzero response coefficients:

C = c−; SLL = c2
−
2

; LL = 4c3
− − c−
12

. (35)

By considering the time-reversed partners of the above states,
we can also obtain states with c− < 0 that satisfy the same
formulas as in Eq. (35).

In the continuum, these invariants are well-defined as ra-
tional numbers, with no modular reduction and no origin
dependence. If the system instead has a crystalline symmetry
Gspace, the last two invariants in general acquire a depen-
dence on the chosen orign o, and also get reduced mod Mo.
Moreover, from Sec. III, we see that we need to consider the
additional invariants κ, �Po, �Ps,o, νs. However, even in the
crystalline setting the TQFT classification predicts a specific
state with c− = 1, with the invariants

C = c− = 1; So,LLL = 1
2 mod Mo;

o,LLL = 1
4 mod Mo, (36)

where additionally κ, �Po, �Ps,o, νs all vanish. We refer to
this state as the ‘lowest Landau level limit’, or LLL limit,
because its topological invariants are identical to those of the
c− = 1 IQH state. It also satisfies the relation ν = Cφ/2π ,
which can be shown from TQFT. The LLL limit is completely
well-defined assuming the TQFT classification from Sec. III is
complete. Note that a concrete realization of this limit exists in
the region with φ → 0+, ν → 0,C = 1 of Hofstadter models
defined on the appropriate crystalline lattices.

Importantly, in this limit we can analytically show (subject
to the assumption ρD = ρCFT) that

�+
o,LLL =

⎧⎨
⎩

4−M2
o

24 mod Mo
2 , Mo even

1−M2
o

24 mod Mo, Mo odd
, (37)

�−
o,LLL =

⎧⎨
⎩

10−M2
o

24 mod Mo, Mo even

13−M2
o

24 mod Mo
2 , Mo odd

. (38)

There are two main steps. The first step again involves show-
ing Eq. (40), the general relation between �±

o and ±
o , which

we discuss further below. The second step is to compute ±
o for

a system of c− filled LLs in the continuum; this can be done
using Chern-Simons theory [93], as we show in Appendix B.
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TABLE VI. Relation between the real-space invariants �±
o and

the field theory parameters ±
o , derived from conformal field theory.

The quantity we usually write as o is referred to as +
o here.

±
o = 2�±

o + t±c− mod Mo

Mo t+ t−

Even M2
o −1
12

M2
o +2
12

Odd M2
o +2
12

M2
o −1
12

For convenience, we summarize the relevant values of �±
o,LLL

in Table VII.

4. General formula

First note that any invertible state which is adiabatically
connected to a tensor product of an atomic insulator and c−
copies of the LLL state must satisfy the linearity relation

�±
o = c−�±

o,LLL + �±
o,AI. (39)

In Eq. (39), the parameters {no, mo} specify how a given
invertible state differs from c− copies of the LLL limit. In the
TQFT classification this accounts for all invertible states with
C = c−.

The TQFT classification includes one additional integer
invariant k1 = (C − c−)/8, which also describes the bosonic
integer quantum Hall (BIQH) states. The derivation of �±

o
from conformal field theory [36] shows that they are however
independent of k1. Therefore, assuming the TQFT classifica-
tion is complete, we conclude that Eq. (39) gives the most
general quantization of �±

o for invertible fermionic states in
(2+1) dimensions.

C. Relation between �±
o and response coefficients

We now state several relations between �±
o and the re-

sponse coefficients discussed in Sec. III. The derivations will
be given in Appendix B. In most cases, the derivation is
simply to check the relation in the c− = 0 limit and in the LLL
limit, and then use the linearity of the field theory parameters
as well as the real-space invariants under stacking.

The most important relation is

±
o = 2�±

o + t±c− mod Mo, (40)

where t± depends on Mo and is given in Table VI. This relation
can be derived using a conformal field theory argument that
was previously given in Ref. [36].

To derive this, we start from the definitions, Eqs. (31)
and (32). The expectation value of C̃±

Mo
|D can be approximated

TABLE VII. Value of the real-space invariants for the low-
est Landau level, �±

o,LLL, relevant to two dimensional crystalline
systems.

Mo 2 4 3 6

�+
o,LLL 0 − 1

2 − 1
3 − 4

3

�−
o,LLL + 1

4 − 1
4 + 1

6 − 13
12

by making the assumption that ρD, the density matrix of the
state |�〉 restricted to D, equals ρCFT, the density matrix of the
conformal field theory that lives on the edge of D:

ρD = ρCFT. (41)

This relationship was originally conjectured by Li and Hal-
dane [91] for fractional quantum Hall states, and argued
to hold more generally for gapped topological phases in
Ref. [92]. Using this relation, a conformal field theory
calculation performed in Ref. [36] shows that

〈�| C̃±
Mo

|D |�〉 ∝ e− 2π ic−
24 t± × I±

Mo
, (42)

for t± as defined in Table VI. The quantity I±
Mo

is directly
related to the G-crossed modular T matrix of the invertible
state; it appears because the partial rotation expectation value
equals the trace of the rotation operator acting in the CFT
over the topological defect sectors of the CFT/TQFT, which
in turn equals (to leading order) an expression involving only
the G-crossed modular T matrices. By evaluating I±

Mo
using

the TQFT data, we additionally find that

I±
Mo

= e
π i
Mo

±
o . (43)

Upon combining Eqs. (32), (42), and (43), we obtain Eq. (40).
The main utility of Eq. (40) is that we can calculate ±

o ana-
lytically for a system of Landau levels even though we cannot
directly compute �±

o . This gives us a simple way to obtain the
c− dependence of �±

o .
There are other important relations. �±

o are related to the
discrete shift So as follows:

So =
{

2(�−
o − �+

o ) mod Mo Mo even

2(�−
o − �+

o ) − C
2 mod Mo Mo odd

. (44)

This can be shown using a relabelling of the field theory,
together with Eq. (40). Using this, and the relation between So

and �Po (see Table III), we can also deduce relations between
�±

o and �Po.
For completeness, note that we can calculate �Po directly in

two steps. When c− = 0, �Po is the dipole moment at o within
the unit cell, which can be written as a linear combination
of no (see Appendix B of Ref. [35]). In the LL limit, where
the same system can be thought of as having a continuous
rotational symmetry, �Po vanishes because it must be invariant
under arbitrarily small rotations and therefore cannot take
nontrivial quantized values. We can similarly define �Ps,o if
in the above discussion we replace no with mo.

Finally, �±
o are related to the angular momentum per unit

cell νs as follows. When c− = 0 = C, νs takes the value∑
o moWo mod M where Wo be the total number of points in

the unit cell belonging to the maximal Wyckoff position con-
taining o. (For example, in the square lattice, Wα = Wβ = 1
and Wγ = 2, and νs = mα + mβ + 2mγ .) This implies that

νs,AI =
{− κ

2 +∑
o �−

o,AIWo mod M M even,∑
o �+

o,AIWo mod M, M odd.
(45)

The reason we define νs,AI using �−
o,AI when M is even, and

not �+
o,AI, is because we require an invariant mod M, but

�+
o are only defined mod M/2 in this case. Next, note that
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νs,LLL = 0 because it is an invariant associated to discrete
translation symmetries, whereas the Landau level system has
a continuum limit in which this invariant must vanish. By
combining these results, we obtain

νs =
⎧⎨
⎩

− κ
2 +∑

o(�−
o − c−�−

o,LLL)Wo mod M, M even,∑
o(�+

o − c−�+
o,LLL)Wo mod M, M odd.

(46)
Here we used Eq. (39). Note that νs is well defined modulo M,
as required by the field theory. Additionally, when M is even,
we have

νs =
∑

o

(�+
o − c−�+

o,LLL)Wo mod
M

2
. (47)

From these results, we see that for each M νs is indeed a
weighted sum of partial rotation expectation values at dif-
ferent high symmetry points (suitably corrected to vanish for
Landau levels). This matches our intuition that νs describes an
angular momentum per unit cell. Interestingly, these formulas
also imply a relationship between �+

o and �−
o which was

noticed in Ref. [36] but not proven there.
We can also write down explicit formulas which ex-

press the generators of the TQFT classification [see
Eqs. (11), (14), (16), and (19)] in terms of �±

o , C, c−, and
κ . These formulas are summarized in Appendix B 5.

V. NONINTERACTING BAND INSULATORS
AS INVERTIBLE PHASES

This section derives the free-to-interacting map between
the classification of noninteracting fermions at zero flux to
the interacting classification with G f = pM × U(1) f . We start
by reviewing the noninteracting classification in Sec. V A. In
Sec. V B, we express the real-space invariants of Sec. IV for
any band insulator in terms of their noninteracting invariants.
A similar calculation was carried out in Ref. [30] but for a
different set of interacting invariants.

A. Short review of noninteracting band insulators

Noninteracting band insulators (nIBIs) with orientation-
preserving wallpaper groups and zero flux (φ = 0) have
been mathematically classified by the formalism of K theory,
e.g., [94–96]. However, the same results can be phrased physi-
cally in terms of the (total) Chern number and the eigenvalues
(counted with multiplicities) of the filled bands under a (fixed)
rotation operator [11]. For the sake of completeness and to
fix conventions for the free-to-interacting map in Sec. V B,
we review the results of the noninteracting classification in
Appendix C and provide a summary of the known results
below. Note that much less is known for the case of nonzero
flux φ �= 0; see Refs. [97–99] for the current understanding.

1. Reciprocal space notation

Let us first establish some notation for each Gspace =p1,
p2, p3, p4, and p6. For p2 and p4, we use a square Brillouin
zone (BZ). For p3 and p6, we use a hexagonal BZ. Both
BZs are illustrated in Fig. 3 with the high symmetry mo-
menta (HSM) highlighted. Upon setting the lattice constants

FIG. 3. Brillouin zones for systems with (a) M = 2, 4, (b) M =
3, 6.

to one, these momenta have coordinates � = (0, 0), X =
(π, 0), Y = (0, π ), K = (4π/

√
3, 0), K̄ = (−4π/

√
3, 0). For

the square BZ, M = (π, π ), while for the hexagonal BZ,
M = (π,−π/

√
3). 7

We denote by HSM� the set of orbits of the high symmetry
momenta (HSM) under point group rotations, and by HSM�′

the set HSM� with the orbit of the origin � = (0, 0) excluded.
k� denotes the orbit with representative k. See Table VIII for
HSM� for M = 2, 3, 4, 6. Given a momentum k, we denote
by Mk the maximal order of a rotation which maps k to itself.8

2. Noninteracting classification

Using the many-body rotation operator C̃+
Mo

discussed
above, we can deduce how it acts on the single-particle
eigenstates. We choose o such that Mo = M. Single particle
eigenstates are labeled by their crystal momentum k and their
orbital wave function. A rotation that maps k to itself also
maps occupied single-particle eigenstates to themselves; this
allows us to assign eigenvalues under the rotation to occupied
states. Let #k(m)

j,o , with j = 1, 2, . . . , m, be the degeneracy
among the occupied bands of the eigenvalue λ = e2π i(j−1)/m

under [C̃+
Mo

]Mo/m, a rotation of order m around o. (See Ap-
pendix C 2 for more details.)

A noninteracting band insulator has the following three
types of invariants.

(1) The total Chern number C of the filled bands,

C =
∑

n∈Occ.

∫
BZ

εi j∂i
[〈

u(n)
k

∣∣∂ j

∣∣u(n)
k

〉]d2k
2π i

; (48)

where |u(n)
k 〉 are the orbital wave-functions of the occupied

bands; ∂ j = ∂
∂kk

; and ε is the Levi-Civita tensor (ε12 = −ε21 =
1).

(2) The integers #�
(M )
j,o , with j = 1, . . . , M. � = (0, 0) is

the origin of the BZ.
(3) For each orbit k� ∈ HSM′�, the rotation invariants

from a representative k, defined as[
k(Mk)

j,o

] = #k(Mk)

j,o − #�
(Mk)

j,o ; j = 1, . . . , Mk. (49)

7The free fermion literature usually replaces (X ,Y ) → (X 1, X 2)
for M = 4 and (K, M) → (K1, M1) for M = 6, but we avoid the
subscript notation to make our later equations simpler.

8For example, when M = 4, this gives M� = MM = 4 and MX = 2.
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TABLE VIII. Orbits of the high symmetry momenta, denoted as
HSM�. We take the first element of each orbit as the representative.

M HSM�

2 {�}, {X}, {Y }, {M}
4 {�}, {X ,Y }, {M}
3 {�}, {K}, {K̄}
6 {�}, {K, K̄}, {M, M ′, M ′′}

Even though the above set of invariants is complete, it
is partially redundant for two reasons. (1) nIBIs have fully
filled bands so the total number of eigenvalues is constant as
a function of k and equal to the filling:

κ =
Mk∑
j=1

#k(Mk )
j,o ; ∀k ∈ BZ. (50)

(2) Rotation invariants determine the Chern number modulo
M:9

C

M
+

∑
k�∈HSM′�

Mk∑
j=1

( j − 1)

Mk

[
k(Mk )

j,o

] = 0 mod 1. (51)

There are no more constraints as one can obtain explicit
models realizing any set of invariants subject to the above
constraints (see Appendix E). A complete set of invariants
for nIBI is given in Table IX. We denote the invariants as
J = (J1, J2, . . . ), and the invariants calculated for a state ψ

are denoted by J[ψ]. Note that the second constraint above
implies that there is a relation modulo M between these in-
variants.

Within the noninteracting classification, any nIBI ψ can be
formally written as a linear combination of a small, finite set
of basis states:

ψ ∼S

DM∑
k=1

ak�k, (52)

where ak ∈ Z. DM is an integer that is equal to the exponent of
Z in the “free classification” column of Table I. The explicit
set of states can be found in Table XIV in Appendix E. We

9We derive this expression in Appendix C 3 based on Ref. [56].

TABLE IX. Basis choice for the free invariants in the noninter-
acting band insulator classification.

M Basis

1 C, #�
(1)
1

2 C, #�
(2)
1 , #�

(2)
2 , [M (2)

2 ], [X (2)
2 ], [Y (2)

2 ]

3 C, #�
(3)
1 , #�

(3)
2 , #�

(3)
3 , [K (3)

2 ], [K (3)
3 ], [K̄ (3)

2 ], [K̄ (3)
3 ]

4 C, #�
(4)
1 , #�

(4)
2 , #�

(4)
3 , #�

(4)
4 , [M4

2], [M4
3], [M4

4], [X (2)
2 ]

6 C, #�
(6)
1 , #�

(6)
2 , #�

(6)
3 , #�

(6)
4 , #�

(6)
5 , #�

(6)
6 ,

[K (3)
2 ], [K (3)

3 ], [M (2)
2 ]

TABLE X. Choice for a complete set of real-space interacting
invariants used to derive the free-to-interacting map.

M Invariants

1 C, c−, κ

2 C, c−, κ, �−
α , �−

β , �−
γ ,�−

δ

4 C, c−, κ, �+
α , �+

β , �−
α , �−

β , �−
γ

3 C, c−, κ, �+
α , �+

β , �+
γ , �−

γ ,�−
β , �−

γ

6 C, c−, κ,�+
α ,�+

β , �−
α , �−

β , �−
γ

take �1 to be a specific Chern insulator with C = +1: it is
the Qi-Wu-Zhang model for M = 2, 4 [100] and the Haldane
model for M = 3, 6 (see Appendix E 3). The remaining basis
states are atomic insulators induced from maximal Wyckoff
positions (see Appendix E 1.)

There are two subtleties in Eq. (52). First, the symbol ∼S

denotes “stable equivalence.” This means that there exists
some ancilla tensor product state ψ ′ that allows us to find a
path connecting the LHS and RHS, i.e.,

ψ ′ + ψ ∼ ψ ′ +
DM∑
k=1

ak�k, (53)

where the + symbol here corresponds to the tensor product
(“stacking”) of many-body states and n�k is a shorthand for
stacking n copies of state �k . The ∼ symbol means that there
is an adiabatic path in the space of free fermion Hamiltonians
connecting the state on the LHS to the state on the RHS.

Second, to interpret Eq. (52) when there are negative coef-
ficients ψk , we need to first move these negative coefficients
to the other side before applying Eq. (53). That is, Eq. (52)
becomes

ψ +
DM∑
k=1

[ak]−�k ∼S

DM∑
k=1

[ak]+�k . (54)

[a]+ = a if a � 0 and zero, otherwise. Similarly, [a]− = −a
if a � 0 and zero, otherwise.

B. Many-body invariants from noninteracting invariants

As we learnt in Sec. IV, a complete set of interacting real-
space invariants is given by c−,C, κ and the various �±

o . We
summarize these invariants in Table X and denote them by
Q = (Q1,Q2, . . . ) following the order of the table.

Given a decomposition of ψ as in Eq. (53) and the fact that
topological invariants are linear under stacking, we can write

I[ψ] =
DM∑
k=1

akI[�k], (55)

where I can now be either Jj (a free fermion band invariant
from Table IX) or Q j (an interacting invariant from Table X).

We can compactly express the free fermion invariants in
terms of a matrix O, defined as (O) jk = Jj[�k], whose inverse
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O−1 exists.10 This allows us to express ak = (O−1)k jJj[ψ]. In
other words, once we know the band invariants of �k and ψ ,
we can recover the precise linear combination of �k which
determines ψ .

Now we reapply Eq. (55) with I = Qi and with ak as
above. This gives

Qi[ψ] =
DM∑
k=1

Qi[�k](O−1)k jJj[ψ]. (56)

This equation gives the interacting invariants of ψ in terms of
its free fermion invariants and the matrix O. Since this equa-
tion holds for any ψ , we have the relation Qi = ∑DM

j=1 Mi jJ j

with Mi j = ∑DM
k=1 Qi[�k](O−1)k j . Therefore, once we know

J[�k] and Q[�k], we can calculate the matrix M, which is
the desired free-to-interacting map.

In order to evaluate the invariants above, we need to make
choices for Hamiltonians and rotation operators. All the mod-
els we consider are invariant under the translations fr → fr+R

where R is a lattice vector and r is the real-space position
of the orbital. This allows us to define the rotation operators
around o �= α in terms of C̃+

Mα
. For example, for M = 4 we

can define the rotation around β as C̃+
Mβ

= TxC̃
+
Mα

where Tx is
the above translation by one unit cell in the x direction. The
explicit choices for the Hamiltonian and rotation operators for
the states �1 can be found in Appendix E 3. The evaluation

of the invariants can be found in the same Appendix. The
calculation of invariants for the other �k is straightforward
as these are atomic insulators. Descriptions of these models
can be found in Appendix D. Using these results, we evaluate
M and present our results below. We omit expressions for
C and c− because they are always equal to the C of the
noninteracting model.

The map we present below has some notable features.
First, the matrices M that we find remain the same when
we redefine C̃+

Mo
as C̃+

Mo
× ei 2π j

Mo
N̂ for integer j. Therefore the

map does not depend on the specific rotation operator that
we choose (as long as we fix the same operator for each �k).
Second, the map shows that each interacting invariant except
for k1 = (C − c−)/8 can be written in terms of free fermion
invariants. Therefore k1 is the only “intrinsically interacting”
invariant in the cases we study. The free-to-interacting map is

(1) M = 2 :

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

κ

�−
α

�−
β

�−
γ

�−
δ

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

=

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 1 1 0 0 0

1 1
2

3
2

3
4

3
4

3
4

1 0 0 3
4

5
4

5
4

1 0 0 5
4

3
4

5
4

1 0 0 5
4

5
4

3
4

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

C

#�
(2)
1,α

#�
(2)
2,α[

M (2)
2,α

]
[
X (2)

2,α

]
[
Y (2)

2,α

]

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

; (57)

(2) M = 4 :

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

κ

�+
α

�+
β

�−
α

�−
β

�−
γ

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

=

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 1 1 1 1 0 0 0 0

0 0 1 0 1 1
2 0 3

2 0

0 0 0 0 0 3
2 0 1

2 0

−1 1
2

3
2

5
2

7
2

13
4 1 1

4
5
2

−1 0 0 0 0 13
4 3 9

4
3
2

−1 0 0 0 0 5
4 0 5

4 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

C

#�
(4)
1,α

#�
(4)
2,α

#�
(4)
3,α

#�
(4)
4,α[

M (4)
2,α

]
[
M (4)

3,α

]
[
M (4)

4,α

]
[
X (2)

2,α

]

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

; (58)

10This is where choosing the right set of states {�1, �2, . . . } to use a basis is important. We present the explicit O matrices in Eqs. (E10)–(E13)
in Appendix E.
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(3) M = 3 :

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

κ

�+
α

�+
β

�+
γ

�−
α

�−
β

�−
γ

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

=

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 1 1 1 0 0 0 0

1 0 1 2 4
3

5
3

4
3

5
3

1 0 0 0 4
3

8
3

1
3

5
3

1 0 0 0 1
3

5
3

4
3

8
3

−1 1
2 0 1 1

3
2
3

1
3

2
3

−1 0 0 0 5
6

7
6

1
3

7
6

−1 0 0 0 1
3

7
6

5
6

7
6

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

C

#�
(3)
1,α

#�
(3)
2,α

#�
(3)
2,α[

K (3)
2,α

]
[
K (3)

3,α

]
[
K̄ (3)

2,α

]
[
K̄ (3)

3,α

]

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

; (59)

(4) M = 6 :

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

κ

�+
α

�+
β

�−
α

�−
β

�−
γ

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

=

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 1 1 1 1 1 1 0 0 0
3
2 0 1 2 0 1 2 8

3
1
3

3
2

1 0 0 0 0 0 0 5
3

4
3 0

0 1
2

3
2

5
2

7
2

9
2

11
2

2
3

4
3

21
4

1
2 0 0 0 0 0 0 7

6
5
6 0

1 0 0 0 0 0 0 0 0 5
4

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

C

#�
(6)
1,α

#�
(6)
2,α

#�
(6)
3,α

#�
(6)
4,α

#�
(6)
5,α

#�
(6)
6,α[

K (3)
2,α

]
[
K (3)

3,α

]
[
M (2)

2,α

]

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

. (60)

VI. DISCUSSION

In this paper, we considered the symmetry group G f =
U(1) f ×φ Gspace, where Gspace is an orientation preserving
wallpaper group in two space dimensions with magnetic flux
φ per unit cell. We discussed several distinct approaches to
classify (2+1) dimensional invertible fermionic topological
states with this symmetry, as summarized in Table I. First, in
Sec. III, we derived a topological effective action for many-
body invertible states [Eq. (1)] which expresses the desired
topological invariants in terms of the response of the system to
inserting symmetry defects. Next, in Sec. IV, we considered
a physically distinct real-space classification, and defined a
pair of invariants �+

o ,�−
o for each high-symmetry point in the

real-space unit cell. We showed that this real-space classifica-
tion reproduces all the invariants in the above topological field
theory, except for an integer invariant describing bosonic inte-
ger quantum Hall states. The above results hold for a general
chiral central charge c− as well as an arbitrary flux φ. Finally,
in Sec. V, we specialized to φ = 0 and derived expressions
relating �±

o to the band invariants that arise in the free fermion
classification of invertible states. This provides an explicit
map between the free and interacting classifications.

Several of our results are based on some underlying as-
sumptions, which we elaborate on below.

In the TQFT-based derivation of Sec. III, we assumed
the fermionic crystalline equivalence principle (fCEP), which
states that the classification of invertible fermionic states with
a spatial symmetry G f is in one-to-one correspondence with
that of invertible fermionic states with an internal symmetry
Geff

f . We used a version of the fCEP stated in Ref. [37], which
also states an explicit algebraic formula relating G f and Geff

f .

Specifically, we have G f /Z
f
2

∼= Geff
f /Z f

2 := Gb, but the cen-

tral extension of Gb by the fermion parity Z f
2 is different in

each case. The algebraic formula stated there was not derived,
but justified heuristically based on a comparison of several
known examples of topological insulators and superconduc-
tors with the same Gb, which in some cases acted as a spatial
symmetry and in others as an internal symmetry. Further-
more, while Ref. [37] and prior work on the fCEP [27,53,55]
stated it as a correspondence between the groups that clas-
sify invertible states with symmetries G f and Geff

f , we make
a stronger assumption here, namely that the coefficients in
a given topological action for invertible states with spatial
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symmetry G f have the same quantization and mathematical
properties as those in a corresponding topological action for
invertible states with internal symmetry Geff

f . Although there
is no formal derivation of this stronger correspondence, we
are confident in the predictions derived from the fCEP in our
case, because they satisfy a number of numerical checks that
were performed previously in Refs. [34–36], and they also
give results consistent with the real-space classification.

In Sec. IV, we defined the quantities �±
o in terms of the

argument of the expectation value of the ground state under
partial rotation operations, see Eqs. (31) and (32). Then we
stated that these are quantized many-body invariants, and
explained how this quantization depends on the topological
invariants that arise in the TQFT of Sec. III. The theoretical
analysis that predicts quantization of these terms relies on the
assumption ρD ≈ ρCFT, that is, the density matrix within the
partial rotation region D can be approximated by the confor-
mal field theory defined on the boundary of D. Alternatively,
the assumption states that the entanglement spectrum of the
density matrix is equivalent to that of its edge CFT. Assuming
this correspondence allows us to compute �±

o explicitly using
conformal field theory, and the resulting predictions have been
verified in detail numerically for the square lattice [36].

This assumption was discussed previously in Refs. [91,92],
which gave heuristic arguments supporting the correspon-
dence but did not formally derive it. In fact, it has known
exceptions, for example the “spurious” topological entangle-
ment entropy (TEE) [101,102] in topologically ordered states,
where depending on the choice of entanglement cut the value
of the TEE calculated from the entanglement Hamiltonian
may not equal the expected universal value logD, which is
the total quantum dimension of anyons in the edge CFT.
These exceptions seem nongeneric and somewhat fine-tuned,
so the correspondence is still of great practical value. Nev-
ertheless, it would be of interest to have a more systematic
understanding of when this general correspondence is vio-
lated and its implications for invariants obtained from partial
rotations.

We conclude by noting some further directions of interest.
The free-to-interacting map we have derived here specifies
that certain free fermion states can in principle be adiabat-
ically connected by turning on suitable interactions, but is
silent on precisely what types of interactions are required. It
would be interesting to refine the map by studying the minimal
interaction term (four-body, six-body, etc.) required to connect
two specific free fermion states, and clarifying how the answer
depends on their symmetry data. For example, the four-body
case was studied for some crystalline topological states in
Ref. [65].

Finally, it would be very interesting to explore whether
the partial rotation methods discussed here to measure real-
space crystalline topological invariants can be implemented
in current experiments. More generally, the results in this
paper emphasize that measuring a single invariant of an in-
vertible state, such as the Chern number in Chern insulators,
is not enough to experimentally characterize it or conclusively
distinguish it from another invertible state. A full characteriza-
tion instead requires us to measure all the invariants predicted
by either the free or interacting classifications discussed
here, whichever is most relevant. Developing experimental

protocols to measure them (in particular the many-body in-
variants, which have been much less explored) is therefore an
important future direction.
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APPENDIX A: DERIVATION OF TOPOLOGICAL ACTION

1. Details for general M

Here we summarize the steps of the TQFT derivation,
keeping M general. We fix an origin o which is symmetric
under M-fold rotations, that is, Mo = M. The calculations
specific to M = 2, 3, 4, 6 will be given in the following
subsections. Note that Apps A 1, A 2 assume φ = 0. The
extension to φ �= 0 will be discussed in Appendix A 3.

a. Overview and definition of Gf

We have G f = U(1) f × [Z2
� ZM] (that is, we assume

φ = 0), and Gb = G f /Z
f
2 = U(1) × [Z2

� ZM]. Let [ω2] ∈
H2(Gb,Z2) determine G f as a group extension of Gb by Z f

2 .
We assume that the group ZM is generated by the operator C̃+

Mo

defined in the main text. The general topological action L for
G f symmetric invertible fermion phases will be derived in two
main steps. First we use the fermionic crystalline equivalence
principle (fCEP), which states that the desired classification
and topological action for G f invertible phases is in one-to-
one correspondence with those for invertible phases with an
effective internal symmetry Geff

f . (In our case it will turn out
that Geff

f
∼= G f .) Next, we use the general theory of invert-

ible fermionic phases with internal symmetries developed in
Ref. [38] to convert the problem of finding L into a calculation
in group cohomology.

b. Group cohomology definitions

The following calculations make liberal use of results from
group cohomology. An introduction aimed at applications to
topological phases of matter can be found, for example, in
the appendices of Refs. [44] (general introduction and many
examples), [32] (computation of several cohomology groups
relevant to this work), [33] (several general results, especially
a development of spectral sequences), [38] (cup products),
and [37] (further computational tricks).
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We begin by stating some results about the group cohomol-
ogy of Gb = U(1) × [Z2

� ZM]. First we have the result

H2(Gb,Z) ∼= H2(U(1),Z) × H2(ZM,Z)

×H1(ZM,H1(Z2,Z)) × H0(ZM,H2(Z2,Z))

(A1)
∼= Z × ZM × KM × Z, (A2)

where KM := Z2

(1−U (h))Z2 and h is the generator of ZM , which

rotates vectors in Z2 as specified by the matrix U (h). Thus
elements of KM are given by integer vectors modulo an equiv-
alence relation. We find that K2

∼= Z2 × Z2, K3
∼= Z3, K4

∼=
Z2, K6

∼= Z1. This group cohomology result can be proven us-
ing a spectral sequence decomposition, as argued in Ref. [32],
and can be verified numerically using the GAP program.

We denote the generators of this group as

[z2] ∈ H2(U(1),Z), [h2] ∈ H2(ZM,Z),

[�t2] = ([t2,x], [t2,y]) ∈ H1(ZM,H1(Z2,Z)),

[a2] ∈ H0(ZM,H2(Z2,Z)).

(Here [x] is the cohomology class corresponding to the co-
cycle representative x.) Note that in this case, H2(Gb,Z2) ∼=
H2(Gb,Z) ⊗ Z2

∼= Z2 × Z(M,2) × (KM ⊗ Z2) × Z2. This
means that any Zn or Z factor of H2(Gb,Z) reduces to a
Z(n,2) or Z2 factor of H2(Gb,Z2), respectively. The symbol
(m, n) denotes the greatest common divisor of m and n.

For our choice of G f , we moreover have

ω2 = z2 mod 2, (A3)

indicating that the U(1) subgroup of Gb nontrivially extends
fermion parity, but the spatial part of Gb does not. This cor-
responds to the convention that for every o in the unit cell,
(C̃+

Mo
)Mo = +1.

Next, we discuss cohomology in degree 4 with integer
coefficients. Note that

H4(Gb,Z) ∼= H4(U(1),Z) × H2(Z2
� ZM ,Z)

×H4(Z2
� ZM ,Z) (A4)

∼= Z × [Z × ZM × KM] × [
Z2

M × KM
]
. (A5)

We consider the three factors in the decomposition separately.
The generators of this group can be expressed in terms of
cup products of the generators of H2(Gb,Z2) discussed
above (see App. B of Ref. [38] for a throrough introduction
to cup products and their properties). The first factor is
generated by the cocycle representative z2 ∪ z2 ≡ z2

2.
The second factor is generated by the cocycles
z2a2 (Z), z2h2 (ZM), {z2t2,x, z2t2,y} (KM). The third
factor is generated by the cocycles h2

2 (ZM), a2h2 (ZM),
{h2t2,x, h2t2,y}(KM).

Note that H3(Gb, U(1)) ∼= H4(Gb,Z). In Ref. [32],
a concrete parametrization was obtained for representa-
tive cocycles [λ3] ∈ H3(Gb, U(1)), and we rewrite it here
for convenience. First define z1, h1 as the generators of
H1(U(1), U(1)),H1(ZM, U(1)) respectively. Assume that the
U(1) coefficient module is defined as R/Z. Then, we

have [32]

λ3 = k1z1z2 + k2h1z2 + k3h1h2 + �k4 · z1�t2

+ �k5 · h1�t2 + k6z1a2 + k7h1a2 mod 1. (A6)

Here we have suppressed the dependence of the coefficients
on the origin o, although this dependence will be made explicit
in the final result. The fact that dλ3 = 0 mod 1 can be seen
by observing that dz1 = z2 and dh1 = h2; these follow from
the fact that the coboundary d in this case is the Bockstein
map for the short exact sequence

1 → U(1) → R → Z → 1.

Finally, it will be useful to define cocycle representatives
for the group H1(Gb,Z2). This group is isomorphic to KM ×
Z2 for even M, and is trivial for M = 3. When M is even,
the first factor is generated by 2t1,x mod 2, 2t1,y mod 2,
where d�t1 = �t2 mod 2 by definition. The second factor is
generated by Mh1 mod 2.

c. Fermionic crystalline equivalence principle

Let us discuss the first step in finding L, using the for-
mulation of the fCEP in Ref. [37]. Applied to our case, that
result simply states that Geff

f is also a group extension of Gb

by Z f
2 corresponding to a cocycle [ωeff

2 ] ∈ H2(Gb,Z2), and in
particular

ωeff
2 = ω2 + h2 mod 2 = z2 + h2 mod 2. (A7)

A heuristic justification of the principle can be found in
Ref. [37]. Although the fCEP has been discussed in several
prior works and verified in many specific examples, we are
not aware of a general proof.

d. Definition of Gb gauge field

In Refs. [32–34], the Gb gauge field was defined as B =
(Ab, �R, ω), where Ab ∼ Ab + 2π,ω ∼ ω + 2π . Here we will
instead define X̃ := X/2π for X = B, Ab, �R, ω. We use tilded
gauge fields in this Appendix so that we have a more conve-
nient normalization for ν3 and L. But we will stick to the usual
condensed matter notation without tildes in the main text.

Since our system has U(1) f charge conservation symmetry,
it cannot host unpaired Majorana zero modes [37]. In this case
we can obtain L by setting

L = 2π B̃∗ν3,

where ∗ is the pullback operation and we are viewing the
background gauge field B̃ here as a map from the space-
time manifold to the classifying space BGb. The parameter
ν3 ∈ C3(Gb,R/Z) is a 3-cochain which will be determined
in terms of group cohomology data. Note that it is unclear if
and to what extent this relation holds when the system has
unpaired Majorana zero modes, that is when n1 �= 0 in the
formalism of Ref. [38].

Let us parametrize elements of Gb as g = (z, �r, h)
where z ∈ R/Z ∼= U(1), �r ∈ Z2, h ∈ Z/MZ ∼= ZM . On a 3-
manifold M3 with a triangulation, we then define the flat Gb

gauge field

B̃ = (Ãb,
�̃R, ω̃). (A8)

035168-18



CHARACTERIZATION AND CLASSIFICATION OF … PHYSICAL REVIEW B 109, 035168 (2024)

The component Ãb is real valued, with Ãb ∼ Ãb + 1. It is a
gauge field for the bosonic U(1) symmetry, which is defined
as U(1) f /Z f

2 (note that the fermion has charge 1/2 under this

group). �̃R = (X̃ , Ỹ ) is integer valued. Finally ω̃ is valued in
multiples of 1/M, with ω̃ ∼ ω̃ + 1.

For a flat gauge field B̃, the fluxes of B̃ can be obtained by
pulling back representative cocycles of the previously defined
cohomology classes that generate H2(Gb,Z):

dÃb = B̃∗z2; dω̃ = B̃∗h2; (1 − U (2π/M ))−1d �̃R = �t2;

ÃXY = B̃∗a2. (A9)

Here 2πdÃb is interpreted as magnetic flux. 2πdω̃ is inter-
preted as disclination flux: the integral of 2πdω̃ over a region
W measures the total disclination angle of defects within

W . (1 − U ( 2π
M ))−1d �̃R is interpreted as disclocation flux: the

integral of this quantity within W measures the total Burgers
vector of defects within W , up to conjugation by elements
in Gb [32]. ÃXY has the physical interpretation of an area
element, whose integral over a region W counts the number
of unit cells in W .

e. General condition on L
The condition below is derived using the general theory of

invertible fermionic phases developed in Ref. [38]. We wish
to write down a topological action L for invertible fermionic
phases with (unitary) symmetry Geff

f and chiral central charge
c−. Since the symmetries we consider contain U(1) f charge
conservation as a subgroup, a number of simplifications
occur:

(1) The chiral central charge c− must be an integer.
(2) A system with U(1) f charge conservation symmetry

cannot host unpaired Majorana zero modes at symmetry de-
fects.

If we work out the theory with these simplifications, we
find that

L = 2π B̃∗ν3, (A10)

dν3 = O4 = 1

2
n2 ∪ (n2 + ωeff

2

)+ c−
8

ωeff
2 ∪ ωeff

2 mod 1,

(A11)

where n2 is a general element of H2(Gb,Z2), that is, dn2 = 0
mod 2.11 In terms of the generators of H2(Gb,Z2), the most
general form of n2 is

n2 = qz2 + sh2 + �t · �t2 + ma2. (A12)

Note that in the general theory, n2 and n2 + ωeff
2 are equiv-

alent [38]; this reflects the fact that we can relabel the
fermion parity defects without changing any physical prop-
erties. Using this, we set q = 0 without loss of generality. By

11In the general form of Eq. (A11), there is an extra term c−
8 ωeff

2 ∪1

dωeff
2 . Moreover, the equation for n2 is more generally dn2 =

c−ωeff
2 ∪1 ωeff

2 mod 2. However, for the symmetries we consider, the
terms with ∪1 products turn out to vanish. Moreover, when we write
c−
8 ωeff

2 ∪ ωeff
2 in Eq. (A11), what we mean by ωeff

2 is strictly speaking
a class in H2(Gb,Z) whose mod 2 reduction equals ωeff

2 .

substituting Eqs. (A7), (A12) into Eq. (A11), and simplifying,
we find

dν3 = 1

2

(
txt

2
2,x + tyt

2
2,y + ma2

2 + h2(txt2,x + tyt2,y + ma2)
)

+ 1

2
z2(sh2 + txt2,x + tyt2,y + ma2)

+ c−
8

(
z2

2 + 2z2h2 + h2
2

)
. (A13)

Here we have suppressed the cup product notation for con-
ciseness. We also used the fact that for 2-cocycles α2, β2,
1
2α2β2 = 1

2β2α2 mod 1 up to coboundaries; this simplifies
many of the mixed terms.

Equation (A13) is the main equation we will consider sep-
arately for M = 2, 3, 4, 6. It can be further simplified using
relations between 4-cocycles that we will specify below; this
means that the various terms in Eq. (A13) are not independent,
but rather there exist relations between them which depend on
the value of M.

We can integrate this equation to find ν3. Note that there
is a constant of integration λ3 satisfying dλ3 = 0 mod 1; this
corresponds precisely to a Gb bosonic SPT phase classified
by the group H3(Gb, U(1)). Therefore the expression for ν3

should include a generic contribution from a Gb bosonic SPT,
represented by the cocycle in Eq. (A6). We will see this
explicitly below.

Using the definition L = 2π B̃∗ν3, we obtain an expres-
sion in terms of Ãb and the other gauge field components.
However, this is unsatisfactory because the physical system is
described more naturally by the U(1) f gauge field Ã = Ãb/2,
under which the fermion has charge 1. (Note that the correctly
normalized vector potential for the system is A = 2π Ã.) The
final step is thus to replace Ãb → 2Ã.

2. Calculations for specific M

a. M = 4

When M = 4, we find that [t2,x] = [t2,y] = [t2]. More-
over, one can show the following relations:[

a2
2

] = [h2a2] mod 2,
[
t2

2

] = [t2h2] mod 2. (A14)

These can either be formally derived using properties of the
cohomology ring of Gb, or explicitly verified using Mathemat-
ica by calculating a finite number of cohomology invariants
associated to H4(Gb,Z2). Now, defining t = tx + ty mod 2,
we can simplify Eq. (A13) as follows:

dν3 = 1

2
z2(sh2 + tt2 + ma2)

+ c−
8

(
z2

2 + z2h2+h2
2

)
mod 1. (A15)

The full expression obtained after integrating dν3 and simpli-
fying is

ν3 =
(c−

8
+ k1

)
z1z2 +

(
c−
4

+ [s]2

2
+ k2

)
h1z2

+
(c−

8
+ k3

)
h1h2 +

(
[t]2

2
+ k4

)
z1t2 + k5h1t2

+
(

[m]2

2
+ k6

)
z1a2 + k7h1a2 mod 1, (A16)
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where

k1, k6 ∈ Z; k2, k3, k7 ∈ Z4; k4, k5 ∈ Z2. (A17)

The coefficients s, t, m, ki all in principle have a dependence
on the origin o, which we have suppressed here but will restore
at the end of the calculation. Note that B̃∗z1 = Ãb, B̃∗h1 =
ω̃, B̃∗t2 = 1

2 (1, 1) · d �̃R. Therefore

B̃∗ν3 =
(c−

8
+ k1

)
Ãb ∪ dÃb +

(
c−
4

+ [s]2

2
+ k2

)
ω̃ ∪ dÃb

+
(c−

8
+ k3

)
ω̃ ∪ dω̃

+ (1, 1)

2
·
(

[t]2

2
+ k4

)
Ãb ∪ d �̃R + (1, 1)

2
· k5ω̃ ∪ d �̃R

+
(

[m]2

2
+ k6

)
Ãb ∪ ÃXY + k7ω̃ ∪ ÃXY mod 1.

(A18)

Next, as explained above, we replace Ãb = 2Ã, where Ã is a
U(1) f gauge field, to obtain

B̃∗ν3 = c− + 8k1

2
Ã ∪ dÃ +

(c−
2

+ [s]2 + 2k2

)
ω̃ ∪ dÃb

+
(c−

8
+ k3

)
ω̃ ∪ dω̃

+ (1, 1)

2
· ([t]2 + 2k4)Ã ∪ d �̃R + (1, 1)

2
· k5ω̃ ∪ d �̃R

+ ([m]2 + 2k6)Ã ∪ ÃXY + k7ω̃ ∪ ÃXY mod 1.

(A19)

Finally, we multiply by 2π to obtain L = 2π B̃∗ν3 in terms of
the tilded gauge fields, and then replace each X̃ with X/2π .
The resulting action (with o subscripts restored) is

L = c− + 8k1

4π
A ∪ dA +

(c−
2

+ [so]2 + 2k2,o

)ω ∪ dA

2π

+
(c−

4
+ 2k3,o

)ω ∪ dω

4π

+ (1, 1)

2
· ([to]2 + 2k4,o)

A ∪ d �R
2π

+ (1, 1)

2
· k5,o

ω ∪ d �R
2π

+ ([m]2 + 2k6)
A ∪ AXY

2π
+ k7

ω ∪ AXY

2π
mod 2π.

(A20)

m, k6, k7 set the charge and angular momentum per unit cell,
and are independent of o.

Using the quantization of ki obtained in Eq. (A17), we
can define the coefficients of the action as given in Eq. (9).
This completes the derivation of the effective action prior to
modding out by equivalences.

From the general theory outlined in Ref. [38], once n2 is
gauge fixed (by setting q = 0), the only remaining equiva-
lences are on ν3 and are given by

ν3 � ν3 + 1
2χ1 ∪ ωeff

2 , (A21)

where χ1 runs over the group H1(Gb,Z2). These equivalences
correspond to relabelling Gb defects (in this case, disclination

and dislocation defects as determined by the choice of χ1) by
fermions. A general form for χ1 is

χ1 = a(4h1) + b(2t1) mod 2 (A22)

where we define t1 ∈ C1(Gb,R/Z) so that dt1 = t2 mod 2.
Therefore

ν3 � ν3 + 1
2 (4ah1 + 2bt1)(z2 + h2)

� ν3 + 2ah1(z2 + h2) + b(z1 + h1)t2 mod 1. (A23)

Here we used the fact that z1t2 = t1z2 and h1t2 = t1h2 up
to coboundaries. If we now attribute the change in ν3 to a
change in the coefficients ki (which is reasonable because the
relabelling does not change any fermion quantum numbers,
and can be thought of as stacking a bosonic SPT), we obtain
Eq. (10).

b. M = 2

When M = 2, we verify using Mathematica that[
a2

2

] = [h2a2],
[
t2

2,i

] = [t2,ih2], i = x, y. (A24)

We can simplify Eq. (A13) as follows:

dν3 = 1

2
z2(sh2 + �t · �t2 + ma2)

+ c−
8

(
z2

2 + z2h2 + h2
2

)
mod 1. (A25)

The full expression for ν3 is

ν3 =
(c−

8
+ k1

)
z1z2 +

(
c−
4

+ [s]2

2
+ k2

)
h1z2

+
(c−

8
+ k3

)
h1h2 +

(
[�t]2

2
+ �k4

)
· z1�t2 + �k5 · h1�t2

+
(

[m]2

2
+ k6

)
z1a2 + k7h1a2 mod 1, (A26)

where

k1, k6 ∈ Z; k2, k3, k4,i, k5,i, k7 ∈ Z2. (A27)

The coefficients s, t, m, ki all in principle have a dependence
on the origin o, which we have suppressed here but will restore
at the end of the calculation. Note that B̃∗z1 = Ãb.B̃∗h1 =
ω̃, B̃∗�t2 = 1

2 · d �̃R. Therefore

B̃∗ν3 =
(c−

8
+ k1

)
Ãb ∪ dÃb +

(
c−
4

+ [s]2

2
+ k2

)
ω̃ ∪ dÃb

+
(c−

8
+ k3

)
ω̃ ∪ dω̃

+ 1

2

(
[�t]2

2
+ �k4

)
· Ãb ∪ d �̃R + 1

2
�k5 · ω̃ ∪ d �̃R

+
(

[m]2

2
+ k6

)
Ãb ∪ ÃXY + k7ω̃ ∪ ÃXY mod 1.

(A28)
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Replacing Ãb = 2Ã gives

B̃∗ν3 = c− + 8k1

2
Ã ∪ dÃ +

(c−
2

+ [s]2 + 2k2

)
ω̃ ∪ dÃb

+
(c−

8
+ k3

)
ω̃ ∪ dω̃

+ 1

2
([�t]2 + 2�k4) · Ã ∪ d �̃R + 1

2
�k5 · ω̃ ∪ d �̃R

+ ([m]2 + 2k6)Ã ∪ ÃXY + k7ω̃ ∪ ÃXY mod 1.

(A29)

Finally, we replace each X̃ with X/2π and write the resulting
action (with o subscripts restored):

L = c− + 8k1

4π
A ∪ dA +

(c−
2

+ [so]2 + 2k2,o

)ω ∪ dA

2π

+
(c−

4
+ 2k3,o

)ω ∪ dω

4π

+ 1

2
(�to]2 + 2�k4,o) · A ∪ d �R

2π
+ 1

2
�k5,o · ω ∪ d �R

2π

+ ([m]2 + 2k6)
A ∪ AXY

2π
+ k7

ω ∪ AXY

2π
mod 2π.

(A30)

Here m, k6, and k7 are independent of o. Using Eq. (A27), we
can define the coefficients of the action as given in Eq. (12).

This completes the derivation of the effective action prior
to modding out by equivalences. The remaining equivalences
on ν3 are given by

ν3 � ν3 + 1
2χ1 ∪ ωeff

2 , (A31)

where χ1 runs over H1(Gb,Z2). A general form for χ1 is

χ1 = a(2h1) + �b · (2�tt1) mod 2 (A32)

where we define t1,i ∈ C1(Gb,R/Z) for i = x, y so that
d�t1 = �t2 mod 2. Therefore

ν3 � ν3 + 1
2 (2ah1 + 2bt1)(z2 + h2)

� ν3 + ah1(z2 + h2) + �b · (z1 + h1)�t2 mod 1. (A33)

Attributing this change in ν3 to the coefficients ki as before,
we obtain Eq. (13).

c. M = 3

When M = 3, we need to set �t2 mod 2 to be trivial in
H2(Gb,Z2), although �t2 generates a Z3 factor in H2(Gb,Z).
We also need to set s = 0, because h2 mod 2 is trivial in
H2(Gb,Z2). Furthermore, we can verify using MATHEMATICA

that [
a2

2

] = [h2a2]. (A34)
Therefore we can simplify Eq. (A13) as follows:

dν3 = 1

2
z2(ma2) + c−

8

(
z2

2 + z2h2 + h2
2

)
mod 1. (A35)

There is a subtle point regarding the term proportional to c−.
We have ωeff

2 = z2 + h2 mod 2, and the last term is of the
form c−

8 ωeff
2 ∪ ωeff

2 . But we stated above that when M = 3,
the cocycle h2 mod 2 is trivial in H2(Gb,Z2). Therefore it
may seem that we can simply use ωeff

2 = z2 mod 2 instead

and rewrite the last term as c−
8 z2

2. However, this is not correct,
for multiple reasons. First, as we noted above, when we write
c−
8 ωeff

2 ∪ ωeff
2 , we really mean an integral lift of ωeff

2 . In this
case, the correct integral lift is not just z2, but z2 + h2, as a
result of the fCEP. A more physical reason is that a system
with M = 6 (see below) is a special case of a system with
M = 3, and therefore if the coefficients So, o depend on c−
when M = 6, they should have a similar dependence on c−
when M = 3. The only way to achieve this is to take the
integral lift of ωeff

2 to be z2 + h2 and not z2.
The full expression for ν3 is

ν3 =
(c−

8
+ k1

)
z1z2 +

(c−
4

+ k2

)
h1z2 +

(c−
8

+ k3

)
h1h2

+ �k4 · z1�t2 + �k5 · h1�t2 +
(

[m]2

2
+ k6

)
z1a2

+ k7h1a2 mod 1, (A36)
where

k1, k6 ∈ Z; �k4 := k4(1, 2); �k5 := k5(1, 2);

k2, k3, k4, k5, k7 ∈ Z3. (A37)
The coefficients ki all in principle have a dependence on the
origin o, which we have suppressed here but will restore
at the end of the calculation. Now using B̃∗z1 = Ãb, B̃∗h1 =
ω̃, B̃∗�t2 = 1

3 d �̃R. Therefore

B̃∗ν3 =
(c−

8
+ k1

)
Ãb ∪ dÃb +

(c−
4

+ k2

)
ω̃ ∪ dÃb

+
(c−

8
+ k3

)
ω̃ ∪ dω̃

+ 1

3
(1, 2) · k4Ãb ∪ d �̃R + 1

3
(1, 2) · k5ω̃ ∪ d �̃R

+
(

[m]2

2
+ k6

)
Ãb ∪ ÃXY + k7ω̃ ∪ ÃXY mod 1.

(A38)

Replacing Ãb = 2Ã gives

B̃∗ν3 = c− + 8k1

2
Ã ∪ dÃ +

(c−
2

+ 2k2

)
ω̃ ∪ dÃb

+
(c−

8
+ k3

)
ω̃ ∪ dω̃

+ k4

3
(1, 2) · Ã ∪ d �̃R + k5

3
(1, 2) · ω̃ ∪ d �̃R

+ ([m]2 + 2k6)Ã ∪ ÃXY + k7ω̃ ∪ ÃXY mod 1.

(A39)

Finally, we replace each X̃ with X/2π and write the resulting
action (with o subscripts restored):

L = c− + 8k1

4π
A ∪ dA +

(c−
2

+ 2k2,o

)ω ∪ dA

2π

+
(c−

4
+ 2k3,o

)ω ∪ dω

4π
+ k4

3
(1, 2) · A ∪ d �R

2π

+ k5

3
(1, 2) · ω ∪ d �R

2π
+ ([m]2 + 2k6)

A ∪ AXY

2π

+ k7
ω ∪ AXY

2π
mod 2π. (A40)

035168-21



MANJUNATH, CALVERA, AND BARKESHLI PHYSICAL REVIEW B 109, 035168 (2024)

Here m, k6, k7 are independent of o. Using Eq. (A37), we can
define the coefficients of the action as given in Eq. (15).

We need to make a final point about the quantization of So

and o. Note that the terms M
2π

ωdA and M
4π

ωdω give a trivial
partition function on any closed 3-manifold. A quick check
is to see that the integrals

∫
dA
2π

,
∫

dω
4π

are integer quantized
over any closed 2-manifold (due to the quantization of flux
and spatial curvature respectively), while

∫
Mω is a multiple

of 2π on any 1-manifold. Physically, we can see that these
terms are trivial because they assign integer charge and an-
gular momentum to an elementary disclination. Therefore, in
Eq. (15), So and o should be defined mod 3 and not mod 6.

The remaining equivalences on ν3 are given by

ν3 � ν3 + 1
2χ1 ∪ ωeff

2 , (A41)

where χ1 runs over H1(Gb,Z2). However, χ1 is trivial in this
case, so we directly obtain Eq. (16).

d. M = 6

When M = 6, we need to set �t2 to be trivial in H2(Gb,Z).
Therefore torsional terms depending on d �̃R do not appear in
the result at all. We also have[

a2
2

] = [h2a2], (A42)

which can be verified using MATHEMATICA. Therefore we can
simplify Eq. (A13) as follows:

dν3 = 1

2
z2(sh2 + ma2) + c−

8

(
z2

2 + z2h2 + h2
2

)
mod 1.

(A43)
The full expression for ν3 is

ν3 =
(c−

8
+ k1

)
z1z2 +

(
c−
4

+ [s]2

2
+ k2

)
h1z2

+
(c−

8
+ k3

)
h1h2 +

(
[m]2

2
+ k6

)
z1a2

+ k7h1a2 mod 1, (A44)

where

k1, k6 ∈ Z; k2, k3, k7 ∈ Z6. (A45)

The coefficients s, ki all in principle have a dependence on
the origin o, which we have suppressed here but will restore
at the end of the calculation. Now using B̃∗z1 = Ãb, B̃∗h1 =
ω̃, B̃∗�t2 = 1

3 d �̃R, we write

B̃∗ν3 =
(c−

8
+ k1

)
Ãb ∪ dÃb +

(
c−
4

+ [s]2

2
+ k2

)
ω̃ ∪ dÃb

+
(c−

8
+ k3

)
ω̃ ∪ dω̃ +

(
[m]2

2
+ k6

)
Ãb ∪ ÃXY

+ k7ω̃ ∪ ÃXY mod 1. (A46)

Replacing Ãb = 2Ã gives

B̃∗ν3 = c− + 8k1

2
Ã ∪ dÃ +

(c−
2

+ [s]2 + 2k2

)
ω̃ ∪ dÃb

+
(c−

8
+ k3

)
ω̃ ∪ dω̃ + ([m]2 + 2k6)Ã ∪ ÃXY

+ k7ω̃ ∪ ÃXY mod 1. (A47)

Finally, we replace each X̃ with X/2π and write the resulting
action (with o subscripts restored):

L = c− + 8k1

4π
A ∪ dA +

(c−
2

+ [so]2 + 2k2,o

)ω ∪ dA

2π

+
(c−

4
+ 2k3,o

)ω ∪ dω

4π
+ ([m]2 + 2k6)

A ∪ AXY

2π

+ k7
ω ∪ AXY

2π
mod 2π. (A48)

Here m, k6, and k7 are independent of o. Using Eq. (A45), we
can define the coefficients of the action as given in Eq. (17).
This completes the derivation of the effective action prior to
modding out by equivalences.

The remaining equivalences on ν3 are given by

ν3 � ν3 + 1
2χ1 ∪ ωeff

2 , (A49)

where χ1 runs over H1(Gb,Z2). A general form for χ1 is

χ1 = a(6h1) mod 2. (A50)

Therefore

ν3 � ν3 + ah1(z2 + h2) mod 1. (A51)

This gives Eq. (18).

3. The case with φ �= 0

Extending the derivation to any φ �= 0 turns out to be
straightforward. The final result is that for any M, the com-
plete topological action is still given by Eq. (1) with the
coefficients still quantized according to Eqs. (11), (14), (16),
and (19). Here A is understood as the full vector potential, so
that

∫
W dA = φ

∫
W AXY + ∫

W δA gives the full magnetic flux
within the system, including a uniform background contribu-
tion proportional to φ, and an excess flux, as specified by δA.
We explain this below.

We have Gb = U(1) ×2φ [Z2
� ZM]. The notation ×2φ is

used because the elementary boson, which is a bound state
of two fermions, sees 2φ flux per unit cell. Proceeding as in

Appendix A 1, we define a Gb gauge field B̃ = (δÃb, �̃R, ω̃).
Crucially, δÃb is not the full vector potential for the bosonic
U(1) symmetry; it is the deviation of Ãb from a reference
gauge field that assigns uniform flux 2φ per unit cell. Since the
fermion sees half the total flux seen by an elementary boson,
the full vector potential Ã is related to δÃb as follows:

dÃ = 1

2
dÃb = 1

2

(
dδÃb + 2φ

2π
ÃXY

)
. (A52)

The main steps for φ �= 0 only differ in terms of the defi-
nitions of n2, ω2. Note that z2 = dz1 is not longer an element
of H2(Gb,Z) when φ �= 0; we need to replace this with the
quantity dz1 + 2φ

2π
a2, which is a valid cocycle representative.

The other generators of H2(Gb,Z) remain unchanged.
If we then go through the calculation as before, we even-

tually obtain Eq. (A13) (the φ = 0 result) with z2 replaced by
dz1 + 2φ

2π
a2. Therefore, in the resulting field theory, we should

replace B̃∗z2 = dδÃb with

B̃∗
(

z2 + 2φ

2π
a2

)
= dδÃb + 2φ

2π
AXY .
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But from Eq. (A52), this just equals B̃∗(2dÃ). Therefore the
dependence of L on A is exactly the same for φ = 0 and φ �=
0. Thus we have proven our main claim that Eq. (1) continues
to hold, but A is now understood as the full vector potential
for the system.

It is also straightforward to verify that the quantization of
the response coefficients does not depend on φ. Note, how-
ever, that some important properties which do not directly
appear in Eq. (1) do acquire a φ-dependence. For example,
consider the filling per unit cell ν. On a spatial torus T 2 with
N unit cells, the total charge predicted by the field theory is

νN =
∫

T 2

δL
δA

= C

2π

∫
T 2

dA + κ

2π

∫
T 2

AXY (A53)

=
(

Cφ

2π
+ κ

)
N. (A54)

Here we used
∫

T 2 dA = φN
∫

T 2 AXY = 2πN . Since N is arbi-
trary, κ must be related to the filling ν as follows:

ν = Cφ

2π
+ κ. (A55)

This relation was previously derived for Chern insulators
using flux-threading arguments [88], in which the role of sym-
metry was not completely clear. The above derivation shows
that it is a direct consequence of the magnetic translation
symmetry in the problem.

APPENDIX B: COMPUTATIONS INVOLVING �±
o

1. Relation between �±
o and K±

o

Here we explain why K±
o , as defined by Eq. (32), is not

necessarily invariant upon changing the size of the partial
rotation region D, but taking a suitable modular reduction
gives a well-defined invariant �±

o .
First consider �+

o . Suppose we symmetrically increase
the size of D to include a new set of Mo additional points
which form a closed orbit under rotations about o. Since
(C̃+

Mo
)Mo = +1, the states defined at these points span a closed

subspace under C̃+
Mo

with rotation eigenvalues e
2π i j
Mo for j =

0, 1, . . . , Mo − 1. The phase of the expectation value of C̃+
Mo

|D
will therefore change by the product of these eigenvalues,
which equals −1 when Mo is even and +1 when Mo is odd.
As a result, K+

o → K+
o + Mo

2 for even Mo, and therefore only
K+

o mod Mo
2 is invariant.

Next consider �−
o . Again, increasing the size of D in-

troduces a new orbit of size Mo. However, since (C̃−
Mo

)Mo =
(−1)F , the states defined at these points have eigenvalues
e

2π i
Mo

( j+ 1
2 ) for j = 0, 1, . . . , Mo − 1. Now the product of these

eigenvalues equals +1 when Mo is even and −1 when Mo

is odd. Therefore, when Mo is odd, K−
o mod Mo

2 and K+
o

mod Mo are the right invariant quantities. This explains the
modular reduction taken in Eq. (32).

2. Equations for �±
o,LL

Here we explain how to derive Eq. (37) for c− > 0 and
c− < 0. We use the subscript LL to refer to general c−; for
the lowest Landau level, as in the main text, we set c− = 1.

First we compute ±
o,LL in these two cases. Let us begin with

the case c− > 0. In this case, it is known that the topological
effective action for c− lowest filled LLs in the continuum is
given by

L =
c−∑

i=1

(
(A + siω) ∧ d (A + siω) − 1

48π
ω ∧ dω

)
, (B1)

where A is the usual vector potential, ω is an SO(2) spin con-
nection [86,103], and si = i − 1

2 . The coefficient of 1
2π

A ∧ dω

equals c2
−/2, and is identified with S+

LL. The coefficient of
1

4π
ω ∧ dω which comes from the first term alone is identi-

fied with +
o,LL (the term − c−

48π
ωdω is related to the framing

anomaly and is therefore not identified with +
o,LL). We find

that

+
o,LL = 4c3

− − c−
12

. (B2)

To find −
o,LL, we shift A → A + ω/2 in the above action and

again compute the coefficient of 1
4π

ω ∧ dω coming from the
first term alone. Then we obtain

−
o,LL = 2c3

− + 3c2
− + c−

6
. (B3)

The above equations were derived assuming c− > 0. When
c− < 0, we define the state corresponding to the ‘LL limit’ as
the time-reversed partner of the usual LL state with |c−| filled
LLs. Now under time-reversal, ω0 → −ω0 and ωi → ωi for
i = 1, 2. Therefore we must also have o → −o. But since
Eq. (B2) is odd in c−, this means that it holds for c− < 0 as
well.

To compute −
o,LL for c− < 0, we consider Eq. (B1), apply

a time-reversal operation, and then take A → A + ω/2. The
time-reversal operation changes ω as stated above, but also
takes A0 → A0, Ai → −Ai. As a result we obtain

LTR = −|c−|
4π

A ∧ dA + c2
−/2

2π
A ∧ dω + +

LL

4π
ω ∧ dω

+ c−
48π

ω ∧ dω. (B4)

If we now take A → A + ω/2 and compute −
LL, we find that

Eq. (B3) also holds when c− < 0.

3. Strategy for remaining derivations

In the main text, we sketched the derivation of Eq. (40),
which is the main relation between the real-space invariants
and the TQFT. The other relations in this section are derived
using a common idea, which assumes the linearity of both �±

o
and the field theory coefficients under stacking. Each relation
is first verified for c− = 0, and then for c− �= 0 in the LLL
limit. The assumption of linearity under stacking then implies
that the relation holds in general.

We recall the following definitions. When c− = 0 = C, �±
o

can be expressed in terms of the parameters {no, mo} of a
Wannier limit of the given state [Eq. (34)]. In the Landau level
limit, they are defined by Eq. (37).
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4. Relation between �±
o and So, �Po

Below we show that

So =
{

2(�−
o − �+

o ) mod Mo Mo even

2(�−
o − �+

o ) − C
2 mod Mo Mo odd

.

When c− = 0, So,AI = no mod Mo, and this equation can
be verified immediately using Eq. (34). In the LLL limit,
So,LLL = 1

2 mod Mo, and the relation follows from Eq. (37).
But there is also a derivation based on a topological action.
We start with

L = C

4π
A ∧ dA + So

2π
ω ∧ dA + o

4π
ω ∧ dω + · · · (B5)

and relabel A → A + ω/2. This gives

L → C

4π
A ∧ dA + So + C/2

2π
ω ∧ dA

+ o + So + C/4

4π
ω ∧ dω + · · · (B6)

However, this implies that

−
o = o + So + C

4
mod Mo. (B7)

Using Eq. (40), we see that

So = 2(�−
o − �+

o ) + (
t− − t+ − 1

4

)
C mod Mo. (B8)

Expanding this out using Table VI, we obtain the claimed
relation. The relation between �±

o and �Po can then be de-
duced from Table III, which expresses �Po in terms of linear
combinations of So for different o.

5. Complete classification in terms of �±
o

In this Appendix, we establish the relation between the
field theoretic and real-space classifications by reexpressing
the generators of the classification discussed in Sec. III using
�±

o , c−, C, and κ . These results follow from the relations
stated in Sec. IV C.

a. M = 4

In this case, the generators in Eq. (11) satisfy the relations

I1 := Sα − α − c−
4

= 2�−
α − 4�+

α − 3c−
2

mod 8,

I2 := νs = �−
α + �−

β + 2�−
γ − κ/2 mod 4,

I3 := 1

2

(
o − c−

4

)
= �+

α + c−
2

mod 2,

I4 := 2( �Pα − 2 �Ps,α ) · (1, 0) = 2�−
β + 2�−

γ mod 4.

(B9)

From this, we can conclude that {c−,C, κ,�±
o } fully charac-

terize invertible fermionic states with symmetry group G f ,
thus proving a claim made in Ref. [36]. Note that the gen-
erators used there were different as they were chosen to make
their quantization more apparent. Here we choose the genera-
tors that appear naturally in the topological action.

b. M = 2

The generators of the cyclic groups in Eq. (14) can be
expressed in terms of �−

o as follows:

I1 := Sα − α − c−
4

= 2�−
α − c−

2
mod 4,

I2 := νs = −κ

2
− c− +

∑
o

�−
o mod 2,

(I3, I4) := 2( �Pα − 2 �Ps,α )

= (2(�−
β + �−

γ ) − c− mod 4,

2(�−
β + �−

δ ) − c− mod 4). (B10)

c. M = 3

The generators of the cyclic groups in Eq. (16) can be
expressed in terms of �±

o as follows:

I1 := Sα − c−
2

= 2(�−
α − �+

α ) − c−
2

mod 3,

I2 := νs = c− +
∑

o

�+
o mod 3,

I3 := α − c−
4

= 2�+
α + 2c−

3
mod 3,

I4 := 3 �Pα · (1, 0) = 2(�−
α − �−

β −�+
α + �+

β − κ ) mod 3,

I5 := 3 �Ps,α · (1, 0) = 2(�+
β − �+

γ ) mod 3. (B11)

d. M = 6

The generators of the cyclic groups in Eq. (19) can be
expressed in terms of �±

o as follows:

I1 := Sα − α − c−
4

= 2(�−
α − �+

α ) − 19c−
6

mod 12,

I2 := νs = �−
α + 2�−

β + 3�−
γ − κ

2
− 3c− mod 6.

I3 := α − c−
4

= 2�+
α + 8c−

3
mod 3 (B12)

APPENDIX C: REVIEW OF CLASSIFICATION
OF BAND INSULATORS IN 2D

1. Band structure combinatorics/K-theory

Reference [11] showed that one can understand the classi-
fication of band insulators with space group symmetry (when
the spatial symmetries commute with charge conservation,
implying zero magnetic flux per unit cell, and there are no
antiunitary symmetries involved) in terms of the representa-
tion theory of the valence (filled) bands. The classification in
2d for symmorphic wallpaper groups is obtained as follows.

(1) Fix a wallpaper-group Gspace and an origin o such that
its stabilizer is isomorphic to the point group. By abuse of
notation, we denote such subgroup of Gspace by Gpt

(2) The classification is given by a K theory of the BZ:
K0

Gpt
(T 2) ∼= ZnC ⊕ ZnRep .

(3) nC = 0 if there are orientation reversing symmetries
and 1 otherwise. This invariant describes whether or not a
nonzero Chern number C is allowed.
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TABLE XI. Explicit matrix representation of hM . hM is a anti-
clockwise rotation by 2π/M radians around the origin.

M 2 4 3 6

RhM

(−1 0
0 −1

) (
0 −1
1 0

) ⎛
⎝− 1

2 −
√

3
2

√
3

2 − 1
2

⎞
⎠

⎛
⎝ 1

2 −
√

3
2

√
3

2
1
2

⎞
⎠

(4) Find the Brillouin zone (BZ) and for each momentum
k ∈ BZ, determine the little co-group Gk ⊂ Gpt [the subgroup
of the Gpt that maps k to itself].

(5) Find the high symmetry momenta: k such that for any
k′ close to k, Gk′ = Gk implies k = k′. Denote the set of high
symmetry momenta by HSM.

(6) Let HSM� = HSM/Gpt be the orbits of HSM under
the Gpt action (also known as “stars”). Consider the abelian
group R = ⊕

k�∈HSM� RU(Gk), where k is a representative of
the orbit k� and RU(Gk) is the ring of complex representations
of Gk.12

(7) For each pair of representatives (k1, k2), denote by
l(k1,k2 ) the line containing both points. Denote by G(k1,k2 ) ⊂
Gpt the group that fixes every element of the line. Allowed
elements of R satisfy the condition

Res
Gk1
G(k1 ,k2 )

rk1 = Res
Gk2
G(k1 ,k2 )

rk2 , (C1)

where r ∈ R and we denoted by rk the component of r in
RU(Gk). ResG

H : RU(G) → RU(H ) is the restriction map (H
is a subgroup of G).

(8) nRep is found from counting the number of allowed
elements of R.

When there are no reflections, G(k1,k2 ) is the trivial group
so the only condition the restriction map imposes is that the
dimension of the representation is independent of k. Fur-
thermore, RU(Cm) = Zm, (where Cm � Zm denotes m-fold
rotational symmetry) because the irreps of Cm correspond to
angular momenta  = 0, 1, . . . , m − 1.

2. Defining invariants I: General

In the previous section, we described a way to find the
classification using a K-theoretical argument. However, it is
often useful to have an explicit construction of the invariants,
i.e., state explicitly the eigenvalue of which matrix we are
calculating. Our conventions for Fourier transforms, and other
things, can be found in Appendix C 5.

For every g ∈ G, let Ûg be the unitary operator implement-
ing g in the many-body Hilbert space. Then, for every k ∈ BZ,
there is a matrix Ũg(k) such that

Ûgα
†
b (k)Û †

g =
∑

b

α†
a (Rgk)[Ũg(k)]ab, (C2)

where α
†
b (k) is a creation operator of fermions at momentum

k and band label b. Rg is the matrix representation of g acting

12Note that RU(Gk ) is isomorphic to Zmk for some integer mk. Also
note that RU(G) is the group completion of Rep(G).

on the spatial coordinates. See Table XI for explicit definitions
of Rg.

At every k ∈ BZ, there is a matrix that projects to the filled
bands Pk.13 The sewing matrix is defined by

Ug(k) = P†
RgkŨg(k)Pk. (C3)

For fixed k, these matrices form a representation of Gk.14

The r ∈ R from Appendix C 1 is constructed by setting rk =
Ũ·(k) ∈ Rep(Gk).

3. Defining invariants II: Orientation preserving

Recall that we fixed an origin o such that Go
∼= Gpt. For

ease of notation, we will drop the o in the name of the in-
variants below but recover it in the main text. For a momenta
k ∈ BZ and a positive integer m that is a divisor of Mk, we
calculate the eigenvalues of Uhm

o
(k) where ho is the generator

of rotations around o. Let #k(m)
j be the number of times the

e
2π i( j−1)

m eigenvalue appears.
There are relations between the eigenvalue numbers, the

filling (κ), and the Chern number (C):15

κ =
Mk∑
j=1

#k(Mk )
j ; ∀k ∈ HSM; (C4)

C

M
+

∑
k�∈HSM�

Mk∑
j=1

( j − 1)

Mk
#k(Mk )

j = 0 mod 1. (C5)

For later convenience, we define “rotation invariants”:[
k(m)

j

] = #k(m)
j − #�

(m)
j (C6)

that satisfy16

0 =
Mk∑
j=1

[
k(Mk )

j

]
; ∀k ∈ HSM; (C7)

C

M
+

∑
k�∈HSM� ′

( j − 1)

Mk

[
k(Mk )

j

] = 0 mod 1; (C8)

where HSM�′ = HSM \ {��} are the set of orbits excluding
the orbit of �.

We will see in Sec. C 4 that a complete set of invariants for
a noninteracting band insulator are

(1) the Chern number C;
(2) the filling factor κ;
(3) for each k� ∈ HSM�, take {#k(Mk )

j | j = 2, . . . , Mk}.
or equivalently
(1) the Chern number C;

13It satisfies
(1) P†

k Pk = Id;
(2) −P†

k h(k)Pk is a positive definite matrix.
14Ug(k)Uh(k) = P†

k Ũg(k)PkP†
k Ũh(k)Pk. Then note that PkP†

k com-
mutes with Ũg(k) and Ũg(k)Ũh(k) = Ũgh(k).

15Appendix C 6 gives a derivation of these equations using results
from Ref. [56].

16By explicit calculation one can show that
∑

k�∈HSM� M−1
k ∈ Z and

n( j−1)
M #�

(M/n)
j = n( j−1)

M

∑n
i=1 #�

(M )
j+(i−1)M/n mod 1 when n|M. Using

this, we can go from Eq. (C5) to Eq. (C8).
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(2) the eigenvalues at �: {#�
(M )
j | j = 2, . . . , M} (whose

sum is κ);
(3) for each k� ∈ HSM�′, take the rotation invariants

{[k(Mk )
j ]| j = 2, . . . , Mk}.
An explicit set of invariants for each M is summarized in

Table IX in the main text. These invariants are denoted by
J = (J1, J2, . . . , JnRep+1). Saying that this set of invariants is
complete means that if ψ,ψ ′ are two nIBI and Jj[ψ] = Jj[ψ ′]
for j = 1, 2, . . . , 1 + nRep, then ψ ∼S ψ ′ according to the
nIBI classification (i.e., the K theory). Where ∼S means stable
equivalence as described in the main text.

Note that the relation in Eq. (C8) implies that not all combi-
nations of invariants are allowed for invertible states. Another
way to say this is that J is not a surjective map.

4. Relation between band structure combinatorics
and eigenvalues

For a cyclic group CM , a representation is fully determined
by the eigenvalues of the generator. Furthermore, the abelian
monoid of representations of CM admits a product coming
from tensor product of representations. We have

Rep(CM ) ∼= N[z]

(1 − zM )
, (C9)

where N[z] is the ring of polynomials in z with coeffients in
N = Z�0. z corresponds to the representation with angular
momentum 1. The quotient is because for M-fold rotations,
angular momentum M is trivial.

The set of eigenvalues with degeneracies {#k(Mk )
j | j =

1, . . . , Mk} defines a representation

pk(z) =
Mk∑
j=1

(
#kMk

j

)
z j−1 ∈ Rep(CMk ). (C10)

From Appendix C 1, the classification is determined by the
Chern number and the representation of the filled bands at
high symmetry momenta subject to relations. For orientation
preserving wallpaper groups, the only constraint between rep-
resentations for a pair of momenta (k, k′) such that k� �= k′� is
that the total dimension is the same. In terms of eigenvalues
(Eq. (C10)) this translates to Eq. (C4). Thus we arrive at the
first characterization at the end of Appendix C 3. The second
characterization is a simple change of basis.

One may wonder how Eq. (C5) affects the classification.
In Ref. [11], it was mentioned that eigenvalues can be used to
partially determine the Chern number but this does not modify
the abelian group that determines the classification.

5. Conventions for noninteracting insulators

Our convention for Fourier transforms is to define a unit
cell such that it contains one atom for each orbital. Then, each
unit cell is identified with a vector r = n1a1 + n2a2 where
n1, n2 ∈ Z and a1, a2 are lattice vectors that define the unit
cell. Then, the Fourier transform of an orbital with creation
operator f †

r is α†(k) ∝ ∑
r e−ir·k f †

r . Therefore, under a trans-
lation that maps fr → fr+R, we have α†(k) → α†(k)eik·R,
where R is again of the form n1a1 + n2a2. With this conven-
tion, the Fourier transform of the single particle Hamiltonian

is periodic with respect to the reciprocal lattice vectors (hk =
hk+G with G a reciprocal lattice vector). However, lattice sym-
metries get momentum dependence because these symmetries
will in general move orbitals between unit cells.

We proceed to state our conventions for how unitary sym-
metries act on the first and second quantized picture. Let G
be a group of symmetries that are realized unitarily. Let g ∈ G
and Ûg be the operator acting on the many-body Hilbert space
and α†

a (k) be a creation operator of a fermion with momentum
k and a is an orbital index that is the Fourier transform of f †

r,a.
We consider symmetries that act as

Ûg f †
r,aÛ

†
g =

∑
b

fgr+sg,a,b[Ug(r)]ba, (C11)

where gr is the natural action of g on the spatial coordinate.
The extra vector sg,a that depends on the orbital and group
element is necessarily because r is a label for a unit cell and
not the true position of the orbital.

Upon taking the Fourier transform, the transformation
reads

Ûgα
†
a (k)Û †

g =
∑

b

α
†
b (Rgk)[Ũg(k)]ba, (C12)

where Rg is the matrix representation of g on the spatial
coordinates, that satisfies RT

g Rg = Id2. Ũg(k) is a matrix in the
orbital space which is the action of g in the single-particle
Hilbert space. The projection of Ũ (k) to the occupied orbitals
are the Sewing matrices in Ref. [56].

6. Derivation of eigenvalue constraints

To derive Eq. (C5), we use Eqs. (24), (31), (32), and (33)
of Ref. [56]:

(−1)C =
∏

j∈Occ.

λ
(2)
j (�)λ(2)

j (X )λ(2)
j (Y )λ(2)

j (M ) [M = 2],

(i)−C =
∏

j∈Occ.

(−1)F λ
(4)
j (�)λ(4)

j (M )λ(2)
j (Y ) [M = 4],

e−2π iC/3 =
∏

j∈Occ.

(−1)F λ
(3)
j (�)λ(3)

j (K )λ(3)
j (K ′) [M = 3],

e−π iC/3 =
∏

j∈Occ.

(−1)F λ
(6)
j (�)λ(3)

j (K )λ(2)
j (M ) [M = 6],

(C13)

where F = 0 for spinless fermions, and F = 1 for spinful
fermions. λm

j (k) is the Cm eigenvalue of band j at momenta
k. Note that C as defined in Eq. (48) is negative the Chern
number defined in Ref. [56].

We can write all the above equations compactly as

e− 2π i
M C =

∏
j∈Occ.

⎡
⎣[(−1)F ]1−δM,2

∏
k�∈HSM�

λ
(Mk )
j (k)

⎤
⎦ (C14)

by noting that [λ(m)
j (k)]m = (−1)F .

Using the relation

∏
j∈Occ.

λ
(m)
j (k) = exp

(
2π i

m

m∑
l=1

(l − 1)#k(m)
l

)
(C15)
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and taking the logarithm, dividing by 2π i, and setting F =
0 because we are dealing with spinless fermions, we obtain
Eq. (C5).

APPENDIX D: ATOMIC INSULATORS

Atomic insulators are uniform copies of zero-dimensional
systems. It is important to see how they fit in the general pic-
ture. This Appendix is organized as follows: in Appendix D 1,
we explicitly construct the atomic insulator states for symmor-
phic wallpaper groups. In Appendix D 2, we derive abstract
formulas for band invariants in terms of the data to construct
an AI for the orientation preserving wallpaper groups. In
Appendix D 3, we summarize, for each M, the various AIs
with their band invariants.

1. Definition

Consider a site s with stabilizer Gs ⊂ Gspace and a repre-
sentation ρ ∈ Rep(Gs). We construct a Gspace invariant state
using this data. At every position r of the Wyckoff posi-
tion of s, put fermions with creation operators f †

j (r); j =
1, . . . , dim(ρ), with Hamiltonian

H = −
∑
r∈�s

|dim(ρ)|∑
j=1

f †
j (r) f j (r), (D1)

where �s are all points of the Wyckoff position of s. The
action of g ∈ Gspace is

Ûg f †
j (r)Û †

g =
∑

i

f †
i (gr)(ρ(g′))i j . (D2)

where gr is the action of g on r, which is equal to g · r · g as
elements of the 2d Euclidean group E2 = R2

� O(2). Here g′
is an element that satisfies g = g′′g′ where g′ ∈ Gpt and g′′ �∈
Gpt, where g′′ is a translation not in Gpt while g′ ∈ Gpt.

We can take the Fourier transform of Eq. (D2) to determine
Ũg(k). In the current case Ug(k) = Ũg(k).We can thus deter-
mine the invariants of Appendix C. We will do this explicitly
for the orientation preserving case in the next section.

2. Orientation preserving case

This section aims to give an analytical derivation for the
induced representation at every k starting from the data of an
atomic insulator. Through out we fix an origin which we de-
note by o that satisfy Mo = M. Explicit results for the relevant
Gspace are presented in Appendix D 3.

Take a position pt and a representation of the stabilizer
ρ ∈ Rep(CMpt ). Let hpt be a generator of CMpt that corresponds
to the smallest clockwise rotation. Any rotation can be de-
composed as a rotation around o and a translation. In other
words, there exist a lattice vector tpt such that Ttpt h

n
o = hpt

with n = M/Mpt and Tt is translation by t (See Appendix D 3
for explicit values of tpt). The AI has n fermions per unit cell,
so there will be n bands. Recall that α†(k) are the creation
operators obtained by taking the Fourier transform of f †.
Instead of taking a Fouerier transform directly to Eq. (D2),
we define α

†
1 as the Fourier transform of f †

1 , and α
†
j+1(k) =

Û j
ho

α
†
j+1(R− j

ho
k)Û − j

ho
be the creation operator of the orbital at

h j−1
o pt, i.e., α

†
j+1 is a linear combination of f †

j+1.

The action of Ûg is given by

Ûhoα
†
j (k)Û †

ho
=
{

α
†
j+1(Rho k), j < n;

Ûhn
o
α

†
1

(
R−1

hn
o

Rho k
)
Û †

hn
o
, j = n.

(D3)

We now want to determine the action of hn
o on α

†
j (k) from ρ.

To do so, we start by noting that Ttpt h
n
o = hpt allows us to write

ÛTtpt
Ûhn

o
α

†
1

(
R−1

hn
o

Rho k
)
Û †

hn
o
Û †

Ttpt

= Ûhptα
†
1

(
R−1

hpt
Rho k

)
Û †

hpt

= 1√
NUC

∑
r∈�pt

Ûhpt f †
1 (r)e−i(Rhpt r)·(Rho k)Û †

hpt

= 1√
NUC

∑
r∈�pt

f †
1 (hpt r)e−i(Rhpt r)·(Rho k)ρ(hpt )

= α
†
1 (Rho k)ρ(hpt ), (D4)

where NUC is the number of unit cells. This implies

Ûhn
o
α

†
1

(
R−1

hn
o

Rho k
)
Û †

hn
o
= α

†
1 (Rho k)[ρ(hpt)e

−itpt·Rho k]. (D5)

We now determine the eigenvalue spectrum analytically.
We start with the case ho k = k, so that the sewing matrix can
be read off from Eq. (D3) directly:

Ũho (k)a,b =

⎧⎪⎪⎨
⎪⎪⎩

1; a = b + 1 � n

υpt(Rho k)≡ρ(hpt )e−itpt·Rho k; a = 1, b = n

0; otherwise

.

(D6)

The eigenvalues of Ũho (k) are the different solutions for ζ in
the equation ζ n = υpt(Rho k).

We can similarly determine the eigenvalues when the
sewing matrix is Ũhm

o
(k). First, note Ũho (k) = τnϒ

(n)
pt (Rho k),

where τn is the n-by-n shift matrix and ϒ
(k)
pt (Rho k) is the

identity matrix with the (k, k) element replaced by υpt(Rho k).
Then

Ũhm
o
(k) =

←∏
j=1,...,m

Ũho

(
R j−1

ho
k
) = τm

n

←∏
j=1,...,m

ϒ
(n− j+1)n
pt

(
R j

ho
k
)
,

(D7)

where (a)n ∈ {1, . . . , n} such that (a)n = a mod n. The ←
on top of � means that we multiply the terms in descending
order Pm . . . P2P1. The matrix τm

n has k = gcd(n, m) invariant
subspaces of dimension d = n/k, with projectors Pa : Cn →
Cd given by (Pa)i j = δi, jk+1−a; a = 1 . . . , k. The eigenvalues
of P†

a Ũhm
o
(k)Pa are the different solutions for ζ(a) in the equa-

tion

ζ d
(a) =

m∏
j=1

[
υpt
(
R j

ho
k
)]δ( j)k ,a

= ρ(hpt)
m/k exp

⎛
⎝−itpt ·

⎛
⎝m/k∑

r=1

Rhk(r−1)+a
o

⎞
⎠k

⎞
⎠. (D8)
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The eigenvalues of Ũhm
o
(k) are the eigenvalues of all

P†
a Ũhm

o
(k)Pa; a = 1, . . . , k together.

The expression simplifies in two special cases:
(1) m|n so that k = m, then

ζ
n/m
(a) = ρ(hpt ) exp

(−itpt · Ra
ho

k
)
; a = 1, . . . , m; (D9)

(2) gcd(m, n) = 1 then there is only one block and

ζ n
(1) = ρ(hpt )

m exp(−itpt ·
(

m∑
r=1

Rr
ho

)
k). (D10)

3. Summary of AIs for orientation preserving
wallpaper groups

In this section, we summarize the AIs for the four wall-
paper groups labeled by M = 2, 3, 4, 6. We fix a coordinate
system with origin 0 in Wyckoff position α.

Let us start with some notation. We define the fol-
lowing lattice vectors: ax = (1, 0), ay = (0, 1), and aw =
(1/2,

√
3/2). Below we identify the one-dimensional repre-

sentations ρ ∈ Rep(CM ) with λ = ρ(hM ) where hM is the
smallest nontrivial clockwise rotation in CM .

For M = 2, 4, we take the BZ to be the square [−π, π ] ×
[−π, π ] and denote the high symmetry momenta as � =
(0, 0), X = (π, 0),Y = (0, π ), M = (π, π ). For M = 3, 6,
we take the BZ to be a hexagon with corners at the C6 orbit of
the point (4π/3, 0). We take the HSM to be K = (4π/3, 0),
K̄ = (−4π/3, 0), M = (π,−π/

√
3).

Below we present our results in the form of tables. We
first summarize the information used to construct AIs: pt
(site at which we specify the angular momentum), Wyckoff
position (position to which pt belongs), tpt (vector such that
hpt = Ttpt h

n
0 where hpt is the smallest anti-clockwise rotation

around pt), and n (the degeneracy of the Wyckoff position).
Next to this table, we present another table with the eigenval-
ues at the high symmetry momenta for the atomic insulator
induced from the respective Wyckoff position (WP) with ro-
tation eigenvalue λ. Note that λ is restricted to a MWP-th root
of unity.

a. M=2: there are four maximal Wyckoff positions:

pt Wyckoff position tpt Mpt n

0 α 0 2 1
1
2 ax + 1

2 ay β ax + ay 2 1
1
2 ay γ ay 2 1
1
2 ax δ ax 2 1

WP ρ � M X Y

α λ λ λ λ λ

β λ λ λ −λ −λ

γ λ λ −λ λ −λ

δ λ λ −λ −λ λ

b. M=4: there are three maximal Wyckoff positions:

pt Wyckoff position tpt Mpt n

0 α 0 4 1
1
2 ax + 1

2 ay β ax 4 1
1
2 ax γ1 ax 2 2

WP ρ � M X

α λ λ λ λ2

β λ λ −λ −λ2

γ1 λ +√
λ, −√

λ +√−λ, +1, −1
−√−λ

c. M=3: there are three maximal Wyckoff positions:

Wyckoff
pt position tpt Mpt n

0 α 0 3 1
ax+aw

3 β ax 3 1
−ax+2aw

3 γ aw 3 1

WP ρ � K K̄

α λ λ λ λ

β λ λ λe2π i/3 λe4π i/3

γ λ λ λe4π i/3 λe2π i/3

d. M=6: there are three maximal Wyckoff positions:

pt Wyckoff position tpt Mpt n

0 α 0 6 1
ax+aw

3 β1 ax 3 2
1
2 ax γ1 ax 2 3

WP ρ � K M

α λ λ λ2 λ3

β1 λ
√

λ, −√
λ λe

2π i
3 , λe

4π i
3 +1,-1

γ1 λ λ1/3, λ1/3e
2π i
3 , 1, e

2π i
3 , +λ, −λ,

λ1/3e
4π i
3 e

4π i
3 −λ

APPENDIX E: GENERATING SET OF
NONINTERACTING INSULATORS

This Appendix aims to formally show that within the non-
interacting (“band structure combinatorics” classification),
any state can be understood as the formal sum of a Chern
insulator with C = 1 and atomic insulators.

1. Generating set of atomic insulators

We denote by w[] the atomic insulator induced from the
Wyckoff position w transforming with angular momentum
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TABLE XII. Basis of atomic insulators that are independent un-
der the noninteracting classification.

M Basis

2 α[0], α[1], β[1], γ [1], δ[1]

3 α[0], α[1], α[2], β[1], β[2], γ [1], γ [2]

4 α[0], α[1], α[2], α[3], β[1], β[2], β[3], γ [1]

6 α[0], α[1], α[2], α[3], α[4], α[5], β[1], β[2], γ [1]

(λ = e2π i/Mw in the tables of Appendix D 3). We will omit
the subscript of w for ease of notation. For example, for
M = 6 the AI induced from β1 with λ = e

2πi
3 is denoted by

β[], where  = 0, 1, and 2.
We start by pointing out some facts.
(1) The J invariants of AIs induced from regular repre-

sentations of the site group are independent of the Wyckoff
position. In other words, J[

∑Mw−1
=0 w[]] is independent of the

Wyckoff position w.
(2) Allowed representations in momentum space are sub-

ject to constraints relating to the total dimension at each orbit
of HSM [Eq. (C4)].

(3) For a given M, the number of HSM orbits and maxi-
mal Wyckoff positions are equal (|HSM�| = |MWP|) and the
following holds: ∑

k�∈HSM�

Mk =
∑

o∈MWP

Mo, (E1)

where MWP is the set of maximal Wyckoff positions.
The set of atomic insulators is given by

AI =
⎧⎨
⎩
∑

w∈WP

Mw−1∑
=0

nw,w[]|nw, ∈ Z

⎫⎬
⎭, (E2)

where WP is the set of Wyckoff positions. Fact 1 above tells
us that J : AI → Z1+nRep is not injective. As we are interested
in the noninteracting classification, it is convenient to find a
subset of AI where J is injective and has the same image. Such
a subset can be taken to be

AI′ =
⎧⎨
⎩nα,0α[0] +

∑
w∈MWP

Mw−1∑
=1

nw,w[]|nw, ∈ Z

⎫⎬
⎭, (E3)

where we have used fact 1 above where MWP are the maximal
Wyckoff positions. To see that J[AI′] = J[AI], note that we are
excluding the AIs generated from w[0] except for α[0]. This
works because using fact 1, we get J[w[0]] = J[

∑M−1
=0 α[] −∑Mw−1

′=1 w[]]. Thus w[0] can be expressed in terms of AI′.
This shows that AIs in Table XII are complete in the sense

that any state in AI′ can be written as a Z-linear combination
of them and J[AI] = J[AI′]. We denote the set of AIs in
Table XII by AI and the elements as ai1, ai2, . . . , ainRep . We
will omit the M dependence as we did for J . Recall that nRep is
the number of independent representation indices and depends
on the wallpaper group (see Appendix C 1).17

17The equality between the size of AI and nRep can be deduced from
the three facts at the start of the section of by direct computation.

TABLE XIII. Basis choice for linearly independent invariants in
the noninteracting band insulator classification.

M Basis

2 C, #�
(2)
1 , #�

(2)
2 ,N2, [X (2)

2 ], [Y (2)
2 ]

3 C, #�
(3)
1 , #�

(3)
2 , #�

(3)
3 ,N3, [K (3)

3 ], [K̄ (3)
2 ], [K̄ (3)

3 ]

4 C, #�
(4)
1 , #�

(4)
2 , #�

(4)
3 , #�

(4)
4 ,N4, [M4

3 ], [M4
4 ], [X (2)

2 ]

6 C, #�
(6)
1 , #�

(6)
2 , #�

(6)
3 , #�

(6)
4 , #�

(6)
5 , #�

(6)
6 ,N6,3, [K (3)

3 ],N6,2

We next want to argue that we can achieve any of the
noninteracting invariants compatible with C = 0 using atomic
insulators. We construct a square matrix T by evaluating
J2, J3, . . . , JnRep on the basis AI:

(T )x,a = Ja+1[aix]. (E4)

The result can be read from Appendix D 3. By explicit com-
putation, we find |det(T )| = M. This means that T is not
invertible over Z. However, this is expected because T is not
surjective due to the constraint in Eq. (C8).

To fix this, we can use the noninteracting invariants in
Table XIII, that we denote by Ĵ , where

N2 =
[
M (2)

2

]+ [
X (2)

2

]+ [
Y (2)

2

]+ C

2
,

N4 =
[
M (4)

2

]+ 2
[
M (4)

3

]+ 3
[
M (4)

4

]+ 2
[
X (2)

2

]+ C

4
,

N3 =
[
K (3)

2

]+ 2
[
K (3)

3

]+ [
K̄ (3)

2

]+ 2
[
K̄ (3)

3

]+ C

3
,

N6,3 = 2
[
K (3)

2

]+ 4
[
K (3)

3

]+ C

3
,

N6,2 = 3
[
M (2)

2

]+ C

2
. (E5)

So that if we define T̂ via

(T̂ )x,a = Ĵa+1[aix], (E6)

then |det(T̂ )| = 1, which means that T̂ is invertible over Z.
Therefore there is a one-to-one correspondence between

the set AI′ and the noninteracting invariants compatible with
C = 0. In other words, any state with zero Chern number
is equivalent to an atomic insulator under the noninteracting
classification.

2. Complete generating set

Let �1 be a Chern insulator with C = 1, see Ap-
pendix E 3 for the explicit models we use. Then, the set
{�1, ai1, ai2, . . . , ainRep} is a generating set of the noninter-
acting classification. To see this, construct the matrix (1 +
nRep) × (1 + nRep) matrix T̃ defined as

T̃1,a = C[�1],

T̃x,a = Ĵa[aix−1], x = 2, . . . , 1 + nRep. (E7)

As all the atomic insulators have Chern number zero, the
first row of T̃ is (1, 0, 0, . . . , 0), so that |det(T̃ )| = |det(T̂ )|.
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Therefore T̃ is invertible, which means that Ĵ is a bijection
restricted to states of the form

ψ = ψ1�1 +
nRep∑
j=1

ψ j+1ai j, (E8)

where ψ j ∈ Z. Thus showing that any state in the noninteract-
ing classification can be written as in Eq. (E8).

To match the main text, we define �k = aik−1 as k > 1 and
denote the generating set as {�1, �2, . . . , �nRep+1}. We then
define the matrix S by Jj = ∑

k S jk Ĵk . Then, we can write the
matrix O from the main text as

Ojk = Jj[�k] =
∑

i

S jiĴi[�k] ⇒ O = ST̃ . (E9)

It is clear that det(S) �= 0, which together with det(T̃ ) = ±1,
imply that det(O) �= 0 and thus O is invertible. For the sake of
completeness, we report the matrix O for each M:

(1) M = 2 :

O =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 0 0 0 0 0

0 1 0 0 0 0

1 0 1 1 1 1

−1 0 0 0 −1 −1

0 0 0 −1 0 −1

0 0 0 −1 −1 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

; (E10)

(2) M = 4 :

O =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 0 0 0 0 0 0 0 0

0 1 0 0 0 0 0 0 0

1 0 1 0 0 1 0 0 1

0 0 0 1 0 0 1 0 0

0 0 0 0 1 0 0 1 1

−1 0 0 0 0 −1 0 1 −1

0 0 0 0 0 0 −1 0 1

0 0 0 0 0 1 0 −1 −1

0 0 0 0 0 −1 1 −1 −1

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

;

(E11)

(3) M = 3 :

O =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 0 0 0 0 0 0 0

1 1 0 0 0 0 0 0

0 0 1 0 1 0 1 0

0 0 0 1 0 1 0 1

1 0 0 0 −1 0 −1 1

0 0 0 0 1 −1 0 −1

1 0 0 0 −1 1 −1 0

0 0 0 0 0 −1 1 −1

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

; (E12)

(4) M = 6 :

O =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 0 0 0 0 0 0 0 0 0

1 1 0 0 0 0 0 0 0 0

0 0 1 0 0 0 0 1 0 1

0 0 0 1 0 0 0 0 1 0

0 0 0 0 1 0 0 0 0 1

0 0 0 0 0 1 0 1 0 0

0 0 0 0 0 0 1 0 1 1

1 0 0 0 0 0 0 −2 1 0

0 0 0 0 0 0 0 1 −2 0

1 0 0 0 0 0 0 0 0 −2

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

.

(E13)

3. Numerical results for Chern insulators with C = 1

Before we delve into technical details of the two examples,
we would like to point here that we fix the overall phase of the
rotation operators C̃+

Mo
and their restrictions to C̃+

Mo
|D by re-

quiring that the vacuum |Vac〉 is an eigenstate with eigenvalue,
i.e., C̃+

Mo
|D |Vac〉 = +1 |Vac〉. The vacuum is the unique state

|Vac〉 that satisfies cr |Vac〉 = 0 for any annihilation operator
cr.

a. Chern insulators on the square lattice (QWZ)

We start with the Qi-Wu-Zhang model which was intro-
duced as a model for the anomalous spin Hall effect [100]. At
every site of the square lattice, there are two fermions c†

↑, c†
↓.

Letting τ a be Pauli matrices acting on the σ =↑,↓ indices,
the Hamiltonian in momentum space is

HQWZ =
∑

k

c†
k[�τ · �d (k)]ck (E14)

with

dx(k) = tx sin(kx ),

dy(k) = ty sin(ky),

dz(k) = m + [t ′
y cos(kx ) + t ′

y cos(ky)], (E15)

or in real space

HQWZ = 1

2

∑
jx, jy

mc†
jx, jy

τ zc jx, jy + c†
jx+1, jy

[t ′
xτ

z + txiτ x]c jx, jy

+ c†
jx, jy+1[t ′

yτ
z + tyiτ y]c jx, jy + H.c. (E16)

When tx = ty = t and t ′
x = t ′

y = t ′, the Hamiltonian is invariant
under Û4, an order four rotation around the lattice sites. This
rotation acts as

Û4c†
jx, jy

Û †
4 = c†

− jy, jx
Ũ4; Ũ4 = exp

(
iπ

(
1 − τ z

4

))
. (E17)

The model is also invariant under the translation operators T̂x

and T̂y which act as

T̂xc†
jx, jy

T̂ †
x = c†

jx+1, jy
,

T̂yc†
jx, jy

T̂ †
y = c†

jx, jy+1. (E18)
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TABLE XIV. Complete basis for noninteracting states under the
noninteracting classifications.

M Basis

2 QWZ, α[0], α[1], β[1], γ [1], δ[1]

3 Haldane, α[0], α[1], α[2], β[1], β[2], γ [1], γ [2]

4 QWZ, α[0], α[1], α[2], α[3], β[1], β[2], β[3], γ [1]

6 Haldane, α[0], α[1], α[2], α[3], α[4], α[5], β[1], β[2], γ [1]

We denote by QWZ[t, t ′, m] the model with Hamiltonian
given in Eq. (E16) and parameters tx = ty = t and t ′

x = t ′
y =

t ′. We focus on the model QWZ = QWZ[1, 1, 1] which has
Chern number C = +1.

We next proceed to evaluate the real space invariants (a
complete basis is given in Table XIV). Recall that we fix the
overall phase of C̃+

Mo
and their restrictions to subregions by

requiring that the vacuum is an eigenstate with eigenvalue +1
(see start of Appendix E 3).

a. M = 4 invariants. We set the sites to be at Wyckoff posi-
tion α. We calculate the M = 4 RSIs with the C̃+

Mo
operators:

C̃+
Mα

= Û4, C̃+
Mβ

= T̂xÛ4 and C̃+
Mγ

= T̂x[Û4]2.
We put the model on an L by L torus with periodic

boundary conditions and diagonalize the Hamiltonian. We
next numerically evaluate the �±

o ’s using rectangular disks
centered around o with linear sizes of about L/2 to 3L/4.
We found that the invariants already converged for L = 24 so
we only report results for this system size in Table XV. The
eigenvalues at the HSM are (λ�, λM, λX ) = (i, 1,−1) so the
noninteracting invariants are

J[QWZ] = (1, 0, 1, 0, 0,−1, 0, 0, 0), [for M = 4]. (E19)

b. M = 2 invariants. We next evaluate the M = 2 case for
the QWZ model. We set the C̃+

Mo
operators to be C̃+

Mα
= [Û4]2,

C̃+
Mβ

= T̂xT̂y[Û4]2, C̃+
Mγ

= T̂x[Û4]2 and C̃+
Mδ

= T̂y[Û4]2. We use
the same system sizes as for the M = 4 real-space invari-
ants. We report the results in Table XVI. The eigenvalues at
the HSM are (λ�, λM, λX , λY ) = (−1, 1,−1,−1) so that the
noninteracting invariants are

J[QWZ] = (1, 0, 1,−1, 0, 0,), [for M = 2]. (E20)

TABLE XV. M = 4 real-space invariants for the QWZ model of
Appendix E 3 a rounded to four decimal places for a 24 by 24 system
with disks with rectangular shape with 172, 162, and 16 × 17 sites
for the rotations around α, β, and γ , respectively.

�����
χ

0 1 2 3

�+
α,χ 0.5000 0.5000 1.5000 1.5000

�+
β,χ 0.5000 1.5000 1.5000 0.5000

�−
α,χ 1.2500 3.7492 3.2500 3.7508

�−
β,χ 3.7500 3.2512 3.7500 1.2488

�−
γ ,χ 1.7499 0.2501

TABLE XVI. M = 2 real-space invariants for the QWZ model
of Appendix E 3 a rounded to four decimal places for a 24 by 24
system with disks with rectangular shape with 172, 162, 17 × 16, and
16 × 17 sites for the rotations around α, β, γ , and δ, respectively.

���������
χ

0 1

�−
α,χ 1.7497 0.2503

�−
β,χ 0.2501 1.7499

�−
γ ,χ 1.7499 0.2501

�−
δ,χ 1.7499 0.2501

We extract �±
Mo

for the QWZ model from Tables XV
and XVI by assigning the closest value allowed by the quan-
tization conditions in the main text. We report these values in
Table XVII.

b. Chern insulator C6: Haldane model

Consider the Haldane models with t, λ ∈ R defined on the
honeycomb lattice as

HHaldane[t, λ] = −t
∑

R

[
c†

RA

(
cRB + cR+e2B + cR+e3B

)+ H.c.
]

+ λ
∑

R

[
ic†

RA

(
cR+e1A − cR+e2A + cR+e3A

)
− ic†

RB

(
cR+e1B − cR+e2B + cR+e3B

)+ H.c.
]
,

(E21)

where e1 = [1, 0], e2 = [1/2,
√

3/2], and e3 = e2 − e1. The
system is invariant under the unitary operators Û6 that act as

Û6c†
rÛ †

6 = c†
C6r. (E22)

TABLE XVII. Real-space invariants for the QWZ model ob-
tained using the numerical evaluation and quantization condition
from the main text.

M = 4
�������

χ
0 1 2 3

�+
α,χ

1
2

1
2

3
2

3
2

�+
β,χ

1
2

3
2

3
2

1
2

�−
α,χ

5
4

15
4

13
4

15
4

�−
β,χ

15
4

13
4

15
4

5
4

�−
γ ,χ

7
4

1
4

M = 2
�������

χ
0 1

�−
α,χ

7
4

1
4

�−
β,χ

1
4

7
4

�−
γ ,χ

7
4

1
4

�−
δ,χ

7
4

1
4
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TABLE XVIII. Values �−
α,χ − �−

α,LLL evaluated on the Haldane
model on a 36 by 36 torus and a disk with nsites number of sites on
the disk. “Exact” corresponds to using the prediction in Eq. (E25).

χ

nsites 0 1 2 3 4 5

384 1.4601 3.9063 1.4601 0.0462 5.5811 0.0462

600 1.4784 3.9532 1.4784 0.0233 5.5433 0.0233

Exact 3
2 4 3

2 0 11
2 0

The model is also invariant under the translation act-
ing as TRc†

r T †
R = c†

r+R. Here cRA/B = cR+tA/B , where tA/B =
[1/2,±√

3/6]18

Going to momentum space ck = 1√
N

∑
R eik·R[cR,A, cR,B]�,

the Hamiltonian becomes

HHaldane[t, λ] =
∑

k

c†
k[�τ · �d (k)]ck,

dx(k) − idy(k) = −t (1 + e−ik·e2 + e−ik·e3 )

dz(k) = 2λ(sin(k · e1) − sin(k · e2) + sin(k · e3)).
(E23)

We denote by H(t, λ) the model specified by Eq. (E21). It
turns out that as long as t �= 0 �= λ, the system is gapped and
has a unique ground state with periodic boundary conditions.
We specialize to the model Haldane ≡ H[1, 1

3
√

3
] which has

C = +1.
We set the hexagon center to be at Wyckoff position α (so

that sites belong to γ for M = 6 and to β and γ when M = 3).
We proceed to evaluate the real-space invariants. Recall

that we fix the overall phase of C̃+
Mo

and their restrictions to
subregions by requiring that the vacuum is an eigenstate with
eigenvalue +1 (see start of Appendix E 3).

a. M = 6. We calculate the M = 6 RSIs with the C̃+
Mo

operators: C̃+
Mα

= Û6, C̃+
Mβ

= T̂e1 [Û6]2 and C̃+
Mγ

= T̂e1 [Û6]3. We
put the model on an L by L torus with periodic boundary
conditions and diagonalize the Hamiltonian. We numerically
evaluate the �±

o ’s using hexagonal disks centered around o
with linear sizes of about L/2 to 3L/4. Instead of calculating
�±

α directly, we evaluate the invariants �±
(α,s),χ with s = 2, 3

by treating the system as if Mα = s with the s-fold rotation
operator [C̃+

Mα
]s. These invariants capture the same informa-

tion as �±
α (see Appendix F). We use this alternative set of

invariants because they converge faster as a function of system
size compared to �±

α .
Our numerical results are in Tables XVIII and XIX. The

eigenvalues at the HSM are (λ�, λK, λM ) = (1, e2π i/3,−1) so
the noninteracting invariants are

J[Haldane] = (1, 1, 0, 0, 0, 0, 0, 1, 0, 1), [forM = 6].
(E24)

18It seems like the model should only depend on  modulo 3
because the site group of atom positions is C3. However, the parity of
 in some sense determines the relative phase between the A and B
sublattices. This sign is important because of t .

TABLE XIX. M = 6 real-space invariants for a the model
Haldane for a 24 by 24 system with hexagonal disks with 294, 166,
and 150 sites around α, β, and γ , respectively.

�������
χ

0 1 2

�+
α,3,χ 0.6664 2.6668 2.6668

�+
β,χ 2.6667 0.6667 2.6667

�−
α,2,χ 1.7500 0.2500

�−
α,3,χ 0.1667 1.1667 0.1667

�−
β,χ 0.1667 0.1667 1.1667

�−
γ ,2 0.2499 1.7501

Using the values in Table XIX and Eq. (F4), we predict

(�+
α,0,�

+
α,1,�

+
α,2,�

+
α,3,�

+
α,4,�

+
α,5)

= (
8
3 , 5

3 , 5
3 , 8

3 , 5
3 , 5

3

)
,

(�−
α,0,�

−
α,1,�

−
α,2,�

−
α,3,�

−
α,4,�

−
α,5)

= (
5

12 , 35
12 , 5

12 , 59
12 , 53

12 , 59
12

)
. (E25)

We calculated �±
α − �±

α,LLL for a 36 by 36 system and disks
with 384 and 600 sites inside the disk. We report the values in
Table XVIII together with the expected value as predicted by
Eq. (E25).

b. M = 3. We evaluate the M = 3 invariants with C̃+
Mα

=
[Û6]2, C̃+

Mβ
= Te1 [Û6]2 and C̃+

Mγ
= Te2 [Û6]2. We use the same

system sizes as for M = 3. We report the results in Ta-
ble XX. The band eigenvalues at the HSM are (λ�, λK, λK̄ ) =
(1, e2π i/3, e2π i/3). We extract �±

Mo
for the Haldane model from

Tables XX and XIX by assigning to closest value allowed by
the quantization conditions in the main text. We report the
values in Table XXI.

APPENDIX F: RELATIONS BETWEEN REAL-SPACE
INVARIANTS FOR C6 SYMMETRIC SYSTEMS

Consider a system that is p6 symmetric. We want to argue
that we can determine �±

α,χ from �±
(α,3),χ ,�−

(α,2),χ and c−.
Here �±

(α,s),χ are the real-space invariants using the rotation
operator [C̃+

Mo
]6/s, i.e. we calculate the real-space invariant

TABLE XX. M = 3 real-space invariants for a the model
Haldane for a 24 by 24 system with hexagonal disks with 294, 166,
and 150 sites around α, β, and γ , respectively.

�����
χ

0 1 2

�+
α,χ 0.6664 2.6668 2.6668

�+
β,χ 2.6667 0.6667 2.6667

�−
γ ,χ 2.6667 0.6667 2.6667

�−
α,χ 0.1667 1.1667 0.1667

�−
β,χ 0.1667 0.1667 1.1667

�−
γ ,χ 0.1667 0.1667 1.1667
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TABLE XXI. Real-space invariants for the Haldane model
obtained using the numerical evaluation and quantization con-
dition from the main text.

M = 6
�������

χ
0 1 2

�+
α,3,χ

2
3

8
3

8
3

�+
β,χ

8
3

2
3

8
3

�−
α,2,χ

7
4

1
4

�−
α,3,χ

1
6

7
6

1
6

�−
β,χ

1
6

1
6

7
6

�−
γ ,2

1
4

7
4

M = 3
�������

χ
0 1 2

�+
α,χ

2
3

8
3

8
3

�+
β,χ

8
3

2
3

8
3

�+
γ ,χ

8
3

2
3

8
3

�−
α,χ

1
6

7
6

1
6

�−
β,χ

1
6

1
6

7
6

�−
γ ,χ

1
6

1
6

7
6

using an s-fold rotation instead of the sixfold rotation. We
omit the χ dependence below.

We show this first in the C = c− = 0 case. We can write

�+
α,AI = mα mod 3,

�+
(α,3),AI = mα mod 3,

�−
α,AI = nα

2
+ mα mod 6,

�−
(α,2),AI = nα

2
+ mα mod 2,

�−
(α,3),AI = nα

2
+ mα mod 3/2. (F1)

where nα and mα is the charge and C6 rotation charge localized
at α. It is clear that we can write

�+
α,AI = �+

(α,3),AI mod 3

− 3[�−
(α,2),AI]2 + 4[�−

(α,3),AI]3/2

= −3

(
nα

2
+ mα + 2k1

)
+ 4

(
nα

2
+ mα + 3

2
k2

)

= nα

2
+ mα + (−6k1 + 6k2) (F2)

for some integers k1, k2. Then, taking modulo 6 reduction and
identifying the RHS with �−

α,AI, we find

�−
α,AI = −3�−

(α,2),AI + 4�−
(α,3),AI mod 6. (F3)

Finally, for a system with c− �= 0, we use the relation in
Eq. (39) to obtain

�+
α = c−�+

α,LLL + (�+
α,3 − c−�+

(α,3),LLL)

= �+
α,3 − c−,

�−
α = c−�−

α,LLL − 3(�−
α,2 − c−�−

(α,2),LLL)

+ 4(�−
α,3 − c−�−

(α,3),LLL)

= −3�−
α,2 + 4�−

α,3 − c−. (F4)
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