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Inspired by the discovery of superconductivity in moiré materials with isolated narrow bandwidth electronic
bands, here we analyze critically the question of what is the maximum attainable 7. in interacting flat-band
systems. We focus specifically on the low-energy effective theory, where the density-density interactions are
projected to the set of partially filled flat bands. The resulting problem is inherently nonperturbative, where
the standard mean-field approximation is not applicable. Here we develop further our recent Schrieffer-Wolf
transformation based approach [PNAS 120, e2217816120 (2023)] to compute the effective electromagnetic
response and the superconducting phase-stiffness in terms of “projected” gauge transformations and extend
the formalism to compute the stiffness for excitonic superfluids. Importantly, our method requires neither
any “Wannierization” for the narrow bands of interest, regardless of their (non)topological character, nor any
knowledge of an underlying pairing symmetry, and can be set up directly in momentum-space. We use this
formalism to derive upper bounds on the phase stiffness for sign-problem-free models, where their values
are known independently from numerically exact quantum Monte Carlo computations. We also illustrate the
analytical structure of these bounds for the superconducting and excitonic phase-stiffness for perfectly flat bands

with Landau-level-like wave functions.
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I. INTRODUCTION

Making precise theoretical statements about the supercon-
ducting transition temperature 7,—an inherently nonuniversal
dimensionful quantity—in the regime of strong interactions,
where Bardeen-Cooper-Schrieffer (BCS) theory is a priori
inapplicable is an insurmountable task. The problem is made
especially difficult by the possibility of the interactions driv-
ing a panoply of competing orders, which can drive 7, to be
vanishingly small. On the other hand, addressing the funda-
mental question of what is the highest achievable T, for a
given microscopic electronic model is of self-evident interest.
Given any electronic system with a few characteristic (“bare”)
energy scales, such as the bandwidth W, typical interaction
strength U, Debye frequency wp, and so on, it is reasonable
to expect that 7, < max(W, U, wp, . ..). In reality, the actual
T. is typically much smaller than any of these energy scales.
The key difficulty in trying to engineer higher temperature su-
perconductors is that optimizing the pairing (gap) scale often
comes at the expense of the phase-coherence scale [1-3].

The discovery of superconductivity in moiré materials
[4-9] has ushered in a new era, where the enhancement
in the pairing gap-scale and the phase-coherence scale do
not necessarily compete against one another. The common
ingredient across these materials is a set of partially filled
isolated bands with a narrow bandwidth and an interaction
strength that is comparable to, or larger than, the bandwidth.
It is conceivable that there exist nonperturbative regimes (e.g.,
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in the flat-band limit) beyond the conventional BCS picture
of superconductivity, where the interaction-scale enhances
both the pairing-gap scale and the phase-coherence scale.
However, addressing this regime should not rely on an un-
justified application of “weak-coupling” BCS theory and its
various stronger coupling extensions (that rely on an adia-
batic connection to the weak-coupling regime). In the absence
of controlled analytical methods in this new nonperturba-
tive regime, a number of numerically exact quantum Monte
Carlo (QMC) studies have demonstrated unambiguously that
interacting, nearly flat bands can support superconductivity
[10-14]; see also Refs. [15,16] for some exactly soluble
models. However, infinitesimal perturbations can destroy
superconductivity and induce competing orders [10,14]; pre-
dicting this competition reliably lies well beyond the scope of
any weak-coupling approach.

The goal of this paper is to address the following
fundamental question regarding superconductivity: Given a
microscopic electronic model with a single-particle spec-
trum involving multiple isolated bands and density-density
interactions, what is the highest 7. that can be achieved
if the low-energy physics is determined by only a subset
of partially filled bands? We are interested in problems in
two-dimensional systems, where 7, is limited by phase fluc-
tuations and the transition is determined by the criterion
T. = nD(T.)/2 [17], where D is the superconducting phase
stiffness. Therefore, the above question is equivalent to ad-
dressing what bounds D, from above at low energies. While
the question is sufficiently general and relevant for numerous
electronic solids, we primarily focus on examples involving
isolated bands with a narrow bandwidth, as is relevant, e.g.,

©2024 American Physical Society
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FIG. 1. A typical noninteracting dispersion obtained for twisted bilayer graphene (TBG) near magic-angle (¢ = 1.12°) using a continuum-
model [24] with ratio of interlayer-hopping parameters, k = waa/wag = 0.7. A specific cut along a high-symmetry direction is shown in
the moiré Brillouin zone. A goal of this paper is to obtain an estimate of D, for simpler models involving (a) isolated nearly “flat” bands
at low energy that are well isolated from the dispersive remote bands, as shown in the zoomed-out band structure in panel (b), taking into
account the contribution of the projected density-density interactions, H.i = PHP. The contributions involving the other projections QHQ
and (QHP + PHQ) are also shown; see Eq. (18a). As a matter of principle, the electromagnetic response associated with any subset of bands
[e.g., either those in panels (a) or (b)] derived from the original band for untwisted, decoupled layers of graphene must necessarily include a
contribution from the projected interactions that couple to the vector potential.

for moiré materials. Relatedly, in problems involving isolated,
nearly flat bands where there is a tendency towards the for-
mation of excitonic superfluidity, we address the question of
what is the largest possible excitonic phase stiffness, without
invoking any Hartree-Fock approximations.

The superconducting phase stiffness is related to a dia-
magnetic, i.e., an electromagnetic response. To compute such
response functions for the low-energy theory, we have to
couple an external (probe) vector potential to the low-energy
“active” degrees of freedom. The usual way to do this for elec-
tronic (tight-binding) lattice models, where the information
for all of the UV degrees of freedom are retained is to carry out
a Peierls-type substitution. However, for models projected to
topological bands with a finite Chern number (where a tight-
binding description does not exist), or continuum-type models
defined directly in momentum-space which are often the
starting point for describing moiré systems, the correct pro-
cedure is a priori unclear. Moreover, computing the effective
low-energy electromagnetic response requires one to system-
atically integrate out the effects of high-energy (remote) bands
to obtain a theory associated solely with the active bands of in-
terest. We focus on some of these subtleties and clarify various
misconceptions regarding what the effective low-energy elec-
tromagnetic response for the models of interest should entail
using the band structure of twisted-bilayer graphene (TBG) as
an illustrative example in the remainder of this section. We
address the question specifically for TBG and related moiré
materials in an upcoming publication [18].

For the low-energy electromagnetic response for problems
of interest to us, working with the entire single-particle spec-
trum that contains all electronic bands is not desirable (and
often unnecessary). To illustrate this point, it is best to take
the case of TBG as a concrete example. First, it is possible
to start with a microscopic tight-binding model for the two
sheets of graphene and include the interlayer hoppings to

arrive at a microscopic tight-binding model for TBG. Clearly,
this includes all the information about the individual atoms
inside the large moiré unit cell in TBG. However, this UV
Hamiltonian has an electronic bandwidth set by the bandwidth
of original graphene [i.e., O(eV)], albeit with many folded
bands, including the isolated flat band of interest to us. If one
starts with the (screened) Coulomb interaction, it is possible
to obtain the electromagnetic response associated with the
full Hamiltonian, which necessarily includes the contribution
from all the bands. In this approach, the density-density in-
teraction does not couple to the external vector potential, but
the microscopic current operator includes inter and intraband
contributions from the entire spectrum. On the other hand, if
we are interested in the low-energy response associated with
just the isolated “flat” bands [Fig. 1(a)], or even a subset of the
“remote” bands [Fig. 1(b)], it is no longer legitimate to ignore
the contribution of the interaction terms to the electromagnetic
response. As will be demonstrated in this paper, the act of pro-
Jjecting the interactions to the “target” set of bands (which can
include a subset of the remote bands) and integrating-out the
higher-energy bands leads to nontrivial interaction-induced
contributions to the electromagnetic response. Note that this
statement does not rely on the nontrivial (fragile) topolog-
ical character associated with the bands in twisted bilayer
graphene [19-22], and these considerations are relevant even
for topologically trivial bands. This paper will extend our re-
cent approach [23] and outline a clear procedure to: (i) couple
a probe vector-potential to the active charge-carrying degrees
of freedom in the low-energy effective theory, without requir-
ing any “wannierized” description, to obtain the diamagnetic
response, and (ii) integrate out the contributions from remote
bands via a Schrieffer-Wolff (or a similar approach perturba-
tive in the inverse gap to remote-bands) transformation. One
of the main objectives of the present paper is to apply the
resulting formalism to interacting flat-band models to derive
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upper bounds on D, and compare against numerically exact
results for the same obtained from QMC. With a simple mod-
ification, we will also be able to use the same basic setup
to compute the “exciton phase stiffness” for two-component
flat-band systems in the strongly interacting regime. To gain
additional complementary insights into these interacting cor-
relation functions, we evaluate them explicitly for one of the
best studied examples of a topological flat band, namely, the
lowest Landau level.

The remainder of this article is organized as follows: In
Sec. II we formulate the basic setup of the problem and
discuss the simplified limit of a multiband model of non-
interacting electrons as an illustrative example. In Sec. III
we introduce two complementary methods to evaluate the
transverse electromagnetic response for density-density inter-
actions projected to isolated flat bands. Section IV applies
the framework to two concrete microscopic models involving
topological bands as well as bands with fragile topology,
where sign-problem-free QMC computations have obtained
the actual D;. In Sec. V we extend the above framework to
compute the stiffness associated with an excitonic superfluid,
where the probe gauge-field is distinct from the physical
gauge field. Section VI focuses specifically on applications
of the above methods to lowest Landau-level-like wave func-
tions with a (non-)uniform distribution of Berry curvature. We
conclude with a discussion of the relationship of this work to

J

2
Drude weight: D = %[(KXX
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%

Superfluid stiffness: D =

Longitudinal response: (Kxx

[

where the diamagnetic term and paramagnetic susceptibility
are defined as

_ 82H[A] @
MU SALSAL 4Ly
Yoo (s @) = f A o, I (=g, 0. (3)
0

and J, is the current operator. The expectation values {...)
are taken with respect to the thermal density matrix. Note that
gauge invariance requires that the total longitudinal response
vanish.

In general, we are interested in computing the electro-
magnetic response (specifically, D) for any electronic lattice
Hamiltonian involving a set of multiple orbitals (including
spin), where the electrons interact only via density-density
interactions as

H = Hyjn + Hiy, (42)
Hyin = Yt r = 1r)clyc,, — 1N, (4b)
(40)

[{int = Zv(r - r/)nrnr’-
r,r

Here ¢,q, cIa denote microscopic electronic operators at site
r with spin (and orbital) labels «, o', with a matrix fo, (r — ')

earlier works based on application of BCS mean-field theory,
focusing specifically on the role of the Fubini-Study metric,
and outline some of the open questions in Sec. VIIL.

II. PRELIMINARIES

In this section, we summarize the scope of our discussion
in terms of the family of models that we analyze in this paper
and the computational setup that forms the basis of much of
our analysis. We also discuss the example of noninteracting
electrons with an energy spectrum involving isolated bands as
a warm-up exercise to highlight the need for general caution
while using minimal-coupling and projection to compute the
electromagnetic response.

A. Review of electromagnetic response functions
for multiband Hamiltonians

We begin this section by recalling the paramagnetic and
diamagnetic response functions associated with electronic
models, and the three distinct limits associated with how the
(transverse) momentum and frequency are taken to zero. As is
well known, these limits correspond to very different physical
settings [25] and we discuss their properties below. Starting
with the full paramagnetic current susceptibility x,,(q, ®)
and the diamagnetic response K,,,,, the distinct response func-
tions are given by

— xx(g =0,0 — 0)], (la)
[{Kxx) — xxx(gx = 0, qy — 0,0 =0)], (1b)
- Xxx(Qx - 07 qy = 05 w = O) == 0, (10)

(

determining the full noninteracting band structure. The chemi-
cal potential u couples to the (global) conserved U (1) density,
N=Y,.n=Y,,clc, Inparticular, we are interested in
the limit where the noninteracting bandwidth of the low-
energy “active” bands W and the interaction V are much
smaller than the band-gap A separating the active bands from
the remote bands.

We emphasize at the outset that for simplicity we have
ignored other types of interactions, including most notably
the electron-phonon interaction. This is an important point,
since the form of the interaction determines how an external
vector potential A couples to the Hamiltonian. For the full
Hamiltonian introduced above, A couples only to Hy;, and not
to H;, via Peierls’ substitution [26]. From the definition of the
current and diamagnetic term, it is readily seen that

SHI[A] A
Ju(q, — 0) = 5A = —i[X,, H], (5a)
n 1A—=0
K S HIA] [X.,[X,, H]], where (5b)
) = =— X, , Where
g SAM(SAV A—0 g
XM = focfci (5¢)
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is the many-body position operator. Note that the current op-
erator and the diamagnetic term do not depend on the choice
of origin of the position operator since changing the origin
results in a constant shift of the position operator, which
commutes with the Hamiltonian. Starting with these observ-
ables, one can compute the response functions as introduced
in Eq. (1b) in a specific many-body state. It is useful to realize
that when dealing with the entire spectrum of Hy;,, nominally
J,, and K, depend explicitly only on the entries of toq(r — 1)
and not on the interactions. However, the dependence on the
latter enters implicitly when evaluating the expectation values
(Kxx) and yxxx in the many-body state [26].

In principle, it is possible to calculate the superfluid stiff-
ness Dy, if the many-body spectrum for H is known and the
microscopic current J,, and the diamagnetic terms K,,,, are as
defined above. In practice, for the moiré-like systems, where
we are only interested in a subset of the bands associated with
Hyin and a reduced Hilbert space, the computation is more
nontrivial. Starting from the effective Hamiltonian H.g, the
question we want to address is, what is the correct method
to introduce gauge coupling to the external vector potential,
He[A], such that we can calculate the response solely in
terms of the low-energy degrees of freedom?

As we show in Sec. III, our formalism yields

4D,
= = [k — x5 (@ = g = 0.9y > 0)], . (6a)

Keff _ lazHeff[A]
x 2 S8ABA,

e
Xl q) = (I (@) (—q)), (6b)

where K¢ is the effective diamagnetic contribution and
xS is the effective current susceptibility, with JT =
—8H.[A]/5Ax. A priori, obtaining H.i[A] given the UV
Hamiltonian H in Eq. (4a) is a nontrivial task. As we demon-
strate in the remainder of this section, even for noninteracting
electrons, there exist subtleties when introducing gauge cou-
plings in effective Hamiltonians.

As a side remark, importantly, there is a “partial f-sum
rule” that relates (Kf)ff) to the integrated (longitudinal) optical
spectral weight associated with Hg [23,27],

where A is chosen to lie inside the gap to the remote bands.

B. Warm-up example: Multiband model
of noninteracting electrons

This section provides a brief exposition to some of the
subtleties that can arise when adopting different procedures
for introducing a vector-potential in a theory with multiple
separated electronic bands. Interestingly, these differences can
already be seen in the limit where Hj, = 0. To be clear,
in the absence of interactions, the models do not have the
possibility of supporting superconductivity (i.e., D; = 0) and
so we will not make any reference to “bounds” on T.. Instead,
we consider the electromagnetic response for Hy;, in various
noncommuting limits of {g., g,, @} — 0 in the limit of a
weak probe gauge field, A, — 0, A, = 0, and analyze the key
differences.

The diamagnetic susceptibility contains three classes of
terms,

(Kx) = Z f(gkm)[aligkm + Ekm((uk,m|aliuk,m)

k.m

+ <a]iuk,m’uk,m)) + 2<akxuk,mmk|akxuk,m>]’ (®)

where f (&) = (czmckm) is the Fermi-Dirac distribution and
fzk = Zm Ekm|Uk,m) (Uk | 1S the Hamiltonian in momentum
space. It is important to realize that, ultimately, only the first
term in Eq. (8) contributes to the physical response, once the
contributions from xxx are included in the full D;. In fact, the
above observation already illustrates that (Kyx) does not pro-
vide an “intrinsic” response associated with the active bands
since it depends on the band-gap between the active band
and remote bands. Therefore, in order to obtain an intrinsic
response function, one must take into account the contribution
from the paramagnetic term xxx(q, ®).

A e Evaluating xxx(¢ = 0, ® — 0) leads to the straightforward
/ do Re[of ()] = T(Kff), (7)  result,
0
J
(ot O e | ) (1| O, ok |t )

K@= 0,0 0) =2 " flegm)ll — f(ekn)] (%a)

k,m,n Ekn — Ekm
=2 Zf(Skm)((ak,uk,mmk — Etom | Ok, Ukm)) - (9b)

k,m

When combined with (K,4), this leads to the usual Drude
weight,

4D
— =D F )b e (10)
k,m

At T = 0, the above quantity only depends on the partially
occupied bands.

The static limit, ¢ — 0, w = 0, relevant for the superfluid
stiffness is fundamentally different from the limit just con-
sidered above. For ¢ = 0, the only nonvanishing contribution
to xxx arises from interband terms (m # n). On the other
hand, since J(q) connects states with different momenta for
q # 0, intraband terms with m = n can contribute to xxx.
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This leads to

K@ = 0,0 =0) = im2 37 fex, )1 = f (k)]

k,m,n

(g, | Ok, P\ ure_ ) (Ui | Ok, P |, )

Ek_n — 8k+,m

(11a)

= Xxx(q = 09 w — 0) -2 Zf(gk,m)aek_,,,f(gk,m)(akx[?‘k,m)2

= Xex(@ = 0,0 = 0) + > (k) k-
k.m

where k. = k & ¢/2 and the second line is obtained by ex-
panding in a small q. Note that the final result in Eq. (11b)
does not depend on how ¢ — 0, and we obtain Dy = 0, as
expected for noninteracting electron systems.

An alternative approach towards obtaining Dy is to work
directly with the Hamiltonian projected to the active bands.
We denote the quantities computed using the projected Hamil-
tonians with an “~”. A simple-minded application of Eq. (6b)
leads to unphysical results, as we demonstrate below. For the
sake of simplicity, let us consider only one active band, such
that

(Ko) = Y f &) | OF Pl
k

=Y FE@[7 ek — 2exg (0], (12)
k
where Iy = ex|ug) (ug| is the projected Hamiltonian and
8xx(k) = (O, uxe| (1 — |} Qutge| )] O, k) (13)

is the quantum metric. The paramagnetic terms, xxx(q¢ =
0,w—>0)=0 and ¥ x(@—>0,0=0)=), f(sk)alisk.
The “response functions” obtained from K., and ¥y, are
unphysical if we blindly apply Eq. (6b). First of all, they are
not intrinsic because (Kyx) depends on the actual value of
the energy & itself (instead of its derivatives with respect
to k, the bandwidth, etc.). Even more surprisingly, we get
a nonvanishing longitudinal contribution, which seemingly
“violates” gauge invariance. This violation can be viewed
as the consequence of the nonunitarity of the induced gauge
transformation, when restricted to the projected Hilbert space
[23]. For example, for an infinitesimal gauge transformation
generated by Us = ¢”, the transformation restricted to
the projected Hilbert space associated with only one active
band gives ¢ — [PU;ckU,;[P = Ck+6(U|Upss), where P is the
projector. This restricted transformation is not unitary; for
instance, if § = 6%, the measure of the path integral changes
as |(ug|urrs)|? ~ 1 — 8%gy (k), which explains the origin of
the extra g« (k) piece in Eq. (12). Note that the issue of the

J

[ﬁ‘h’ Hkm] = Z C]'g,mck_qx@mm/<uk,m|uk7q,(€’x,m’)(8k7q,(éx,m’ - 8k,m)

k,m,m’

= Z C]L,mck,qxgnm/<uk,m|hk—qxéx - hkluk—qxéx,m/)

k,m,m’

— i oo VR wo — R 0 .
- Z Ck+%,mck7%,mr<”k+%,m|hk7% hk+%|”k7%,mr)~

k,m,m'

k,m

(11b)

(

nonunitarity of the restricted gauge transformation is more
prominent in a topological band since the quantum metric is
bounded from below by the Berry curvature. Generically, for
any band with a nonvanishing quantum metric, even when
it is topologically trivial, the issue arises due to the fact that
the gauge transformation is not diagonal in the band basis.
Therefore, in order to calculate the electromagnetic response
correctly, it is important to “integrate over” the high-energy
degrees of freedom rather than simply “projecting” them out,
as we discuss in Sec. III below using two different approaches.

C. Transverse vs longitudinal response in the limit
of zero wave vector

Before moving on to the effective response functions for
interacting electron systems, we elaborate briefly on the dif-
ference between various limiting cases. As we demonstrated
in Sec. II B above, different ways of approaching the limit of
g — 0 and w — 0 can yield different results. To gain a better
understanding of this, let us begin with the current operator,

L@ =) 6 an gttt ). (14)

k,m,m'

and consider the noncommuting limits of ¢ — 0 vs @ — 0.
In the limit of ¢ — 0, schematically J,(q) = J,(g = 0) + ¢ -
[047,.(@)]g=0 + O(qz). Although the difference between g = 0
and ¢ — 0 is only proportional to g, we cannot set ¢ =0
from the outset when evaluating xxx(¢ = 0, @ = 0) since
the propagator can diverge as 1/q. This is precisely why we
get a finite Drude weight but a zero superfluid stiffness for
multiband noninteracting electrons in Sec. II B.

Let us now discuss the distinction between transverse ver-
sus longitudinal current response. For the longitudinal current
at long wavelength, say J.(g, — 0), it can be related to the
commutator of Hyj, with the density operator at finite wave-
length, p, = C;_mcquhgx,mr(“k,m|“quXéx,m’)’ where &, is
the unit vector along the x direction. The commutator is given
by

(15a)
(15b)

(15¢)
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Expanding around g, = 0, we obtain

[ﬁqxv Hkin] = —qx Z CZ_;'_%,mck_%’mr(ukjt%,m|8kxl:\lk|uk7%,m’> + O(q,%) = _CIxe(qxéx) + 0(61)%) (16)

k,m,m’

We can therefore write J, (g, — 0) as

d[p 7Hin s
Ji(gy = 0) = — lim Py, Hhanl _ —ilX, Hxinl,  (17)
4x—0 dq,

since the matrix element of p, between two states is ul-
timately (m|eiq'*)2 |n), where X is the many-body position
operator as before.

From Eq. (17), it is readily seen that the longitudinal re-
sponse should vanish by considering an infinitesimal unitary
transformation U, = ¢X Let us denote the Hamiltonian and
its ground state after applying U, as H[«] and |¢,), re-
spectively. The longitudinal response is then proportional to
802[((%[ |H[o]|¥)), which vanishes following the unitarity of
Usy.

On the other hand, the transverse current, say J,(g,é,), can-
not directly be related to the commutator of the Hamiltonian
with the many-body position operator. Therefore we need to
refer to the original definition in Eq. (14) and keep track of the
noncommuting limits when calculating x..(g, — 0, @ = 0),
as we highlight below in the general interacting problem.

III. DIAMAGNETIC RESPONSE FROM EFFECTIVE
LOW-ENERGY THEORY

Given a band structure of the form shown in Fig. 1(a), we
are interested in the low-energy electromagnetic response of
partially filled bands (up to an energy Er), with a character-
istic bandwidth W, separated from the remote bands by an
energy gap A. As noted in our earlier discussion in the context
of twisted bilayer graphene in Fig. 1, the “active” bands could
be any subset of the narrow and dispersive bands. We then
proceed to decompose the many-body Hamiltonian into two
pieces, using the projection operators P and Q =1 — P,

H=H,+H,, (18a)
H, = PHP + QHQ, (18b)
H,= PHQ+ QHP. (18¢)

The operator P projects the many-body states to the Hilbert
space H, with partially occupied active bands and fully oc-
cupied (empty) lower energy (higher energy) remote bands;
see Fig. 1(a). The action of the different terms in the many-
body Hamiltonian is shown schematically in Fig. 1(a). In the
absence of the external probe gauge field, the effective Hamil-
tonian is given by He = PHP = PH,;[P. However, coupling
the theory to an external vector potential induces “mixing”
between the different sectors of the theory. The next two sec-
tions provide a complementary understanding of organizing
the leading nontrivial contributions of such mixing terms to
the diamagnetic response.

A. Effective electromagnetic response using Schrieffer-Wolff
transformation

In a recent article [23], we developed a formalism to
correctly evaluate (K°) using a Schrieffer-Wolff-type (SW-
type) transformation [28,29] in the presence of a small probe
gauge field A. In Sec. III B, we present a complementary
method that arrives at the same set of results. For peda-
gogical reasons and to make the contrast between the two
methods clear, it is useful to provide a brief summary of
the SW transformation here; see Ref. [23] for further details.
We express H[A] = H;[A] + H,[A], where H,[A] couples
together the active and remote bands. Since the goal is
to obtain an effective Hamiltonian that does not have ma-
trix elements between these_two sets of bands, we carry
out a SW transformation, H[A] = ¢TI H[Ale T4 where
(m|T[A]|n) = (m|H,[A]|n)/(E,, — E,). Here m, n correspond
to energy levels of Hy[A] with |E,, — E,| > A. The resulting
Hei[A] = PH[A]P, introduced in Eq. (6a), is given by

1
Heii[A] = PHu[A]P + 2 Z [(mlHo[A]IE)(ZIHo[A]IM

m,neH,
L¢H

1 1
_ 1
8 (Em—Ee Ee—En):| A {19

where we ignore higher-order terms in 1/A and A. The
effective current J, susceptibility, x, and diamagnetic con-
tribution K¢ can be obtained by expanding Eq. (19) up to
second order in A and calculating the appropriate derivatives
as in Eq. (6b). In the absence of an external A, note that (PHP)
is independent of A, while the second term in Eq. (19) above
is O(V?/A). For A # 0, both of the terms above contribute an
O(A) correction to the O(A?) terms. As shown in Ref. [23],
these corrections have to cancel out as the effective low-
energy theory should be perfectly well defined in the A — oo
limit.

The effective current operator and the diamagnetic re-
sponse can be obtained by taking an appropriate number of
derivatives with respect to A in Heg[A], leading to

I — 0) = PU,(q — 0) +ilX,, H,DP,  (20)
(K:T) = —([PXP, [PXP, PH,P]]). @1

For the effective current operator, the second term arises from
mixing between active and remote bands [30]. Moreover, the
above results indicate that ultimately only the projected de-
grees of freedom enter both quantities. As was emphasized in
Ref. [23], we can interpret Eq. (21) as the response a}rising
from an “effective” gauge transformation, UST = ¢FXF in-
volving the projected position operator, PXP. The projected
gauge-transformation is natural, given that there is an emer-
gent conservation law associated with only the number of
electrons in the flat bands.
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In contrast, the “naive” analysis for computing the dia-
magnetic response would have been the following: project
interactions to the flat bands (in the absence of a vector-
potential) to obtain the effective theory and then carry out a
simple gauge-transformation for all the electrons, where the
vector-potential couples to the global-charge, via

(ki) = lim 92{UsPHP(U;™)'), (22)

where UMve = ¢iX jg the standard gauge-transformation as-
sociated with minimal-coupling. Note that (K"3*¢) cannot be
viewed in general as a “looser” bound on the superfluid stiff-
ness, since its magnitude is not necessarily larger than (K¢TT).

We note here an important physical property of the SW
transformation that is tied to its unitarity. For any response
function, we are interested in quantities of the following type,

SHI[A] >
H[A]7

(IA]-- g = < (23)

SA
where J[A] is the current in the presence of a finite A and
(- )Hia) denotes the thermal average with respect to the

Hamiltonian coupled to A. Now let us consider a unitary
transformation U[A], H[A] = U'[A]H[A]U[A]. Then,

TIAL- ) gy = UIAT - g, 24)

where JN[A] =8H [A]/8A is the current associated with the
new Hamiltonian H[A]. This demonstrates that instead of
using the microscopic current J, and diamagnetic term K,,,,
we can use the effective ones given by the SW transformed
Hamiltonian H[A] to compute the relevant correlation func-
tions. If we keep all the terms in the SW transformation, the
effective current and diamagnetic term would be exact. The
only approximation in our formalism is tied to the truncation
of the SW transformation by ignoring the terms suppressed in
1/A.

In the next section, we arrive at the same set of results using
a different method.

B. Effective electromagnetic response from perturbation theory

In this section, we present an alternative approach, which is
best thought of as a perturbative expansion in (V/A); however,

J

in what follows we will also be able to obtain the important
O(A) terms explicitly. Let us denote the ground state of the
full Hamiltonian, H, as H|GS) = E(|GS). Clearly, the ground
state of the effective Hamiltonian Hey = PHP = PH,P is
also the ground state of Hy, i.e., H;|GSp) = ngflGSO). We
can then obtain

IGS) = |GSo) — Q QH,P|GSo) + OL(V/A)*], (25)

Hy — EF

, 1
Ey = E" — (GSo|PH,Q—————
0 0 < 0| QHd _ ngf

QH,P|GSp). (26)
Analogously, we can also perform a perturbative expansion of
the response function. Let us begin with the expression for the
full diamagnetic response, where, starting with Eq. (5b), we
obtain

(Kxx) = 2(GSIX (H — Eo)X|GS). 27)
Similarly, the full expression for the paramagnetic current

susceptibility, xxx, can be obtained using the Lehmann repre-
sentation and setting w = 0,

Xxx(q = 0, 0 = 0) =2 im (GS|Jx(q) Jx(=q)IGS).
q—

H—E,
(28)

Note that different ways of approaching ¢ — 0 can yield
different values of xyx, and is controlled by the behavior of the
propagator (H — Ey)~! around its pole, which only matters
when Ji(¢q) acts within the active bands. This can already be
seen based on the discussion in Secs. [I B and II C. Hence it
is convenient to express Jy(g) in terms of its projection J and
other “interband” contribution Ji" as

111% J(q) = 111% PJ ()P — i[X, H] + iP[X,HIP (29)
q— q—
=J0 (30)

where Jf = limy_,o PJx(q)P. '
Let us first consider the contribution from J;‘“,

(GS|J™(H — Eo)~'J™|GS) = (GS|X (H — E¢)X|GS) + 2Re[(GS|XP[X, H]P|GS)]

—(GS|P[X, HIP(H — Ey)"'P[X, H]P|GS).

(31a)

Note that the first term above is exactly proportional to (K, ). Since P[X, H]P ~ O(V), we only need to retain terms that are
independent of A in P|GS) and P(H — Ey)~'P, which are |GSy) and P(H,; — ngf)’1 P, respectively. Therefore,

2(GS|J™(H — Eo) ' JI™|GS) — (Kxx)

= —4(GSo|XP(Hs — E§")PX|GSo) + 4Re[(GSo|X P[X, H,]P|GSo)]

—2(GSy|P[X, Hy + H,IP(H, — ngf)’1u>[)2, H; + H,)P|GS,)

N N . 1 " y2
= —2(GSo|XP(H; — ESTYPX |GSy) — 2(GSo|[X, H,]P————P[X, H,]|GS ol — ).
(GSo|XP(Ha — E5")PX|GSo) — 2(GSoll 1 Hy — Eg [ 11GSo) + (A)

Next, we consider the mixing term between Ji™ and J?,

‘ s v?
(GS|J2(H — Eo)”'J™|GS) = i(GSo|J,P(Hy — E§") '"PIX, H,)PIGS,) + 0<K>'

(32a)

(32b)

(33a)
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F(k1, k2, q)
ma A — A
= Z O Dlgél — z1
mi,ma,ms3,mg
ms |
my | <uk1|uk1—Q>

ms

Mo

X
QWL k1

- <uk1|ukﬁ1—Q> X my | i2—

<Uk1 ’uk1—q> X my | <uk2’uk2+Q>
+
ms —X I = -
my | DZEJQ | D/f? | <uk‘2 ’uk2+Q>
4
ms |

(qu |Uk2+q>

FIG. 2. A schematic expression for F (ky, k», q) in Eq. (37). The labels m; represent orbital indices and the solid lines that link the blocks

denote the different index contraction.

Finally, we combine all the terms together to obtain

(Kxx) — Xxx(g — 0,0 =0)

= (Kxx) — 2(GS|(J2 + J™)(H — Eo)" " (J? + J™)|GS)

= 2(GSo|XP(H, — E§")PX|GSo)

2
—2lim (GSolf"v(PI(q)P +ilX, H)D)(Ha — EST) ™ (PU(q)P + iR, H,DIGSo) + 0(%)

which agrees with our previous result obtained using the SW
transformation in Sec. IIT A; see Egs. (20) and (21). Although
being conceptually the same, there is a practical difference
between the two approaches. In the perturbative approach of
computing the response functions as discussed in this section,
the effective current operator is constructed retrospectively,
whose form is unknown a priori. On the other hand, the
Schrieffer-Wolff transformation naturally yields the effective
current operator directly.

IV. APPROXIMATE UPPER BOUNDS ON
SUPERCONDUCTING T,

The formalism we have developed in Sec. III is useful
for clarifying a number of issues with regards to computing
the electromagnetic response of generic interacting models.
We focus now on a practical application of this formalism to
evaluate the maximum possible superconducting 7;. The re-
mainder of this section is organized as follows: In the next few
sections, we apply the formalism to evaluate (approximate)
upper bounds on 7, for various sign-problem free models
where the actual 7. is already known from unbiased QMC
simulations.

As noted above, in two dimensions, T. = wD(T.7)/2.
Since the effective paramagnetic term x ¢ is positive semidef-
inite, Dy(T) < (€2 /4)(Kf£f)T, where (- - - )7 denotes the ther-
mal average in the many-body state. Importantly, both the
kinetic energy and the interaction terms contribute to (K&if)7,
which involves evaluating a multiparticle expectation value.
Doing this exactly for a given Hamiltonian is typically impos-
sible, unless a detailed knowledge of the actual many-body

(34a)

(34b)

(

state is already available. The general expression for Hamilto-
nians of the form in Eq. (4a) can be written as

Koty 325kmm’ i
( XX >T - Z k2 <Ckmckm’>
k,m,m’' X
+ Z V(q)F(kl’kz’q)<cllmc£2m’ck2+qm”Ckl—qm”’)’
ki.ky.q
(35)
where
gkmm’ = Skm‘smm’ + Z V(q)(ukmluk—qn)(uk—qn|ukm’) (36)
q.n

is the electronic dispersion including the renormalization from
the interaction and

Ax Ax 12
Fky, ko, q) = [’Dk1 + Dkz] (uk|m|uk|—qm”’><uk2m’|uk2+qm”>-
(37)

Note that both of the interaction-induced contributions arise
from normal ordering. Here ZA),’{‘I is a four-leg tensor operator
acting on the form factor (see Fig. 2 for an illustration), which
can be viewed as a “covariant” derivative in k space and 75,‘;1
acting on the form factor as,

['D]/:]mm/,nn« (Uge o | —q.1)
= (ak,‘ Sm Sy — lA;:

qm
P lAk_q’,,f,,mem')
X Uge, |uk—q,n/)’

(38)

vyith A,’: oy = LUk, | Ok, Uge ) the multi-orbital Berry connec-
tion.
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Since we are only interested in obtaining an upper bound,
we can replace the many-body expectation values by a con-
stant that depends only on the band filling. We can bound
the expectation value (c cﬁc cg) < C(v) = min{v, npax — v},
that depends only on the filling v relative to the maximum
filling ny.x associated with the active-band [27]; the indices
denote any combination of momentum and orbital labels. Note

J

Finally, we obtain

D, < C(v)

1 | 0%
4 Xk: ‘ k2

that for the sake of simplicity we are effectively evaluating
these quantities at 7 = 0 with the assumption that D;(0)
provides an approximate upper bound on 7; this is not neces-
sarily guaranteed for all microscopic models [31]. However,
for the microscopic models where we apply our framework,
we compare our estimated upper bound on D(0) with the
same quantity obtained directly from QMC.

1
+Zk; \V(@)F (ki, k2, q)| | (=DP"). (39)
1,K2.9

A. Sign-problem-free model with topological Chern bands

An unambiguous (and unbiased) demonstration of superconductivity in a flat-band system was presented in Ref. [10] in
a model of topological bands with an on-site attractive Hubbard interaction. The time-reversal symmetric model consists of
C = %1 bands, where the different Chern bands are tied to opposite spins, ¢ =4, |. The explicit lattice model, H = Hyi, + Hin,
defined on a two-dimensional (2D) square lattice is given by (U > 0),

Hin = | —11 Z e‘¢'/clgcja—t2 Z s,j2 16Cio — 1 Z cla ¢;, +Hec. —,LLZn,,

(i,))2,0

U
Hiy = 5 Z(”i - 1),

where c . (ci g) are fermion creation (annihilation) opera-

tors, n; = ZU mc,[r is the local density, 71, t,, t5 denote the
first-, second-, and fifth-nearest-neighbor hopping parameters,
respectively [see inset of Fig. 3(b)]. The second-neighbor
hopping 7, differs in sign between unit cells and ¢; = — 177
with ¢>1.Tj = &+ /4. The density is tuned by varying the chem-
ical potential u. In the numerical study, results for various
correlation functions (including Dy) were obtained for two
different bare bandwidths for the flat bands, with “flatness
ratios” F' = W/ Agyp = 0.2, 0.009; see Fig. 3(a).

We now obtain a conservative upper bound on the value
of Dy < & (Ke“) at T = 0. While 7, is only determined by
D,(T,”), our bounds are approximate enough that these sub-
tleties will not affect the results. We obtain these approximate
bounds starting with (i) the full theory, (ii) the projected model
based on the “correct” (i.e., effective) gauge transformation,
and (iii) the projected model based on the “incorrect” (i.e.,
naive) gauge transformation. Clearly, the bound based on (i)
is not particularly useful since it includes the full optical
spectral weight (including contribution from the higher band
and interband matrix elements); see Fig. 3(b).

We plot D" in Fig. 3(b) as a function of f,. The main
effect of varying 7, at the level of the noninteracting band
structure is to change the quantum metric and Berry curva-
ture distribution in the Brillouin zone. Although not directly
related to Dy, the integrated quantum metric has a similar
trend to the bound D;™*. Relatedly, the momentum sum
in Eq. (39) includes contributions from terms that are not

(40a)

(i,])s.0

(40b)

(

simply determined by the quantum metric. Interestingly, the
extremely conservative and approximate bound we obtain is
about four times the exact value for Dy(T = 0) obtained from
the QMC computations (which is ~0.02U). The numerical
integrals were performed using the vegas package in Python
[32].

B. Sign-problem-free model with fragile topological bands

Going beyond topological Chern bands, a recent QMC
based analysis was also employed to study superconductivity
in flat bands with a “fragile” topology and an on-site attrac-
tive Hubbard interaction [11]. The Hamiltonian defined on a
kagome lattice is of the form

Hyip = Zc,zgflkck,o, (41a)
k,o
=Y > -1y (41b)
nt 2 i 1 )

where n; = ZU ¢;, Cio s the local density and the spin-up and
-down electrons have the same kinetic Hamiltonian fzk defined
in momentum space. For the kagome-3 model (see Ref. [11]
and references therein),

2cosk - a, fik) frk)
=] fitk)  2cosk-(a;—ay)  fstk) |, 42
k) k) 2cosk -a;

024507-9



DAN MAO AND DEBANJAN CHOWDHURY PHYSICAL REVIEW B 109, 024507 (2024)
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FIG. 3. (a) Electronic dispersion for the lattice model in Eq. (40a) for two different values of 5 with#; = 1 and , = 1/ V2.F = W/Agap
denotes the flatness ratio for the lower band. (b) The numerically evaluated value for D;P**' /U obtained from Eq. (39) (on a log scale)
as a function of 7,. The inset depicts the hopping parameters associated with the model in Eq. (40a); solid (dashed) lines between second
nearest neighbor denotes the sign structure. The blue, orange, and green curves denote the upper bound obtained using the “effective” gauge
transformation [Eq. (21)], the “naive” gauge transformation [Eq. (22)] and contribution from the full spectral weight involving both bands (for
U = t,). The blue dot denotes the QMC result from Ref. [10] and the magenta cross denotes the contribution from only the pair-hopping terms

after performing a Wannierization for the flat bands (see Ref. [27] for details).

where  fi(k) = 1 + %@ 4 k@ 4 pik@—a) Hlk) =
14+ eik-al + efik-az + eik-(alfaz)’ and fS(k) =1+ efik-al +
emikar | pk@i—m) with g, = (1,0), ar = (1/2,/3/2); see
Fig. 4. The spectrum for Hy;, has two exactly flat bands at en-
ergy € = —2 and a third dispersive band with a finite-energy
gap, € =4+ 2[cosk-a; + cosk-a;+cosk - (a; —ay)].
The two degenerate flat bands are fragile topologically [11].

J

Additionally, by introducing a fourth orbital to the kagome-
3 model and turning on a nearest-neighbor hopping to the
original sites, the low-energy bands can be either made topo-
logically trivial or can remain topologically fragile depending
on the position of the additional sites [11]. If the additional
sites are at the 1la Wyckoff position (Fig. 4), the low-energy
bands become topologically trivial with three exactly flat
bands at ¢, = —2. To be explicit,

[2 _92 | [(1 + eik-az) t(eik-al + eik-az) t(l + eik-al)\
A (1 + e o)
hk,4,trivia] = t(eiik'a‘ + e,,‘k.az) ilk P (43)
(1 + eka)

where 7 is a hopping parameter. On the other hand, if the
additional sites are at the 1b Wyckoff position, the fragile
topology associated with the low-energy bands survive and
there are two exactly-flat bands with €, = —2 plus an addi-
tional “nearly” flat band. The explicit Hamiltonian is

/m|00s\
0

hk,4,fragile = 0 }Alk ) (44)

N

where m and s are hopping parameters.

We apply our formalism to evaluate an upper bound, D
for the Hubbard interaction projected to these topologically
fragile and trivial flat bands below. In Table I, we compare the

upper
S >

(

stiffness D, obtained directly from QMC in the limitof 7 — 0
with DyPP" evaluated numerically in two different ways. The
latter includes D" evaluated using the correct, as well as
naive, gauge transformation. The observed trend for our Dy
is similar to the QMC result, in that the value obtained for
the topologically trivial model is much smaller than the value
obtained for bands with fragile topology. We note again that
for all of the above models, the naive estimate for DiP* is
always larger than the correct estimate.

V. EXTENSION TO EXCITON SUPERFLUIDITY

The theoretical formalism developed in Secs. Il A and III
(as well as Ref. [23]) is not restricted to addressing questions
about the superconducting phase stiffness. More generally,
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FIG. 4. Kagome lattice model with three sites per unit cell, la-
beled A, B, and C, and unit vectors, @; and a,, respectively. The
“kagome-3” model includes nearest-neighbor hoppings and further
range hoppings indicated by dashed lines, respectively; see Eq. (42)
and Ref. [11]. The orange and green dashed circles denote the 1a and
1b Wyckoff positions, respectively.

and with minor extensions, the formalism can be adapted to
compute the phase stiffness associated with other (continuous)
broken symmetries. Specifically, in this section we focus on a
different form of broken symmetry associated with exciton-
condensation [33,34], which is experimentally relevant in
interacting quantum Hall and moiré flat-band settings [35],
where weak-coupling treatments are not necessarily reliable.
As we discuss below, the key ingredient is related to iden-
tifying the probe “gauge field” that reveals the exciton phase
stiffness, which is distinct from the physical gauge field. In the
next two sections, we first formulate the theoretical treatment
necessary for computing the exciton “diamagnetic” response
functions and then apply the formalism to the classic example
of a quantum-Hall bilayer. The formalism developed here
can also be applied to other excitonic superfluid candidates,
regardless of the topology of the underlying system, such as
moiré materials [36].

A. Phase-stiffness from effective low-energy theory

We consider a system with a U(1) x U(1) symmetry, as-
sociated with the conservation of particle numbers for two
independent species (referred to as a “bilayer” henceforth). In
the exciton condensate, the above symmetry is spontaneously
broken down to only a U(1) symmetry associated with the
global conservation of the total density. One of the original
U (1) symmetries associated with the bilayer system, which is

TABLE 1. A comparison between the actual Dy(T = 0) from
QMC in Ref. [11] (for a finite-sized system) and D;PP°r.

Dy (T = 0) from Effective Naive
Model Ref. [11] Dyeeer Dpper
Kagome-3 0.015U 0.076 U 0.127U
Four-band fragile 0.017U 0.099U 0.161U
Four-band trivial 0.001U 0.033U 0.079U

generated by the charge difference of the two layers, is spon-
taneously broken. In analogy with our setup for computing the
superconducting phase stiffness associated with projected flat
bands, we can compute the exciton phase stiffness as

D?fg.xc = [(K)?)Efexc) X)?)Efexc(qx = 0’ q,V g O’ w = 0)]’
(45)

where Xxx oxc 18 the appropriately defined “current-current”

correlation function, and K¢ is the “diamagnetic” re-

sponse. These response functions can be obtained as

J(qy = 0) = —ilX  exe, HI, (46a)
K e = — (X exes [Xv.exe PHPI]), where  (46b)

Xpexe = [PZXIH(C;,TCI',T -
i

Here we have introduced a pseudospin index to label the
two layers, with electron annihilation operators c¢; 4, ¢; | and
P is the projection operator to the low-energy sub Hilbert

cl e P (46¢)

space. Importantly, X, cx is the projected many-body posi-
tion operator associated with S. that determines the effective
electromagnetic response in the excitonic superfluid.

Let us now focus on a concrete Hamiltonian, to evaluate
specifically the contribution K ev exc- We choose again a purely
density-density interaction, as in Eq. (4c). It is useful to eval-
uate the following commutators with the projected density

operators, o, , = Y  dy o Bi—q.0 (ko |Uk—q.0),

[X pexer Py ] = iZd
k

;:,Tdk—q,T’Dk,t[(uk,T|uk7q.T>]v (47a)

[X .exer Py, y ] = —i Z d | di_g.,Di, (g |tx—q.,)], (47b)
where dy ,, d , denote the fermion annihilation and creation
operators assoc1ated with the projected degrees of freedom,
respectively. As before, the “covariant derivative” Dy, is de-
fined as

D/w[(“k,a |uk—q,a>] = [ak# + i-Ak,p. - iAk—q,,u,](“k,a |uk—q,6>»

(48)

where A, = —i{ug |0k, ux) is the Berry connection.

B. Quantum Hall bilayer: Lowest-Landau-level theory
atv, =1

As highlighted above, a classic setting for studying ex-
citonic condensates are bilayer quantum Hall systems [34].
Therefore, we apply our framework to compute the exciton
phase stiffness associated with a specific quantum Hall bilayer
system with total filling v,s = 1. The density-density interac-
tion has both intralayer and interlayer terms, respectively,

1 o 1 -
H = 5 ZV‘LT'OCI.T'O*‘I»T + E ZV'LUO‘InL’O*‘I'L
q q
1 _ _ — —
+§qul(pq,Tlo—q,¢ P41 Pg1)- “49)
q

In the lowest Landau-level (LLL) theory, where both layers
experience the same magnetic field, the form factors are given
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by (ukp|tk—q.1) = (k| |Uk—q.y) = e 1F/4+147/2 \yhere g A
k = q.ky, — gyk.. Therefore,

. p— 2 7,
Dy [ty [uk—g.1)] = Di [tk |g—g. )] = —igye” 47/ 4Hark/2,

(50)

It is readily seen that only terms proportional to Vql contribute
to K<, such that

XX,exc?

ngexc = _<Z Vqlzclf(ﬁmﬁfq,i + ﬁq,¢ﬁq,¢)>. (&1))
q

As we had noted earlier, evaluating the expectation value
requires an actual knowledge of the many-body state of
interest. In the present problem, one can evaluate the cor-
relation function with respect to a many-body state, |V) =
Ik \/Li(CI:T + CZ,¢)|O>’ constructed out of the vacuum, |0).
|W) serves as a good trial wave function (it is the ground state
in the isotropic limit where Vg4 =V, | = VqL). The above
simplifies to

ff
<‘1’|fo excl )
_ E Z Vqui Z SklYk2+qe—|q\2/2+iq/\k]/2—iq/\k2/2 (52)
kl,kz
L3 ,4/2
=23 / dqVy q’e "2, (53)

where N/A = v /2. Since x& . .(gx = 0,9, > 0,0 = 0)
vanishes, the resulting expression for fogxc agrees with the
well-known result for the exciton phase stiffness in Ref. [37].
Going beyond the above example, we can apply the same for-
malism to compute (bounds on) the excitonic phase stiffness
for generic interacting flat-band models, using more compli-

cated variational wave functions.

VI. SOLVABLE LIMIT FOR
LOWEST-LANDAU-LEVEL-LIKE WAVE FUNCTIONS

The discussion in the previous section, especially in the
context of quantum Hall systems, illustrates the utility of
nearly solvable many-body wave functions associated with
lowest-Landau-level physics. Inspired by this, we return to the
problem of superconductivity, but this time around consider
the features that arise in the LLL rather than generic flat bands.
Specifically, we analyze the effect of a uniform Berry curva-
ture vs fluctuations thereof on the integrated optical spectral
weight, and relatedly the SC phase stiffness.

A. Uniform Berry curvature

To begin with, let us consider a completely flat topological
band with Chern number, |C| = 1, whose wave functions are
given by those of the LLL. We begin with a single active LLL
for spinless electrons. The low-energy (projected) Hamilto-
nian is Hip = Y a VgPgP_g> where Pq is the projected density
operator with form factors A(k, ) = (ug|ux_q). For a single
active band, the covariant derivative defined in Eq. (38) can

be simplified to

Dy[rk, @)1 = 0 Ak, q) + (1A x — iA—g Ak, @), (54)
where A, = —i{ug| 0k, uy) is the Berry connection as before,
and D, is related to the projected position operator by

[PXP, 5,1 = Z ChCi_g Dullke, @) (55)

Let |ug o) be the magnetic Bloch wave function for the LLL
for the usual spatially uniform magnetic field and Ay(k, ) be
the corresponding form factor. We then have D, [Ao(k, q)] =
igyho(k, q). This immediately implies that [PXP, Hyy] =
0, such that the corresponding K = 0. Note that this is
a consequence of perfect translatlonal symmetry and the
emergent dipole conservation in the LLL due to the relation-
ship between momentum and dipole moment in LLL. (See
Refs. [38,39] and the references therein for a discussion of the
dipole picture in the LLL.)

Note that a vanishing K& for the single LLL in the clean
limit with projected interactions (and the cyclotron-gap set
to infinity) immediately implies that Re[oxx (w)] vanishes for
all w; see Eq. (7). Moreover, the above statement regarding
the longitudinal response applies to any filling of the LLL,
independent of the specific low-energy description, including,
e.g., the composite Fermi liquid at v = 1/2 [40-42]. Our
observation is in line with Kohn’s theorem [43]; the cyclotron
resonance frequency (unaffected by interaction) saturates the
f-sum rule, with no subcyclotron frequency spectral weight in
the ¢ — 0 limit. Relatedly, since the external uniform electric
field only couples to the center-of-mass (CoM) motion [43,44]
while the LLL dynamics preserves the CoM motion due to the
conservation of total momentum and dipole moment, there is
no intra-Landau-level absorption. Recently, Ref. [45] has also
demonstrated a vanishing optical conductivity at all frequency
for dipole-conserving systems by considering the commutator
between the dipole moment operator and the Hamiltonian.
However, to reiterate, the discussion does not include the ef-
fects of broken continuous translation symmetry by disorder,
lattice potential, or sample boundaries. Our results of vanish-
ing superfluid stiffness in LLL might seem to contradict the
results in Refs. [12,16,46—49], where the superfluid stiffness
is proportional to the quantum metric. However, one of the as-
sumptions of this statement is time-reversal symmetry, which
is broken explicitly in the LLL. Moreover, as we show next,
including additional copies of LLL carrying distinct quantum
numbers immediately leads to the generation of a finite K°ff
proportional to the quantum metric.

Let us now enlarge the low-energy Hilbert space and study
a model with spinful electrons. Consider a system with overall
time-reversal symmetry such that the spin-up (-down) elec-
trons occupy LLL with Chern numbers +1 (—1). We are
interested in a density-density interaction that couples these
degrees of freedom as Hipe = > q VaPq.1 P—q.| - The action of
the covariant derivatives on the form factors for the £ bands
are given by

D [{ut |t g, 1)] = —igye™ 14/ 4H0°K12,

~lql*/4—igrk/2

Dy [{ux, luk—g,1)] = igye (56)
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In general, this leads to a nonvanishing contribution to the
diamagnetic response,

2

eff __ B

= 2 (Pa1p—g 44 Vy, (57

q

where B = Ca?/2m is the strength of the uniform Berry cur-
vature (with C = 1), and the lattice constant « is set to V2.
Note the similarity of the above setup with that of the model
analyzed in Sec. IV A based on Ref. [10]. The latter is a lattice
generalization of this setup with a nonuniform distribution of
the Berry curvature; we return to this discussion in the next
section.

We can estimate the expectation value in Eq. (57) by
considering a good variational wave function, rather than
bounding the many-body expectation value simply based on
the filling of the band. Let us consider the system to be at
half filling (i.e., at total filling v = 1) with a uniform pair-
ing state |W) = [, (ux + UkC,:TCT,NNO) as a proxy for the
ground state, where |0) is the vacuum and u, v are (com-
plex) variational parameters satisfying |ug|> + |vg|? = 1. We
then have

—B?
(WK W) = — D VaAGE D Skl gV —qVp, Uk,
q ki.ky

« el /2tignk [2+ignka /2 (58)

Since the summation over k; and k, is bounded from above
by the case when |ug| = |vx| = 1/ /2 with a uniform pairing
phase in momentum space,

eff B §
(WIKIY) < o
The similarity to the result for the exciton stiffness in the
bilayer quantum Hall problem in Eq. (53) is not a complete
coincidence. These two systems can actually be related by
a partial particle-hole transformation associated with one of
the spin species [50-52]. For contact interaction with V, =V,
and for a class of flat-band wave functions that satisfy the
“uniform-pairing condition,” Ref. [47] shows that |W) with uy
and v uniform in k is indeed a ground state of Hj, and the su-
perfluid stiffness is proportional to quantum metric g, , which
is compatible with our results since in LLL, Tr[g,,] = |B|
[53].

dqlVylgPe /2. (59)

B. Nonuniform Berry curvature

Based on the result obtained for a single LLL, it is natural
to analyze next the effect of an inhomogeneous distribution of
Berry curvature in momentum space. To study this within the
framework of LLL, we now include the effect of a spatially
periodic magnetic field. The wave functions for such LLLs in
a periodic magnetic field have been studied in the past [54,55],
and have seen a resurgence of interest more recently [56,57].

The form factor for this particular class of Bloch wave
functions can be written as A(k, q) = Ao(k, q)g(k, q). Here
Aro(k, q) is the form factor for the LLL wave function in a
uniform magnetic field as before, and g(k, ¢) is periodic in k
with g(k, g) = g(k + G, q), with G a reciprocal-lattice vector
and g(k, 0) = 1. The explicit form of g(k, q) will be specified

below and is determined by the spatial fluctuation associated
with the magnetic field, or equivalently the fluctuations of
the Berry curvature in momentum space. The action of the
covariant derivative is then given by

Di[r(k, )] = igyr(k, q) + di[g(k, @)I1(k, q), (60)

where the first term comes from D,[1o(k, )] and we define
dylg(k, q)] as

dilgtk, q)] = o In[gk, q)] — }ll_f)% 0o, 8k, o)
+ lirr%) 0,8k — q, @), (61)

where the first term takes into account the contribution from
the momentum derivative in g(k, ¢) and the second and third
terms take into account the change in Berry connections from
g(k, q). Therefore, the effective diamagnetic response can be
expressed as

Ky = Z Vq(czlcklchzzck2+q> Ak, @)r(ka, —q)
q.ky k>

x [dylgtky, @) + dilgks, —)1}
+ O, (d.[g(kr, @1} + Bk, {di[glko, —}].  (62)

Now we study a specific example of a periodic magnetic field;
see the Appendix and Ref. [54] for details. For a small fluc-
tuation of the magnetic field around the uniform background
value,

Bx,y)~ 1+ [cos(«/gx) + cos(«/ﬂy)], (63)

where the lattice constant is set to +/27 and 0 < ¢ <1
characterizes the strength of the spatially periodic part of the
magnetic field, thereby controlling the fluctuation of the Berry
curvature. Given the form factor (see the Appendix), and in
the same small-¢; limit, the Berry curvature is given by

By ~ 1 — e % [cos(v2ky) + cos(v2mky)].  (64)

In this limit, since g(k, ) = O(¢,), we only retain the contri-
bution from the last line in Eq. (62) and find an upper bound,

2

bd q \/2
D, < CL)2V 27 |dile T Z IVqu_% cosh? (#)
q

(65)

Therefore, the above computation illustrates that, while the
uniform Berry curvature distribution in the LLL limit does not
contribute to K¢, the latter is bounded by the fluctuation of
the Berry curvature once its distribution becomes nonuniform
in momentum space. Interestingly, in the single-LLL prob-
lem, while both the Berry curvature and the quantum metric
are nonvanishing (and uniformly distributed in momentum
space), K vanishes.

Let us finally consider the analogous problem with an
enlarged low-energy Hilbert space by including spinful elec-
trons. Just as in the problem in the previous section, we
assume that the spin-up and -down electrons occupy LLLs
with opposite Berry curvature.

Let (ugplug—q1) = Alk,q) and (ug | |uk—q.)) = Ak —
q, —¢q), where A(k,q) is the form factor of LLLs under
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periodic magnetic field in Eq. (60). The choice of the form factors is to let By | + By 4 = 0. Therefore, the diamagnetic response

can be written as

K= Valet 1€ gt Chriq.s) M1 M + g, @{2iqy + dilger, @)1 + dilg(ks + ¢, )1

q.k1.k>

+ O, {dilgtkr, @1} + 04, {d:[8ks + q, 1}].

(66)

To evaluate the correlators, we make a simplifying assumption and consider a uniform pairing state, |W) =[], (ux +
ka;TCT,k&NO), where u, = v = 1/ﬁ. Expanding around ¢;, we have

1
(WKL W) =

q.k

ak;

472A Zun;_qvk,_qv};] uk,eq'/Z{ _4q

_ % ;ef%Jrikj/\k] (4q§ +k‘?7y)(67@ +e% 1= eiq/\k,f)

— iq, Z R [T (e_@ —e7 ) —kjx+ ki "M E +0(47). (67)
J

It is readily seen that the O(¢,) term vanishes due to the in-
tegration over k; and the leading contribution arises at O(¢7).
Denoting the difference in (W|K¢T|W) evaluated for the LLL
with a nonuniform vs uniform Berry curvature distribution as
A(Y |Kf§f|\ll), we obtain A(\I/|Kf£f|\ll) ¢y v¢12 for a potential
Vg =v/q [c; = O(1) number]; see the Appendix. Thus, the
contribution to K¢ increases with the fluctuation of the Berry
curvature distribution. However, this conclusion is not meant
to suggest that a nonuniform distribution of Berry curvature
is essential for supporting superconductivity in flat bands;
explicit computations for trivial flat bands with an identically
vanishing Berry curvature are known to have a finite 7, [14]
and a finite K¢ [23].

VII. DISCUSSION

Flat-band superconductivity, in spite of being a seemingly
old problem [58-60], continues to reveal a number of new
and fascinating puzzles that lie beyond any weak-coupling
description. The mechanism leading to a superconducting
ground state, if any, for the class of generic isolated flat bands
that we analyze here in the presence of projected density-
density interactions remains poorly understood. In the absence
of a detailed knowledge of the many-body ground state for the
interacting problem, here we analyzed upper bounds of the
superconducting, and a closely related excitonic superfluid,
phase stiffness without invoking any mean-field approxima-
tions.

The past few years have brought to the forefront the
important role played by band-topology, as encoded in the
Berry curvature and Chern number, and band geometry, as
determined by the Fubini-Study metric, on the superfluid
stiffness in flat-band models. In particular, the analyses based
on applications of BCS mean-field theory highlight the im-
portant role played by the geometry associated with the
flat-band Bloch wave functions in delocalizing the Cooper
pairs [46,48,49,61,62]; the latter ingredient has been shown to
be at least one of the relevant factors based on more sophisti-
cated numerically exact treatments of the interacting flat-band
problem [10-12,14]. However, interactions in the same flat-
band limit can drive a number of competing instabilities
[10,14], which makes it difficult to make generic statements

(

about the nature of the ground state in this nonperturbative
limit.

In this work, we have taken a complementary approach,
where we place reasonably tight upper bounds on the super-
fluid phase stiffness for density-density interactions projected
to generic flat bands and simultaneously highlight a number
of subtleties associated with the electromagnetic response
of the resulting low-energy theory. These include a special
attention to the noncommuting limits of @ — 0 and the trans-
verse ¢ — 0, and constructing the correct “projected” gauge
transformation associated with only the low-energy degrees of
freedom.

We can use our framework to compute the effective low-
energy diamagnetic response (and relatedly phase stiffness) if
the ground-state many-body wave function is known exactly,
or if a good variational wave function can be constructed.
We have illustrated this for both the excitonic and the super-
conducting phase stiffness for the lowest Landau level using
various generalizations of the bilayer quantum Hall problem.
When the ground-state wave functions are unknown, we can
still use our framework to put conservative upper bounds on
the largest possible magnitude of the same quantity. We have
illustrated this for two different sign-problem-free models of
interacting flat bands, where the value for the phase stiffness
is known from independent quantum Monte Carlo computa-
tions. Depending on the microscopic details associated with
the form of the Bloch wave functions, our estimated upper
bounds usually turn out to be approximately a factor of O(10)
of the known value from QMC.

Moving forward, it is natural to apply our framework to
realistic narrow-band moiré materials exhibiting supercon-
ductivity (and excitonic attraction) and compare with the
wealth of experimental data. It would be interesting to analyze
the implications of the difference between the actual 7, and
the approximate upper bounds on the underlying phenomenol-
ogy. Moreover, when the gap to the remote bands (A) is
not infinity, as is the case for realistic materials, it would
be interesting to incorporate their O(1/A) contribution to
the electromagnetic response in a systematic fashion. Finally,
developing the analogous theory for upper bounds on the op-
tical spectral weight starting with projected electron-phonon
interactions remains an important open problem.
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APPENDIX: LOWEST LANDAU LEVEL IN A PERIODIC
MAGNETIC FIELD

In this Appendix we provide a brief overview of the LLL
wave functions under a periodic magnetic field following
closely Refs. [54,63]. Let us consider a wave function 1 (x)
satisfying the following equation:

(M, + i)y (x) = 0,

where IT = P — A is the kinetic momentum (where we set
all fundamental constants to one). We are interested in the
form of v (x) for the LLL under a nonuniform magnetic

(AD)

J

|z

px) = 2

= lln(2 + 261 [cos(v/27x) + cos(v/ 27 y)]),

field with the Hamiltonian H = (I1, — iI1,)(T1, + iIl,); we
express ¥ (x) = e ?® f(z), where f(z) is a holomorphic func-
tion of z = x + iy and (37 + 9;)¢(x) = B(x). Note that, for a
uniform magnetic field B, ¥ (x) = e~ RIP/4 f(2). In the follow-
ing discussion, we consider a periodic magnetic field with the
symmetry of a square lattice enclosing 27 magnetic flux per
unit cell.

Note that the Hamiltonian commutes with the discrete
magnetic translations 7} : ¥ (x, y) — ¥ (x + V27, y)e V3
and 15 : ¥ (x,y) = ¥(x,y+ «/E)eiﬂx, where /27 is the
lattice constant. We can construct the magnetic Bloch wave
function 1 (x) as an eigenstate of the magnetic translations

T, and T with eigenvalues V™ and ¢*v27 | respectively.
The analytical form of i (x) is given by

Yr(x) = o(z — ay)e™ Y, (A2)
where  a= 1k, — VT2 +ike —iyT[2), ay =k, —
VT /2 —ike +iy/7/2, and o(z) is the Weierstrass sigma

function with the same periodicity as the periodic magnetic
field; see Ref. [54] for details. To be concrete, let us consider
a specific p(x),

(A3)

where 0 < ¢; < 1 characterizes the strength of the periodic part of the magnetic field. The associated magnetic field is then

given by

B(x)=1+m¢

201 + 2¢, cos(v/27x) cos(v/27y) 4 cos(v/2mx) + cos(\/ﬂy)

{14 ¢1lcos(v2mx) + cos(+v/2my)]}?
= [Iﬂk(x)/«/(lﬂkh/fk)]e_’k'x and the form factor A(k, ¢) = (ug|ux—q) can therefore be

The Bloch function is defined as u (x)

(A4)

written as
- — .k;a1+kja 12,-
gl | qai + ga 9y exp (—T 4 ikmthe _
Ak, q) = exp ) +i ) =
r , skatka 7, ki@ —ig)+k;(ai+iq)
I = 2% exp (— 2 + 080 [ - &5 exp (=% 4 @Dty
= Aok, @)g(k. q). (A5)
The derivatives relevant for Eq. (62) are then given by
. .kja +ka 12,» k;a+kia
Lotk )] = S ikjyexp (=F + i — )1 S5 kjexp (= i)
X ’ - =
_ (%1 Zjexp (_ lk;alerkjal _ qu<,) 2 1— % Z exp (__ + lk a1+k al)
+l % Zj ];j exp (_% + ikj(f_ll—iq);kj(ul-kiq))
2 1— %Z/ exp( g +lk(a1 tq);k (a +lq))
9 n o ko ka \[. _d ko ki a
N;;CXP —E—HT] ikjye” 2 —5+3je 7t |, (A6)

and

stk I~ 23 exp <__
J

~ 2cosh (@) cos [V (&, - )] = 2isinh (@1) sin [V (k- g)]}_

ak;j

(AT)
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Since | cos | and | sin | are bounded by one,

(A8)

b ./2 '
|k, d[gk, 11 < 4v/27|ie”? cosh? (%)

For the analogous spinful case with £ Chern bands having opposite Berry curvature, we noted in Eq. (67) that (W|K¢T| W)
vanishes at O(¢). At O(¢7) we obtain

1 V2rq.,  2mq, V2rq,  2mq.
AWK W) = — | d%gV, —2q2,¢ze’”’|q|2/2 4 — 4 cosh 74 cos Ty _ 4 cosh T4y cos 4
X 83 e y¥l 2 2 2 2

+ cos /2w g, + cos v/ 2w g, + cosh /27 g, + cosh \/271qy:|

s

- k- k. . ak; Nk
+ gyple Tl Xj: |:<kj e T — i;’ + iEje’k-f“’) (—1 + e ™M 4 207 cos L 5 ’) + c.c.] . (A9)

which can be simplified with V; = v/q to yield the result quoted in the main text.
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