
PHYSICAL REVIEW B 109, 024431 (2024)

Complete replica solution for the transverse field Sherrington-Kirkpatrick spin glass model with
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We construct a complete numerically exact solution of a mean-field quantum spin glass model—the transverse
field Sherrington-Kirkpatrick model—by implementing a continuous-time quantum Monte Carlo method in the
presence of full replica symmetry breaking. We extract the full numerically exact phase diagram, displaying
a glassy phase with continuous replica symmetry breaking at small transverse fields and low temperatures. A
paramagnetic phase emerges once thermal and quantum fluctuations melt the spin glass. We characterize both
phases by extracting the order parameter as well as the static and dynamical local spin susceptibilities. The static
susceptibility shows a plateau in the glassy phase, but it remains smooth across the phase boundary. For the
imaginary part of the dynamical susceptibility, we find an Ohmic, i.e., linear in ω, scaling for small frequencies
ω, with a slope independent of the transverse field. These results compare qualitatively well with ac suscepti-
bility measurements on a dipole-coupled three-dimensional Ising magnet—the LiHoxY1−xF4 compound—in a
transverse magnetic field. Our work provides a general framework for the exact numerical solution of mean-field
quantum glass models, and it constitutes an important step towards understanding glassiness in realistic systems.
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I. INTRODUCTION

Understanding the interplay of quantum fluctuations and
glassiness in spin systems with frustrated interactions is a
challenging unresolved problem in condensed-matter physics
[1]. These systems, known as quantum spin glasses [2], have
regained attention in recent years due to their relevance in
quantum annealing [3–5], or by offering new possibilities
for efficiently solving combinatorial optimization problems
such as the traveling salesman problem [6–8] or the graph
partitioning problem [9,10], as well as for their potential
use as quantum neural networks [11–14]. Despite being of
fundamental importance and having a long history in solid-
state research, the physics of quantum spin glasses still poses
numerous open questions. In particular, the properties of the
glassy phase remain extremely challenging, due to the com-
plexity of the problem.

Classical spin glasses have been investigated extensively,
and much progress has been achieved through the exact so-
lution of mean-field models, such as the famous classical
Sherrington-Kirkpatrick (SK) model [15–18]. The successful
strategy of focusing on exactly solvable mean-field classi-
cal models has the potential to shed light on the effect of
quantum fluctuations as well, and pave the way to studying
the dynamical properties of quantum spin glasses. However,
previous studies that followed this route by relying on var-
ious approximations, such as static approximations [19,20],
Landau theory close to the phase transition [21–24], or Monte

Carlo approaches [25], showed that it is difficult to treat the
complex interplay between frustrated interactions and quan-
tum fluctuations accurately, even at the mean-field level.

In this regard, the simplest possible extension that adds
quantum-mechanical aspects to the celebrated SK model is the
transverse-field Sherrington-Kirkpatrick model. This model
is a natural extension of the classical SK model, where an
external transverse magnetic field is applied to induce quan-
tum fluctuations [26,27]. These quantum fluctuations tend to
suppress the spin glass transition by competing with the effect
of the random Ising interactions, producing rich physics in the
glassy phase. The transverse field SK model is not of pure
theoretical interest: it provides a mean-field description for
uniaxial spin glasses with long-ranged interactions, placed in
a transverse magnetic field [28–34].

The phase diagram of the transverse field SK model in
the temperature–transverse-field plane has been studied ex-
tensively in the past three decades [19,21,23,26,35–40]. The
properties of the spin glass have also been investigated relying
on the work of Bray and Moore [2], reducing the quantum spin
glass model to a single site problem with a time-dependent
self-interaction term using replica theory. In particular, pre-
vious studies have addressed the critical behavior near the
T = 0 quantum critical point [19,21,23,24,36,41], attempted
to capture certain properties of the glassy phase by extending
the paramagnetic solution into the regime where it becomes
unstable [25], and searched for potential glassy properties in
the ground state using different methods [42,43]. However,
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FIG. 1. Complete phase diagram in terms of transverse field hT ,
temperature T , and on-site disorder hz, measured in units of the
interaction strength J . The phase boundary separates a quantum spin
glass phase with full replica symmetry breaking at low T and hT ,
while larger thermal and quantum fluctuations induce a paramagnetic
phase. Lines with different colors indicate the cuts shown in Fig. 4.

to the best of our knowledge, although approximate solutions
do exist [37], there is no complete (even numerical) replica
solution of the transverse-field Sherrington-Kirkpatrick model
in the entire parameter range.

In this work, we provide a complete numerically ex-
act replica solution of the transverse-field Sherrington-
Kirkpatrick model,

Ĥ = −
∑
(i, j)

Ji j σ̂
z
i σ̂ z

j −
N∑

i=1

hiσ̂
z
i − hT

N∑
i=1

σ̂ x
i . (1)

Here {σ z
i , σ x

i }N
i=1 denote the spin Pauli matrices on N sites.

The first term in Ĥ accounts for all-to-all Ising interactions
between the N (N − 1)/2 pairs of spins. The Ising couplings
Ji j are chosen as independent Gaussian random variables with
zero mean, 〈Ji j〉 = 0, and variance, 〈J2

i j〉 = J2/N , with J set-
ting the typical interaction scale. The second term in Eq. (1)
encodes a random site-dependent magnetic field along the
z direction. The hi denote independent Gaussian variables,
which—for technical reasons—we choose to have zero mean,
〈hi〉 = 0, but of finite variance, 〈h2

i 〉 = h2
z . These two terms

define the classical Sherrington-Kirkpatrick model. The third
term adds a transverse field hT along the x direction, and
introduces quantum fluctuations.

We combine the dynamical mean-field theory (DMFT)
[44,45] and the continuous-time quantum Monte Carlo
(CTQMC) method [46,47] to obtain the full “numerically
exact” solution of the transverse-field Sherrington-Kirkpatrick
model (1) in the spin glass phase with full replica symmetry
breaking. Combining the two approaches allows us to explore
the complete phase diagram, and examine the characteristics
of the glassy phase, including local static and dynamical spin
susceptibilities and the distribution of overlaps between dif-
ferent replicas.

The numerically obtained phase diagram is summarized
in Fig. 1. In the presence of hT , the classical glass phase
is extended into a quantum glass phase. This glassy phase
is destroyed in a large transverse or longitudinal field, as

well as by a sufficiently large temperature. The quantum spin
glass is endowed by nontrivial quantum spin dynamics, which
we are able to compute with great detail. We determine, in
particular, the dynamical response of the spins, as well as
their static response functions and local field distributions.
Our numerically exact results justify certain approximations
such as Landau theory [48–50] or the approximate solution
in Ref. [37], which turn out to capture qualitatively many
important properties of the quantum glass. In addition, we
obtain several quantitative numerical predictions for impor-
tant features of the glassy phase, such as the precise form
of the dynamical response function, reflecting the presence of
abundant low-energy excitations, as well as the distribution of
overlaps of the metastable states. These results establish our
numerical framework as a powerful complementary approach
to Landau theory and other approximate methods, well suited
both for testing analytical considerations and supplementing
them with numerically exact predictions, previously inacces-
sible to (even numerical) calculations.

Our mean-field results for dynamical susceptibility are
compared with experimental measurements performed on
the rare-earth compound LiHoxY1−xF4 in a transverse field,
which is believed to undergo a quantum spin glass transition
[28–34]. A good qualitative agreement is found between our
mean-field results and the experimental data.

Finally, to demonstrate the power of our approach, we
extend it to study the glassy phase of the mean-field quan-
tum Coulomb glass model of Refs. [51,52]. We find good
agreement with our earlier, diagrammatic results [53]. Our
approach, therefore, serves as a powerful tool to understand
glassiness in a wide range of mean-field models and physical
systems [52].

The paper is structured in the following way. Section II
introduces the DMFT mapping of the lattice model to a local
effective action. We first discuss DMFT within the frame-
work of the cavity approach in Sec. II A. We then present
a more formal replica method in Sec. II B, including details
on the replica symmetric solution and full replica symmetry
breaking. Section III provides details on the continuous-
time quantum Monte Carlo approach employed. Section IV
presents our numerical results on the full phase diagram as
well as on the properties of the glassy phase including the
local and dynamical spin susceptibilities, order parameters,
and the distribution of the local effective magnetic field. Sec-
tion V compares the theoretical findings with experimental
data. We present an outlook to electron glasses in Sec. VI,
and we discuss our results in Sec. VII. Technical details are
relegated to the Appendixes.

II. DYNAMICAL MEAN-FIELD THEORY
AND THE REPLICA SCHEME

In the thermodynamic limit N → ∞, the spin Hamiltonian
(1) can be mapped exactly to a single-site effective action
by applying dynamical mean-field theory. The mean-field
equations can be derived either by using the replica method
or by the cavity approach. However, to our knowledge the
mean-field equations have never been solved before in their
full power for the complete phase diagram.
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Before turning to the somewhat technical replica method,
we first discuss the more intuitive cavity approach, shedding
light on the structure of the mean-field equations to be solved.

A. Cavity approach and effective local action

In the cavity approach, we consider the action correspond-
ing to Hamiltonian (1),

S =
∫

τ

N∑
i=1

(
hiσ

z
i τ + hT σ x

iτ

)+
∑
(i, j)

Ji j

∫
τ

σ z
i τ σ

z
j,τ , (2)

determining the partition function Z through the path integral

Z =
∫

Dσ ze−S. (3)

Here we used the shorthand notation
∫
τ

= ∫ β

0 dτ , with β

denoting the inverse temperature, and the path integral
∫
Dσ z

stands for a summation running over all possible spin z tra-
jectories {σ z

jτ }0�τ�β

j=1,...,N , with σ z
jτ = ±1. The transverse field hT

allows spin flip processes connecting the spin z configuration
at times τ and τ + �τ through the matrix element〈{

σ z
jτ+�τ

}
j=1,...,N | e�τ hT σ x

i |{σ z
jτ

}
j=1,...,N

〉
≈ (δσ z

iτ+�τ ,σ
z
iτ

+ �τ hT δσ z
iτ+�τ ,−σ z

iτ

)∏
j �=i

δσ z
jτ+�τ ,σ

z
jτ
, (4)

with δ standing for the Kronecker delta function. We con-
densed our notation by abbreviating the product of such
matrix elements as exp(hT

∫
τ
σ x

iτ ). We focus on a single site
i = 0, and we divide the action as follows:

S =
∫

τ

(
h0σ

z
0 τ + hT σ x

0τ

)+
∑
j: j �=0

J0 j

∫
τ

σ z
j τ σ

z
0 τ + S j �=0. (5)

Here the first term describes an isolated spin at site 0, the
second term accounts for the coupling between the spin at site
0 and the rest of the system, while S j �=0 collects all terms not
involving site 0. Expanding the partition function in terms of
the couplings J0 j and integrating out the sites j �= 0 leads to a
local effective action,

Seff
0 =

∫
τ

(
h0 σ z

0 τ + hT σ x
0τ

)+
∫

τ

σ z
0 τ

∑
j: j �=0

〈
J0 jσ

z
j τ

〉
cav

− J2

2N

∫
τ

∫
τ ′

σ z
0 τ σ

z
0 τ ′
∑
j: j �=0

〈
σ z

j τ σ
z
j τ ′
〉
cav, (6)

with 〈· · · 〉cav denoting cavity expectation values, calculated in
the absence of site 0, i.e., with action S j �=0. All higher-order
terms vanish in the thermodynamic limit N → ∞. The second
term in the effective action describes the mean-field renormal-
ization of the z magnetic field h0 due to Ising interactions,
whereas integrating out the bath also provides time nonlocal
interactions, encoded in the third term of Seff

0 . By introducing
the renormalized z field h̃0, and the spatial average of the
cavity dynamical susceptibilities,

χ (τ − τ ′) ≡ 1

N

∑
j: j �=0

〈
σ z

j τ σ
z
j τ ′
〉
cav, (7)

we obtain

Seff
0 =

∫
τ

(
h̃0σ

z
0τ + hT σ x

0τ

)− J2

2

∫
τ,τ ′

χ (τ − τ ′)σ z
0τ σ

z
0τ ′ . (8)

Dynamical mean-field theory, therefore, results in an en-
semble of local actions, parametrized by the random magnetic
field h̃0, such that the spatial average over the original lattice
sites is replaced by an average over h̃0. However, determining
the distribution of h̃0, P(h̃0), is challenging, since the Gaussian
distribution of the bare magnetic field h0 is renormalized by
the Ising interactions. While its shape remains Gaussian in
the paramagnetic phase at high temperatures or transverse
fields, in the glassy phase it acquires a more complicated
structure. In this case, it is convenient to rely on the replica
method, introduced in the next subsection, allowing us to sys-
tematically determine the distribution P(h̃0) from arguments
reminiscent of a renormalization-group procedure. This more
formal approach leads to a local effective action with the same
structure as the one obtained in the cavity method, but it also
provides a closed set of equations for P(h̃0).

B. Replica method

The replica method is the usual technique to study the spin
glasses [17]. It involves replicating the system into multiple
replicas (copies), and introducing a set of order parameters
that describe the correlation between the replicas, in order to
evaluate the free energy or the correlation functions of the
underlying model.

In the replica approach, the logarithm of the partition func-
tion is rewritten as

log Z = lim
n→0

Zn − 1

n
. (9)

This formula can be interpreted as introducing n → 0 copies
of the Hamiltonian. The disorder averaged free energy can
now be determined by performing the averaging over the
Gaussian variables hi and Ji j in Zn, leading to an effective ac-
tion connecting different replicas. Similarly to the calculation
presented in Sec. II A, we can also integrate out all sites with
the exception of site 0, leading to a local, replicated effective
action,

Srep =
n∑

a=1

[∫
τ

hT σ x
aτ − J2

2

∫
τ

∫
τ ′

χ (τ − τ ′)σ z
a τ σ

z
a τ ′

]

−
n∑

a,b=1

h2
z

2

∫
τ

∫
τ ′

σ z
a τ σ

z
b τ ′ − J2

2

n∑
a �=b

Qab

∫
τ

∫
τ ′

σ z
a τ σ

z
b τ ′ .

(10)

Here we dropped the label 0 for the site in the local action, and
we introduced the replica indices a, b � n. The parameters
of the replicated action Srep are determined through the self-
consistency conditions,

χ (τ − τ ′) = 〈σ z
a τ σ

z
a τ ′
〉
Srep

,

Qa �=b = 〈σ z
a τ σ

z
b τ ′
〉
Srep

, (11)

with the expectation values calculated with respect to Srep.
We note that the spin correlations between different replicas,
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encoded in Qa �=b, remain static, in contrast to the replica
diagonal correlator χ (τ ). This property reflects the fact that
replica off-diagonal correlations are generated by the static
disorder, due to the same disorder configuration being shared
by all replicas [54].

The coupling between different replicas in Srep can give rise
to spontaneous replica symmetry breaking, signaling an er-
godicity breaking glass transition. Before discussing this most
general, replica symmetry breaking solution, we first address
the paramagnetic, replica symmetric phase in the following
subsection.

1. Replica symmetric solution

In the replica symmetric solution, it is assumed that the
permutation symmetry between replicas remains unbroken,
i.e., Qa �=b ≡ QRS , with QRS encoding the overlap between an
arbitrary pair of (different) replicas. As we will discuss later
in more detail, this assumption is valid in the paramagnetic
phase, at high temperatures or transverse fields.

This replica symmetric Ansatz allows us to decouple the
different replicas in Eq. (10), at the expense of introducing a
Hubbard-Stratonovich field y. The resulting replica diagonal
action has the same structure as Seff

0 obtained through the
cavity approach, and is given by

S(y) =
∫

τ

(
y σ z

τ + hT σ x
τ

)− J2

2

∫
τ

∫
τ ′

χ̃ (τ − τ ′)σ z
τ σ

z
τ ′ . (12)

The Hubbard-Stratonovich field y appearing in this action
can be interpreted as a renormalized z magnetic field, in-
corporating the bare disordered field, and the effect of Ising
interactions on the mean-field level. In the presence of replica
symmetry, its distribution PRS (y) retains the Gaussian form
of bare disorder, with a variance renormalized by the inter-
actions,

PRS (y) = 1√
2π
(
h2

z + J2QRS
) exp

(
− y2

2
(
h2

z + J2QRS
)),

(13)
with replica off-diagonal overlap QRS determined self-
consistently as

QRS =
∫

dy PRS (y) 〈σ z〉2
S(y). (14)

Finally, the time nonlocal coupling χ̃ (τ − τ ′) in Eq. (5) is
expressed as the field-averaged connected spin correlator,

χ̃ (τ ) =
∫

dy PRS (y) χ̃y(τ ) (15)

with

χ̃y(τ − τ ′) = 〈σ z
τ σ

z
τ ′
〉
S(y) − 〈σ z〉2

S(y). (16)

We note that χ̃ (τ ) introduced in Eq. (12) is given by

χ̃ (τ ) = χ (τ ) − QRS (17)

in terms of the replica diagonal correlator defined in Eq. (11).
The self-consistency problem (12)–(15) can be solved

iteratively by applying the CTQMC method. First, we initial-
ize the Q[0]

RS and χ̃ [0](τ ). Then, at each step i of the iteration,
we calculate 〈σ z〉S(y), as well as the correlator χ̃y(τ ), on a fine
enough grid in y with the CTQMC approach, using χ̃ [i](τ )
as the parameter of the action S(y). We then set PRS (y) by
substituting Q[i]

RS into Eq. (13), and we update the parame-
ters for the next iteration step by calculating χ̃ [i+1](τ ) from
Eq. (15) and Q[i+1]

RS from Eq. (14). This procedure is repeated
until convergence.

We leave the details of solving the action (12) with
CTQMC to Sec. III. Instead, we first discuss the most general
solution of Eqs. (10) and (11), capturing full replica symmetry
breaking in the spin glass phase.

2. Full replica symmetry breaking

To enter the spin glass phase, we have to allow for full
replica symmetry breaking in the solution of Eqs. (10) and
(11), i.e., for a nontrivial replica index dependence in the
overlap matrix Qab. This replica symmetry breaking can be
understood as the manifestation of a rough, glassy free en-
ergy landscape in abstract replica space [17]. In real space
and for a given disorder realization, spin glass lattice models
are characterized by an abundance of free-energy minima,
distinguished by their magnetization patterns. According to
Parisi’s theory of spin glasses, these minima are organized
into a complex hierarchical structure of large valleys, frac-
tured into smaller and smaller valleys; see Fig. 2(a). For finite
dimensional systems, this picture conjectures that each valley
is associated with a lengthscale, such that it contains states
that share the same coarse-grained magnetization pattern on
this scale. Smaller valleys correspond to less coarse graining,
i.e., host states that share the same magnetization pattern down
to shorter scales and are therefore more correlated. While the
validity of this theory in finite dimensions is still the subject
of intense debate [55], it has been proven to hold for the
classical Sherrington-Kirkpatrick mean-field model. Due to
the absence of locality in this mean-field limit, the procedure
of coarse graining becomes more subtle. Nevertheless, it was
shown that the spins can be grouped into clusters consisting of
more and more sites, such that performing the coarse graining
on these clusters reveals a hierarchical, nested structure of
free-energy valleys [17].

This real space structure is also reflected in abstract
replica space after disorder averaging. The replicas can be
arranged into a hierarchical tree according to their overlaps;
see Fig. 2(b). The leaves are labeled with the replicas, and
the branching of the tree encodes a hierarchy of replica over-
laps Q0 � Q1 � Q2 � · · · , such that the overlap between two
replicas is Qi if the smallest branch they share starts at level i.
These levels with a given overlap Qi are the replica manifes-
tations of the coarse graining on a given scale in real space,
with the branches reflecting the valleys characterized by their
shared coarse grained magnetization.

The hierarchical tree sketched in Fig. 2(b) results in a
nested block diagonal structure in the Parisi overlap matrix
Qab, with the blocks at level m labeled by the overlap Qm;
see Fig. 2(c). Full replica symmetry breaking occurs when
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FIG. 2. (a) Schematic plot of a rough, glassy free-energy landscape. Free energy displays a plethora of metastable minima, corresponding
to different magnetization patterns. A Parisi spin glass state is characterized by a hierarchy of free energy valleys, such that larger valleys with
states sharing the same coarse-grained magnetization keep fracturing into a set of smaller valleys (see zoom-ins), differing in magnetization on
shorter scales. (b),(c) Manifestation of the rough free-energy landscape in abstract replica space. (b) Hierarchical tree of replicas, representing
the replica overlaps Q0 � Q1 � Q2 � · · · . Leafs at the bottom denote the n replicas. The overlap between two replicas is Qm if the smallest
branch shared by them starts at level m. (c) Parisi overlap matrix Qab, with a nested block diagonal structure reflecting the hierarchical tree.
For illustration, we show a two-step replica symmetry breaking.

this hierarchy of nested blocks is infinite, i.e., each block is
further partitioned into smaller and smaller blocks containing
replicas with increasing overlaps. We note that this Parisi ma-
trix structure can also be understood as a symmetry breaking
in the permutation group of the n replicas, Sn. The replica
symmetric solution preserving Sn corresponds to a tree with
a single branch Q0 ≡ QRS . Inserting an additional level with
n/m branches, each containing m leaves, i.e., adding m × m
blocks along the diagonal of the Parisi matrix, reduces the
symmetry group as

Sn → S⊗n/m
m ⊗ Sn/m.

This symmetry group consists of the permutation of repli-
cas within a single block, Sm, for each of the n/m blocks,
and the permutation of the full blocks, Sn/m. In the replica
limit n → 0, the new symmetry group S⊗n/m

m ⊗ Sn/m contains
the original symmetry S0 as a subgroup, therefore the same
pattern of permutation symmetry breaking can be repeated
infinitely many times, leading to the nested block-diagonal
structure of the Parisi matrix.

Full replica symmetry breaking in the quantum model (10)
and (11) is taken into account by following the same steps
as in the classical Sherrington-Kirkpatrick spin glass model.
For completeness, we briefly review this derivation below.
The argument relies on constructing the effective action Sm(y),
and an effective field distribution Pm(y), for the m × m Parisi
blocks in replica space. The resulting effective model governs
all physical properties at scale m, i.e., it allows us to determine
all spin correlations between replicas inside the block. One
then derives so called flow equations, describing how these
functions change with the scale m, and thereby allowing us
to determine all physical properties from solving the effective
action at the single scale m = 1, i.e., at the replica diagonal
point. We note that this calculation can be understood as a
manifestation of a renormalization group procedure in real
space, involving coarse graining on larger and larger scales,
reformulated in abstract replica space.

First, one introduces a “restricted” action Sm(y) and a
corresponding free energy density φm(y), defined on a single

m × m block of the Parisi matrix with 1 � m � n,

Sm(y) = −J2

2

m∑
a,b=1

(Qab − Qm)
∫

τ

∫
τ ′

σ z
a τ σ

z
b τ ′

+
m∑

a=1

[∫
τ

(
y σ z

aτ + hT σ x
aτ

)− J2

2

∫
τ

∫
τ ′

χ̃ (τ − τ ′)σ z
a τ σ

z
a τ ′

]
,

and

eβ m φm (y) =
∫

Dσ z e−Sm (y),

where χ̃ (τ ) ≡ χ (τ ) − Qaa, with Qaa = limm→1 Qm. Here,
the action Sm(y) was obtained by restricting the replica
sums in Srep to indices 1 � a � m, and by eliminating the
“background” coupling Qm by a Hubbard-Stratonovich trans-
formation, taken into account through the random field y,
similarly to the treatment of the replica symmetric action
in Sec. II B 1. As a result, the replicas within the m × m
Parisi block become decoupled, unless they share the same
(m − �m) × (m − �m) block at the next level m − �m. In
terms of the free-energy landscape, this procedure can be
interpreted as considering the partition function of a single
valley at level m.

Importantly, the replica diagonal action, S1(y), has the
same structure as the replica symmetric result Eq. (12). The
corresponding free-energy density, φ1(y), is accessible by a
continuous-time Monte Carlo approach, described below in
Sec. III. All other free-energy densities φm(y) can then be ob-
tained by deriving a recursion relation, expressing φm+�m(y)
in terms of φm(y); see Appendix A for details. Finally, in the
replica limit n → 0, the label m transforms to a continuous
variable x ∈ [0, 1], Qm evolves into a monotonously increas-
ing function Q(x), and the recursion relation becomes a partial
differential equation for the function φ(x, y),

∂xφ(x, y) = −J2

2

dQ

dx

{
∂ 2

y φ(x, y) + βx[∂yφ(x, y)]2
}
. (18)

This flow equation describes the evolution of the free-energy
density of a valley at scale x in random field y upon changing
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the scale x. Therefore, it allows us to determine the free
energy of the full system from the replica diagonal boundary
condition φ1(y).

The second ingredient for obtaining the equations gov-
erning full replica symmetry breaking is introducing a
scale-dependent distribution function Pm(y), encoding the dis-
tribution of the random magnetic field y within a valley at
scale m, appearing in the reduced action Sm(y). This distribu-
tion incorporates the mean-field renormalization of the bare
disorder by the interactions between the Parisi block in ques-
tion, and the rest of the system. It is determined by imposing
the condition that any spin correlator within the m × m Pauli
block, Om, can be obtained by evaluating it with respect to
Sm(y), followed by a disorder average over y according to
Pm(y),

〈Om〉Srep =
∫

dy Pm(y) 〈Om〉Sm (y) for Om arbitrary.

We note that at the boundary m = n, Sn(y) follows from
the replicated action (10) by a single Hubbard-Stratonovich
transformation over a uniform replica off-diagonal coupling
Qn ≡ Q0. Therefore, at the boundary m = n, Pn(y) preserves
the Gaussian form of the bare disorder, with a variance renor-
malized by interactions, h2

z → h2
z + J2Q0, similarly to the

replica symmetric result (13). The distribution at an arbitrary
scale m can then be determined by following the strategy
applied for the free-energy density, and deriving a recurrence
relation between Pm(y) and Pm+�m(y); see Appendix A for
details. Performing the replica limit and switching to the con-
tinuous variable x yields the flow equation,

∂xP(x, y)

= J2

2

dQ

dx

{
∂ 2

y P(x, y) − 2βx ∂y[P(x, y)∂yφ(y, x)]
}
. (19)

To summarize the result of these rather technical consider-
ations, the solution in the presence of full replica symmetry
breaking can be obtained by solving the following self-
consistency problem iteratively. We first initialize the function
Q[0](x) with finite derivative to allow full replica symmetry
breaking, and a dynamical spin correlator χ̃ [0](τ ). Then, in
each step of the iteration, we substitute χ̃ [i](τ ) into the replica
diagonal action (12), and we solve it with CTQMC for 〈σ z〉S(y)

and χ̃y(τ ) on a fine grid in y. We then proceed by noting that
〈σ z〉S(y) is the derivative of the replica diagonal free-energy
density,

〈σ z〉S(y) = ∂yφ1(y),

and we rewrite the flow Eq. (18) in terms of a scale-dependent
magnetization m(x, y) = ∂yφ(x, y),

∂xm(x, y) = −J2

2

dQ

dx

{
∂ 2

y m(x, y) + βx∂y[m(x, y)2]
}
.

We get the magnetization at all scales by numerically solving
this differential equation with boundary condition m(1, y) =
〈σ z〉S(y), using the function dQ[i]/dx. The next step is to set
the boundary condition P(0, y) to a Gaussian distribution with
variance h2

z + J2Q[i](0), and to solve Eq. (19) by substituting
m(x, y) and dQ[i]/dx into the right-hand side. Finally, we
update all parameters for the next iteration step. According to

the definition of P(x, y), a replica diagonal expectation value
is obtained by evaluating it with respect to S(y), and averaging
over y according to the distribution P(1, y),

χ̃ [i+1](τ ) =
∫

dy P(1, y) χ̃y(τ ),

whereas the overlap Q(x) follows from the “restricted” action
at scale x, and the corresponding distribution P(x, y),

Q[i+1](x) =
∫

dy P(x, y) m(x, y)2.

In this last relation, we used that a pair of replicas in the same
Parisi block at scale x, but in different blocks at all larger
scales, is decoupled in the effective action at scale x, therefore
their overlap is simply the square of the average magnetization
m(x, y)2. This equation can be rewritten in a more convenient
form by taking the derivative with respect to x and using the
flow equations,

dQ[i+1]

dx
= dQ[i]

dx
J2
∫

dy P(x, y) [∂ym(x, y)]2. (20)

These updating formulas close the iteration step, and the pro-
cedure can be repeated until convergence.

According to Eq. (20), the converged solution has to to
satisfy

1 = J2
∫

dy P(x, y) χsuscep(x, y)2, (21)

where we introduced the scale-dependent susceptibility
χsuscep(x, y) = ∂ym(x, y). This relation encodes the so-called
marginal stability of the glassy phase, ensuring that solution
with full replica symmetry breaking remains marginally stable
against perturbations at all scales.

We close this section by noting that despite the technical
difficulties arising in the presence of full replica symmetry
breaking, the structure of the resulting equations can be well
understood based on the replica symmetric case, as well as
the cavity approach. The replica diagonal action (12), also ob-
tained from more intuitive cavity considerations, still governs
the physical properties. The only subtlety is the more complex
renormalization of effective disorder distribution P(y) due to
the complex interplay of interaction terms, completely erasing
the Gaussian structure of the bare disorder. These effects are
systematically incorporated into the replica approach through
the flow Eqs. (18) and (19).

III. CONTINUOUS-TIME QUANTUM
MONTE CARLO APPROACH

As discussed in the previous section, for the complete
solution of the model we need to compute the quantities 〈σ z〉y

and χ̃y(τ ) for a large set of the effective magnetic fields y by
performing CTQMC calculation with the effective local action
(12). We use an hT -expansion CTQMC algorithm, well suited
for incorporating retarded interactions in the action formalism
[56,57]. We outline the main ingredients of this method below,
with the technical details left to Appendix B.
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In this CTQMC approach, we expand the partition function
Zy = Tr e−S(y) in terms of the transverse magnetic field hT as

Zy =
∞∑

q=0

(
1

q!

)2

(hT )2q
q∏

i=1

∫
τi

∫
τ ′

i

Tr
[
e−[Sz (y)+Sχ̃ ]

× (
σ̂+

τ ′
1
σ̂−

τ1
· · · σ̂+

τ ′
q
σ̂−

τq
+ σ̂−

τ1
σ̂+

τ ′
1
· · · σ̂−

τq
σ̂+

τ ′
q

)]
, (22)

and we sample the sum of multiple integrals stochastically.
Here we defined the actions

Sz(y) ≡ y
∫

τ

σ z
τ (23)

and

Sχ̃ ≡ −J2

2

∫
τ

∫
τ ′

χ̃ (τ − τ ′)σ z
τ σ

z
τ ′ , (24)

only depending on the z component of the spin. We also used
that due to (σ̂+)2 = (σ̂−)2 = 0, only the operator sequences
σ̂−σ̂+ · · · σ̂+ and σ̂+σ̂− · · · σ̂− contribute to the partition
function in the above expansion.

We can rewrite this expression for the partition function as
an integral over configurations,

Zy =
∫

D(τq) w(τq),

where a configuration τq = {τ ′
1, τ1, . . . , τ

′
q−1, τq−1, τ

′
q, τq}

for σ z
τ=0 = −1 and τq = {τ1, τ

′
1, . . . , τq−1, τ

′
q−1, τq, τ

′
q} for

σ z
τ=0 = 1 is a set of imaginary times at which the operations

σ̂−
τk

and σ̂+
τ ′

k
occur, and

∫
D(τq) =∑q

∏q
i=1

∫
τ1

∫
τ ′

i
, with the

imaginary times ordered either as β > τ ′
q > τq > · · · > τ ′

1 >

τ1 > 0 or as β > τq > τ ′
q > · · · > τ1 > τ ′

1 > 0, depending on
the value of σ z at τ = 0. The operators σ̂−

τk
and σ̂+

τ ′
k

flip σ z

as 1 → −1 at the imaginary times τk and −1 → 1 at the
imaginary times τ ′

k , respectively, producing a sequence of
alternating signs for σ z, periodic in β due to the Tr operation.
These sequences are conveniently represented by segments
as illustrated in Fig. 3. Performing the trace calculation in
Eq. (22), we obtain a total weight

w(τq) = h2q
T wz(τq, y) wχ̃ (τq), (25)

with the contributions wz and wχ̃ stemming from the ef-
fective field y through the action Sz(y), and the interaction
term through Sχ̃ , respectively. The explicit formulas for these
weight factors, as well as their derivation, are presented in
Appendix B 1.

The observables 〈σ z〉y and χ̃y(τ ) can be evaluated in the
CTQMC method by sampling the segment configurations
stochastically, according their weight w(τq), and evaluating
the contribution of each configuration to these operator ex-
pectation values. We perform this random sampling via a
METROPOLIS algorithm, described in Appendix B 2. More
details on the calculation of the observables are provided in
Appendix B 3.

The iterative solution of the self-consistency problem un-
der replica symmetry and in the presence of full replica
symmetry breaking was outlined in Secs. II B 1 and II B 2,
respectively.

FIG. 3. CTQMC approach for solving the local effective ac-
tion. Configurations with operator sequences σ̂+

τ ′
1
σ̂−

τ1
· · · σ̂+

τ ′
q
σ̂−

τq
(a) and

σ̂−
τ1

σ̂+
τ ′

1
· · · σ̂−

τq
σ̂+

τ ′
q

(b) contributing to the partition function in the hT -

expansion, visualized in the segment picture.

IV. NUMERICAL RESULTS

The theoretical framework described in Sec. II B and the
application of the quantum Monte Carlo algorithm presented
in Sec. III allow us to obtain the numerically exact solution of
the quantum spin glass model (1). In this section, we present
our numerical results concerning the phase diagram, and also
the properties of the spin glass phase, including the order
parameter, distribution of the effective magnetic fields, as well
as the dynamics.

A. Phase diagram

We calculate the solution within the replica symmetric
paramagnetic phase by solving the self-consistency Eqs. (12)–
(15). To remain stable against full replica symmetry breaking,
this solution has to satisfy the following stability criterion:

1 � J2
∫

dy PRS (y) χ̃st (y)2, (26)

with the static susceptibility χ̃st (y) = ∫
τ
χ̃y(τ ). This stability

condition follows immediately from comparing to Eq. (20),
describing how a small symmetry breaking term evolves un-
der iteration, or, alternatively, it can be derived directly by
inspecting how the free-energy density changes as a result of
a symmetry breaking perturbation.

We determine the full phase diagram of the model in
terms of the parameters T/J , hT /J , and hz/J by finding the
points in parameter space where the replica symmetric solu-
tion becomes marginally stable, i.e., Eq. (26) is satisfied as an
equality.

A summary of our results is shown in Fig. 1, displaying
a spin glass phase with full replica symmetry breaking at
low enough temperatures and transverse fields. This glassy
phase is eventually melted by thermal and quantum fluctua-
tions upon increasing T and hT . Importantly, besides these
effects, a strong enough on-site disorder hz also melts the
glass, through inducing a trivial state where each spin aligns
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FIG. 4. Two-dimensional cuts of the phase diagram. (a) Cuts in the hT /J-T/J plane shown for various values of hz/J . Glass can be melted
by thermal or quantum fluctuations, and the glassy region shrinks with increasing hz. (b) Cuts in the hT /J-hz/J plane for different temperatures
T/J . (c) Phase diagram in the T/J-hz/J plane for different transverse fields hT /J .

independently with the strong local field hi. These effects are
further illustrated in Fig. 4, showing two-dimensional cuts of
the full phase diagram in the planes hT -T (a), hT -hz (b), and
T -hz (c).

In the absence of a longitudinal field, i.e., for hz = 0,
special care has to be taken in the numerical calculations,
since QRS vanishes across the whole replica symmetric phase,
and PRS (y) in Eq. (26) becomes a Dirac δ. Instead of imple-
menting hz = 0 directly, we opted for relying on the scaling
property that QRS remains finite in the glassy phase, where
the replica symmetric solution is unstable, and vanishes lin-
early upon approaching the critical value of hT from below
[23]. We extrapolate our QRS data down to hz = 0 and obtain
hT /J = 1.5 for the critical transverse field close to the zero-
temperature limit, at T/J = 0.04, in good agreement with
previous estimates in the literature [23,25,41]. In the classical
limit, hT = 0, with a similar procedure we obtain the known
result T/J = 1 for the critical temperature. These results are
included in the right panel of Fig. 4.

For completeness, we examined the phase boundary in
the T -hz plane, the de Almeida–Thouless line, in detail. We
confirmed that this line is well fitted by the formula for clas-
sical spin glasses [16], hz ∼ (T − Tc)3/2, irrespective of the
strength of the transverse field hT , with Tc denoting the critical
temperature in zero longitudinal field. This result is consis-
tent with general arguments predicting that finite-temperature
phase transitions in quantum systems retain the universal
properties of their classical counterpart [58].

B. Distribution of the effective magnetic fields

Having obtained the complete phase diagram, we now
turn to the properties of the spin glass phase by applying
the iterative procedure described in Sec. II B 2. As already
discussed there, all correlations within a single replica are still
governed by the replica diagonal action (12), but the distribu-
tion of the random magnetic field y appearing in this action
is renormalized by the interactions compared to the Gaussian
bare disorder. This renormalization keeps the Gaussian shape
intact in the paramagnetic phase, only changing the variance
according to Eq. (13). The renormalization is more complex in
the glassy phase, manifesting in the changing shape of P(1, y)
as we go deeper into the glassy phase.

The evolution of P(1, y) across the phase boundary and
within the glassy phase is shown in Fig. 5, displaying
the deformation of this distribution with decreasing thermal
(a) or quantum (b) fluctuations. A dashed line denotes the
Gaussian shape at the phase boundary. Upon entering the
glassy phase, the distribution develops a pseudogap struc-
ture, i.e., the probability of a small fields y is strongly
suppressed.

Such a pseudogap formation is a characteristic feature of
glassiness, and gives rise to a universal scaling deep within the
spin glass phase, P(1, y) ∼ |y|/J2, for fields y small enough.
Importantly, this universal result only depends on the interac-
tion strength J , showing that the glass transition is a structural
phase transition, governed by the complicated interplay of
frustrated interactions. We note that the universal form of
the pseudogap can be understood based on simple, classical
stability arguments by inspecting the stability of the state
against flipping pairs of spins.

C. Order parameter and the overlap distribution

In the replica formalism, full replica symmetry breaking
is encoded in the overlap function Q(x). In the paramag-
netic phase, Q(x) ≡ QRS , whereas the spin glass phase is
characterized by a monotonous function with Q(1) − Q(0) >

0. Therefore, the difference between maximal and minimal
overlaps, Q(1) − Q(0), serves as an order parameter for the
transition.

The overlaps Q(1) and Q(0), as well as the replica sym-
metric solution QRS , are shown in Fig. 6(a) as a function of
transverse field hT , across the phase boundary indicated by
a vertical green dashed line. In the paramagnetic phase at
large hT , Q(0) = Q(1) = QRS , while Q(1) − Q(0) starts to
increase upon entering the glassy phase. In this region, the
replica symmetric solution corresponding to overlap QRS is
unstable, therefore it becomes unphysical. The critical scaling
of the order parameter Q(1) − Q(0) is displayed in the inset
of Fig. 6(a), showing that it vanishes linearly as hT approaches
its critical value from below [23].

As discussed in Sec. II B 2, in the original lattice system,
the spin glass transition manifests in a complex free-energy
landscape with a hierarchy of metastable valleys, and the
overlap function Q(x) of the replica formalism is closely
related to the properties of this rough landscape. In partic-
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FIG. 5. Renormalized distribution of local z magnetic field. Evolution of P(1, y) distribution with decreasing temperature at hT /J = 0.4
fixed (a), and with decreasing transverse field hT at T/J = 0.1 (b). Distribution remains Gaussian in the paramagnetic phase, while a pseudogap
opens up in the spin glass phase, converging towards a universal scaling form P(1, y) ∼ |y|/J2 for small fields y. Distributions at the phase
boundary shown by orange dashed lines. We used hz/J = 0.2.

ular, for classical spin glasses it has been proven that Q(x)
encodes the possible overlaps in the spin configurations of
two metastable states α and β in the same disorder, Qαβ =
1/N

∑N
i=1〈σ z

i 〉α〈σ z
i 〉β , such that Q(x = 0) � Qαβ � Q(x =

1). More precisely, Q(x) contains the following detailed in-
formation on the full distribution of real space overlaps Qαβ .
Provided that the states α and β are sampled according to
their respective Boltzmann weights, the probability density
function of Qαβ can be obtained from the replica calculation
as [17]

P(Qαβ = Q) = dx

dQ

∣∣∣∣
x=x(Q)

.

In the replica formalism, the same distribution P(Q) describes
the possible overlaps between replicas a and b, Qab.

We show the overlap distribution between replicas, P(Q),
in Fig. 6(b) for a transverse field hT /J = 1.7 correspond-
ing to the paramagnetic phase, and for hT /J = 0.4 with two
different hz values within the spin glass phase. In the param-
agnetic phase, Q(x) ≡ QRS gives rise to a trivial distribution
consisting of a single Dirac δ function, P(Q) = δ(Q − QRS ).
Upon entering the spin glass phase, P(Q) acquires a nontrivial
structure over a finite range Q ∈ [Q(0), Q(1)], broadening
as we go deeper into the glassy phase. In particular, Q(0)
approaches 0 with decreasing typical bare magnetic field hz,
while the maximal overlap Q(1) stays close to its maximal
value 1.

In the inset of Fig. 6(b), we also show the overlap functions
Q(x) corresponding to three distributions displayed in the
main panel.

D. Static and dynamical susceptibility

While the distributions P(1, y) and P(Q) reveal essential
features of the spin glass phase, they are hard to extract in a
real physical system. In this section, we turn to experimentally
accessible quantities, the static and dynamical spin suscepti-
bilities. We will further explore the experimental relevance of
the results presented here in Sec. V.

We first explore the static local spin susceptibility of the
lattice model (1), expressed as

χst,tot = 1

β

d2

dh2
i

log Z, (27)

with Z denoting the partition function. The subscript “tot”
stands for total, for a reason that will become apparent shortly.
By using the replica formula (9), we can rewrite χst,tot in terms
of the replicated action as

χst,tot =
n∑

b=1

∫
τ

〈
σ z

b τ σ
z
a 0

〉
Srep

=
∫

τ

χ (τ ) + β
∑
b:b�=a

Qab,

by using Eq. (11). Performing the replica limit n → 0 results
in

χst,tot =
∫

τ

χ̃ (τ ) + β

∫
dx[Q(1) − Q(x)].

Therefore, in the replica symmetric phase, the total local
susceptibility χst,tot coincides with the static component of
the connected spin correlator within a single replica, χ̃ (τ ). In
the presence of replica symmetry breaking, however, replica
off-diagonal correlators provide correction terms to the total
susceptibility. The real space interpretation of this result is
that χ̃ (τ ) is the susceptibility of a single metastable state,
with further correction terms coming into play as the system
has time to explore a larger portion of available states and
converges to true equilibrium. Susceptibilities measured in a
spin glass phase therefore depend sensitively on the experi-
mental details, a phenomenon well known from the difference
between field-cooled and zero-field-cooled susceptibilities in
glasses.

We display both the susceptibility of a single replica, χ̃st =∫
τ
χ̃ (τ ), and the total susceptibility χst,tot in Fig. 7, as a func-

tion of the transverse field hT (a) and of temperature T (b).
While χ̃st shows a peak at the transition, and becomes strongly
suppressed at low hT and T , the total susceptibility remains
smooths across the phase boundary. Instead, χst,tot develops a
plateau in the spin glass phase, almost completely insensitive
to both hT and T . For comparison, the inset of Fig. 7(b)
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FIG. 6. Order parameter and overlap distribution in the spin
glass phase. (a) The overlaps Q(1), Q(0), and QRS as a function
of transverse field hT , across the spin glass phase boundary (green
dashed line), setting T/J = 0.1 and hz/J = 0.2. The order parameter
Q(1) − Q(0) is finite in the glassy phase, but vanishes in the para-
magnetic region. Inset: critical scaling of Q(1) − Q(0), vanishing
linearly as hT approaches the critical point from below. (b) Overlap
distribution P(Q) in the paramagnetic phase for hT /J = 1.7 and
hz/J = 0.2 (orange), and for two parameter sets within the spin
glass phase, hT /J = 0.4, with hz/J = 0.2 (purple) and hz/J = 0.02
(green). Distribution is a single Dirac-delta in the paramagnetic
phase, developing a nontrivial continuous structure in a broadening
range [Q(0), Q(1)] in the glassy phase. The minimal overlap Q(0)
goes to zero in the limit of hz = 0. Inset: Overlap functions Q(x),
corresponding to the distributions in the main panel.

also displays the susceptibilities of the classical Sherrington-
Kirkpatrick model, hT = 0, showing a behavior very similar
to the quantum case, but with a complete suppression of single
replica susceptibility, χ̃st → 0 as T → 0.

Now we turn to the discussion of the dynamical properties.
Similarly to the static susceptibility, the dynamical local sus-
ceptibility can be expressed in the replica formalism. Since
the replica off-diagonal correlations are static, they do not
contribute to the ω �= 0 components of the susceptibility, and
the total susceptibility coincides with the single replica sus-
ceptibility χ̃ (ω). Here χ̃ (ω) can be calculated numerically
by Fourier transforming χ̃ (τ ) to the Matsubara frequencies

FIG. 7. Static susceptibilities across the glass transition. Trans-
verse field (a) and temperature (b) dependence of the susceptibility
of a single replica χ̃st , and of the total local susceptibility χst,tot . Both
susceptibilities coincide in the paramagnetic phase. Single replica
susceptibility χ̃st peaks at the transition, and gets strongly suppressed
deep in the spin glass phase, while the total χst,tot remains smooth and
develops a plateau. Qualitatively similar results for the classical limit
hT = 0 are shown in the bottom inset.


n = 2πn/β,

χ̃ (
n) =
∫

τ

ei
nτ χ̃ (τ ),

and by performing the analytical continuation to real fre-
quencies, 
n → ω + iη with η > 0 infinitesimal, using Padé
approximants.

Figure 8 shows the imaginary-time dependence of the sus-
ceptibility χ (τ ) = χ̃ (τ ) + Q(1) for different values of the
transverse field hT . Here we shifted χ̃ (τ ) by the constant
Q(1), because χ (τ ) is always normalized as χ (0) = χ (β ) =
1, allowing a more clear comparison between the results for
different fields hT . In the classical limit hT = 0, χ (τ ) ≡ 1,
therefore, the deviations from this plateau for hT �= 0 show
the effect of quantum fluctuations.

In the paramagnetic phase, i.e., for large values of hT we
find that χ (τ ) decays exponentially at short times, χ (τ ) ∼
exp(−τ/τ0) with τ0 ≈ 1/2hT . Such an exponential low-τ be-
havior is consistent with the presence of a gap � ∼ 1/τ0 at
large frequencies in the excitation spectrum. As we decrease
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FIG. 8. Imaginary-time dependence of the susceptibility χ (τ ) =
χ̃ (τ ) + Q(1), shown for different transverse fields hT . The classical
limit, hT = 0, yields a plateau χ (τ ) ≡ 1, with the quantum fluctua-
tions at hT �= 0 introducing a nontrivial imaginary time dependence.
The result at the spin glass phase boundary is shown by an orange
dashed line. We used hz/J = 0.2, T/J = 0.1.

hT and enter the spin glass phase, χ (τ ) develops an extended
plateau behavior at large τ values, appearing after an initial
drop in the low-τ range.

Near quantum criticality, i.e., for T → 0 and at the crit-
ical value of the transverse field hT , the susceptibility χ̃ (τ )
shows a power-law decay ∼1/τ 2 towards zero for long times
τ . A similar critical power-law behavior persists across the
whole glassy phase, with the susceptibility still approach-
ing its stationary value with the same power-law exponent,
as ∼1/τ 2. We confirmed numerically that this observation
also holds for a wide range of longitudinal fields hz. This
result agrees with previous studies focusing on the limit of
vanishing longitudinal field hz = 0 [21,25,41]. Motivated by
our numerical results, recent Landau theory calculations have
also considered a finite field hz > 0 [50], and found the same
behavior.

The imaginary part of the dynamical susceptibility,
Im χ̃ (ω), is shown in Fig. 9 for different pairs of transverse
field hT and temperature T along two distinct lines crossing
to the phase boundary of the spin glass phase.

In Fig. 9(a), T is fixed and the glass transition is crossed
by increasing hT , as shown in the inset. Within the spin glass
phase, Im χ̃ (ω) increases linearly at small ω,

Im χ̃ (ω) ≈ B ω/J2.

This Ohmic scaling of the spectral function indicates the
presence of low-energy excitations, and reflects the slow
power-law decay χ̃ (τ ) ∼ 1/τ 2 displayed in Fig. 8. This result
is again consistent with Landau theory calculations [21,50]
and approximate arguments within the glassy phase [37],
predicting a linear ω dependence at small frequencies in the
entire spin glass phase. Furthermore, a similar result has been
suggested from an exact diagonalization study at T = 0 tem-
perature [42]. At low temperatures, we find the slope B = 0.5,
independently of the transverse field hT . This result confirms
previous arguments suggesting an hT -independent coefficient
B, and yields a precise numerical prediction close to the

FIG. 9. Imaginary part of the dynamical susceptibility χ̃ (ω) for
(a) increasing transverse field hT and (b) increasing temperature T ,
moving from the spin glass phase to the paramagnetic phase as shown
in the insets. Curves at the phase boundary are indicated by orange
dashed lines. We used (a) hz/J = 0.2, T/J = 0.1 and (b) hz/J = 0.2,
hT /J = 0.4.

previous approximate estimate Bapprox ≈ 0.59 [37,59]. We
find that the linear frequency dependence persists to the criti-
cal point (dashed orange line) and into the paramagnetic phase
close to phase transition, but Im χ̃ (ω) at small ω gets depleted
upon increasing hT further. Deeper in the paramagnetic phase,
Im χ̃ (ω) reflects the presence of a gap, �, also responsible
for the exponential short time decay in χ̃ (τ ). At large hT ,
� ∼ 2hT with good precision.

A different cut with increasing T and fixed hT is displayed
in Fig. 9(b). The points in parameter space corresponding
to the curves of the main figure are again indicated in the
inset. Similarly to what we found for increasing quantum
fluctuations, Im χ̃ (ω) points to the presence of low-energy
excitations in the spin glass phase, gradually depleted in the
paramagnetic phase after crossing the phase boundary (dashed
orange line).

V. RELEVANCE FOR SPIN GLASS EXPERIMENTS

In this section, we comment on the experimental relevance
of our mean-field quantum spin glass results. The classical
Sherrington-Kirkpatrick model has been suggested to give a
good qualitative description for the compound LiHoxY1−xF4,
derived from the LiHoF4 dipolar-coupled Ising ferromagnet
by site dilution with the nonmagnetic Y 3+ ions. The emerging
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FIG. 10. Qualitative comparison between mean-field quantum
spin glass results and ac susceptibility measurements on the
LiHoxY1−xF4 compound [32]. Main panel: Imaginary part of the
dynamical susceptibility in the quantum Sherrington-Kirkpatrick
model, Im χ̃ (ω), shown for several values of transverse field hT on
both sides of the spin glass transition at hcr

T /J = 1.1. Inset: Results of
ac susceptibility measurements from Ref. [32] with transverse fields
Ht (kOe) = 8, 6, 4, 3, 2, 1 from right to left.

positional disorder and the frustration of the dipolar interac-
tions drive the system to a classical spin glass phase at low
temperatures around doping x ∼ 0.2 [32].

Applying a transverse magnetic field perpendicular to the
easy axis in LiHoxY1−xF4 yields a potential realization of
a quantum spin glass, qualitatively described by Eq. (1).
The transverse magnetic field splits the doubly degenerate
crystal-field ground state of the Ho3+ ion with spin-up and
spin-down states by coupling the ground state and the first
excited crystal-field level, and thereby mixing the classical
spin-up and spin-down states. The dynamical properties of the
LiHoxY1−xF4 compound under such a transverse field have
been investigated in a series of ac susceptibility measurements
[28–34], with the strength of quantum fluctuations controlled
by the transverse field.

In particular, in Ref. [32], the frequency dependence of the
imaginary part of the dynamical susceptibility, χ ′′( f ), was
measured in LiHoxY1−xF4 at x = 0.198, close to the glass
transition, for several values of the transverse field. These
measurements pointed towards the formation of a plateau
in χ ′′( f ) in the spin glass phase at low frequencies f , de-
pending only very weakly on the value of the transverse
field. As discussed above, we find a qualitatively similar, hT -
independent low-frequency behavior for the imaginary part of
the dynamical susceptibility in our mean-field quantum spin
glass calculations in the glassy phase. This is demonstrated in
Fig. 9(a), showing that the curves for Im χ̃ (ω), calculated for
different transverse fields, overlap in the low-ω range, in ac-
cordance with experimental results. We further illustrate this
behavior in Fig. 10, qualitatively comparing our numerical
results to the experimental observations of Ref. [32].

In contrast to the plateau behavior, remaining robust
against variations of the transverse field, χ ′′( f ) changed non-
monotonously in the experiments as a function of temperature

upon crossing the phase transition in the low-frequency range
[32]. Similarly to this experimental observation, we also find
nonmonotonic temperature dependence in the low-frequency
limit of Im χ̃ (ω) for small values of the transverse field. This
is shown in Fig. 9(b) above, again in good qualitative agree-
ment with the ac susceptibility measurement results reported
in Ref. [32].

These comparisons demonstrate that the exact solution of
simplified mean-field quantum spin glass models can already
give a lot of insight into the behavior of real materials, and
shed light on the qualitative properties of these extremely
complex systems.

VI. OUTLOOK TO ELECTRON GLASSES

The theoretical framework presented in this paper, includ-
ing the quantum Monte Carlo approach, can be extended for
fermionic systems, allowing us to obtain the exact solution
of mean-field electron glass models. To demonstrate this, we
consider a paradigmatic mean-field Coulomb glass model, the
disordered t-V model, given by the Hamiltonian [51,52]

Ĥ = − t√
z

∑
〈i, j〉

(ĉ†
i ĉ j + H.c) + V√

z
δn̂iδn̂ j +

∑
i

εiδn̂i. (28)

This Hamiltonian describes spinless electrons moving with
nearest-neighbor hopping on a Bethe lattice with coordina-
tion z → ∞, experiencing on-site disorder εi, and interacting
with each other through nearest-neighbor repulsive interaction
Vi j = V/

√
z, mimicking the long-ranged Coulomb interac-

tion. The levels εi are drawn from Gaussian distribution
P(ε) ∼ e−ε2/(2W 2 ), and δn̂i denotes deviation from half-filling
as δn̂i = ĉ†

i ĉi − 1/2.
In a previous work [53], we have already studied the glassy

phase of this model by applying iterative perturbation the-
ory. We also performed exact CTQMC simulations, but only
within the replica symmetric Fermi liquid phase. Here we
present the extension of the hT -expansion CTQMC algorithm,
such that it captures the exact solution of the mean-field disor-
dered t-V model in both regions, including the electron glass
phase with full replica symmetry breaking. The Monte Carlo
algorithm as well as more details on the model are presented
in Appendix C.

We show the evolution of the disorder averaged local den-
sity of states ρ(ω) with decreasing temperature, upon crossing
the glass transition, in Fig. 11 (main panel). A correlation hole
at the Fermi energy ω = 0 starts to appear already in the Fermi
liquid phase. After crossing the phase boundary (shown by an
orange dashed line), this correlation hole develops smoothly
into a universal Efros-Shklovskii pseudogap deep in the glassy
phase. We also show the full distribution of Hartree energies
ε̃, incorporating the bare disorder εi and the renormalization
by the interactions. This distribution P(ε̃) (see the inset) is the
electron glass analog of the local magnetic field distribution
P(x = 1, y) of the Sherrington-Kirkpatrick model, displaying
a Gaussian shape in the liquid phase, with a pseudogap start-
ing to open gradually after entering the glassy phase.

Finally, we note that we find excellent overall agreement
between the numerically exact solution and the results of the
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FIG. 11. Electron glass transition in the disordered t-V mean-
field Coulomb glass model. Main panel: Temperature dependence
of local density of states across the transition. A correlation hole
formed at the Fermi energy in the liquid phase smoothly de-
velops into a pseudogap in the glassy phase. Phase boundary
shown by a dashed orange line. Inset: Corresponding distributions
of Hartree energies, P(ε̃), displaying the formation of a pseudo-
gap in the glassy phase. Temperature values are chosen as T =
0.5, 0.3, 0.2, 0.156, 0.133, 0.067, 0.05.

diagrammatic self-consistent perturbation theory introduced
in Ref. [53].

VII. DISCUSSION

In this work, we presented a complete solution of the
transverse field Sherrington-Kirkpatrick model, a paradig-
matic mean-field quantum spin glass model. We combined a
continuous-time quantum Monte Carlo method with a replica
calculation allowing for full replica symmetry breaking, and
we gained access to the entire phase diagram, as well as to
the properties of the glassy phase. We studied in detail several
indicators of the order parameter of the quantum glass transi-
tion. First, we examined the distribution of the local effective
magnetic field generated by the frustrated Ising interactions,
and we observed the formation of a pseudogap structure in the
glassy phase. Second, we evaluated and discussed the overlap
function Qab, characterizing the overlap in the magnetization
patterns of replicas a and b subject to the same disorder. We
found that the difference between the maximal and minimal
possible overlaps serves as an Edwards-Anderson-type order
parameter for the transition, and vanishes linearly with the
transverse field hT upon approaching the phase boundary from
the glassy phase. We also extracted the full distribution of
these overlaps, taking the form of a single Dirac-delta in
paramagnetic phase, but broadening to a nontrivial continu-
ous structure upon crossing the glass transition, and carrying
crucial information on the roughening of the free-energy land-
scape in the spin glass phase.

We then turned to experimentally more accessible quanti-
ties, and we discussed the behavior of the static and dynamical
local spin susceptibilities. We found that the static suscepti-
bility develops a flat plateau in the glassy phase, remarkably
stable against increasing thermal or quantum fluctuations. The
dynamical susceptibility, on the other hand, reflects the pres-
ence of low-energy excitations in the glassy phase through its

scaling properties. In particular, we found that the marginally
stable glassy phase gives rise to a slow power-law decay
in the susceptibility, ∼1/τ 2. While this behavior has been
predicted for the limit hz = 0 earlier in the literature, we
confirmed numerically that the same power-law decay persists
for a wide range of longitudinal fields hz. Motivated by these
results, more recently further evidence for this behavior has
also been provided within the framework of Landau theory
[50]. This scaling also manifests in an Ohmic response func-
tion, i.e., in the linear ω-dependence Im χ̃ (ω) = Bω/J2 at low
frequencies. We demonstrated that the characteristic slope B
is independent of the transverse field hT at low temperatures,
in accordance with previous approximate arguments, and we
extracted the numerical prediction B = 0.5.

We also compared these results qualitatively to ac suscep-
tibility measurements performed on the quantum spin glass
compound LiHoxY1−xF4, and we found good agreement.
These results highlight the relevance of simplified mean-field
models for understanding the complicated behavior of com-
plex, experimentally accessible materials.

Our study allows us to capture and describe accurately
the effects of finite transverse and random longitudinal fields
on the spin glass transition and on the glass phase. Our re-
sults confirm that the nonergodic replica symmetry broken
phase extends down to zero temperature even for finite quan-
tum fluctuations, hT �= 0, a regime that is hard to access by
finite-size calculations [39]. Regarding the role of the random
longitudinal field, we find a behavior similar to the classical
Sherrington-Kirkpatrick model. Specifically, our extrapolated
results at hz = 0 point towards a sharp anomaly in the static
local susceptibility at the spin glass transition, however this
is smoothed out by any finite value of hz. A finite hz, how-
ever, does not remove the glass transition itself, in contrast
to earlier suggestions in the literature [43]. The presence of
a glassy phase is still shown by the emergence of a finite
order parameter Q(1) − Q(0), as well as by the continuous
distribution P(Q). We should add that this is not beyond
expectations; in the absence of the transverse field, at T = 0
temperature the local field distribution exhibits a characteristic
pseudogap, intrinsically related to replica symmetry breaking.
This pseudogap remains stable in a small finite random longi-
tudinal field, which does not destroy the glassy phase. It is not
surprising that adding a transverse field leads to a qualitatively
similar behavior as the presence of a longitudinal field, and
does not harm the spin glass phase.

Besides presenting a detailed study for one of the
paradigmatic mean-field quantum spin glass models, we
demonstrated that the general framework developed in this
work is applicable to a wide range of mean-field quantum
glass models. To this end, we showed that it can be general-
ized to capture full replica symmetry breaking in the electron
glass phase of a mean-field model for Coulomb glasses, the
disordered t-V model [51,53]. These results open up new pos-
sibilities to obtain “numerically exact” solutions for various
mean-field quantum glass models, showing different types of
orders, such as the quantum Heisenberg spin glass [48], or
the random t-J model relevant for the properties of cuprates
[49,60].

We believe that our work is an important stepping
stone towards understanding real materials. The framework
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presented in this paper can be combined with DMFT as a
local approximation, and it allows us to investigate realistic,
finite-dimensional systems. Another exciting open question
concerns how the present approach reflects anomalously slow
dynamics, and the wide distribution of relaxation timescales.
This complex dynamics has potential applications in design-
ing quantum neural networks realizing associative memory,
with imminent relevance for ongoing cavity QED experiments
[14]. Both of these challenging tasks are the subject of future
research.
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APPENDIX A: FLOW EQUATIONS IN THE PRESENCE OF
FULL REPLICA SYMMETRY BREAKING

1. Flow equation for the free-energy density

Here we consider the scale-dependent free-energy density
introduced in Sec. II B 2. We first sketch the derivation of the
recurrence relation expressing φm+�m(y) in terms of φm(y),
and then we perform the replica limit n → 0, yielding the flow
Eq. (18).

A Parisi block at scale m + �m contains (m + �m)/m
blocks of size m, which are decoupled under the action
Sm+�m(y), due to the elimination of the coupling Qm+�m with
a Hubbard-Stratonovich transformation. Therefore, one can
express Sm+�m(y) in terms of 1 + �m/m independent copies
of Sm(y) as

Sm+�m(y) =
1+�m/m∑

k=1

S(k)
m (y) + J2

2
(Qm+�m − Qm)

×
1+�m/m∑

k=1

m∑
a,b=1

∫
τ

∫
τ ′

σ z
a k τ σ

z
b k τ ′ ,

with k enumerating the independent m × m blocks, and a, b
distinguishing replicas within a single such block. Therefore,
φm+�m(y) can be divided into 1 + �m/m independent contri-
butions from m × m blocks,

eβ(m+�m)φm+�m (y) =
⎛⎝∫ Dσ z exp

⎧⎨⎩−Sm(y) − J2

2
(Qm+�m − Qm)

m∑
a,b=1

∫
τ

∫
τ ′

σ z
a τ σ

z
b τ ′

⎫⎬⎭
⎞⎠1+�m/m

.

Moreover, the replica off-diagonal coupling appearing on the right-hand side in addition to Sm(y) can be eliminated by a Hubbard-
Stratonovich transformation as follows:

βφm+�m(y) = 1

m
log

(∫
dỹ√

2πJ2�Qm

∫
Dσ z exp

{
− ỹ2

2J2�Qm
− Sm(y) − ỹ

m∑
a=1

∫
τ

σ z
aτ

})

= 1

m
log

(∫
dỹ√

2πJ2�Qm

∫
Dσ z exp

{
− ỹ2

2J2�Qm
− Sm(y + ỹ)

})

= 1

m
log

(∫
dỹ√

2πJ2�Qm

exp

{
− ỹ2

2J2�Qm
+ β m φm(y + ỹ)

})
,

with �Qm ≡ Qm − Qm+�m. The replica limit n → 0 can now be performed by promoting m to a continuous variable x ∈ [0, 1],
and replacing m + �m by x − �x, with the sign change stemming from continuing a positive integer n � 1 to n = 0. Expanding
φm(y + ỹ) up to second order in ỹ results in

β[φ(x − �x, y) − φ(x, y)] = 1

x
log

(∫
dỹ√

2πJ2�Qx

exp

{
− ỹ2

2J2�Qx

}[
1 + ỹ2 β x

2

{
∂2

y φ(x, y) + β x [∂yφ(x, y)]2
}])

= J2

2
�Qx β

{
∂2

y φ(x, y) + β x [∂yφ(x, y)]2}.
Expanding the left-hand side to first order in �x, and using �Qx/�x → dQ/dx, yields the flow Eq. (18).

2. Flow equation for renormalized field distribution

In this Appendix we give a brief overview of the derivation
of the flow Eq. (19). The first step is expressing Pm(y) with

Pm+�m(y) through a recurrence relation. We consider a spin
operator Om supported within a block at scale m. Since Om is
also contained within all larger Parisi blocks of scale m̃ � m,
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its expectation value can be expressed as

〈Om〉Srep =
∫

dy Pm̃(y) 〈Om〉Sm̃ (y)

=
∫

dy Pm̃(y) e−β m̃ φm̃ (y)
∫

m̃×m̃
Dσ z Om({σ z}) e−Sm̃ (y),

with
∫

m̃×m̃ Dσ z denoting a path integral over a spin block of
size m̃ × m̃, and with m̃ � m arbitrary.

We now compare this expression for the subsequent scales
m̃ = m and m̃ = m + �m. Considering m̃ = m + �m, we
note that Sm+�m(y) only couples replicas within smaller
blocks of size m × m, due to subtracting Qm+�m from the
matrix Qab. Therefore,

∫
(m+�m)× (m+�m) Dσ z factorizes into

(m + �m)/m independent path integrals over these smaller
blocks, with the operator Om supported within one of them.
The remaining blocks contribute equally towards the to-
tal partition function of the (m + �m) × (m + �m) block,
eβ (m+�m) φm+�m (y), leading to a prefactor eβ [(m+�m)−m] φm+�m (y),
with −m in the exponent accounting for the missing contribu-
tion from the block containing Om. These considerations yield

〈Om〉Srep =
∫

dy Pm+�m(y) e−β m φm+�m (y)

×
∫

m×m
Dσ z Om({σ z}) e−Sm (y)−J2�Qm/2(

∑m
a=1

∫
τ
σ z

a τ )2

,

with �Qm = Qm − Qm+�m, where we used the relations from
the previous section to express Sm+�m(y) within an m × m
Parisi block in terms of Sm(y). We can now repeat the steps
followed from the calculation of the free-energy density, and
decouple the replica off-diagonal correction to Sm(y) in the
exponent with a Hubbard-Stratonovich transformation, by in-
troducing a field ỹ,

〈Om〉Srep =
∫

dy Pm+�m(y) e−β m φm+�m (y)

×
∫

dỹ√
2πJ2�Qm

e−ỹ2/(2J2�Qm )

×
∫

m× m
Dσ z Om({σ z}) e−Sm (y)−ỹ

∑m
a=1

∫
τ
σ z

aτ

=
∫

dy
∫

dỹ√
2πJ2�Qm

e−ỹ2/(2J2�Qm )Pm+�m(y − ỹ)

× eβ m [φm (y)−φm+�m (y−ỹ)]〈Om〉Sm (y).

Here the second equality follows from shifting the integration
variable, y → y + ỹ.

Comparing this relation to the definition of Pm(y) yields a
recurrence relation,

Pm(y) =
∫

dỹ√
2πJ2�Qm

e−ỹ2/(2J2�Qm )

× Pm+�m(y − ỹ) eβ m [φm (y)−φm+�m (y−ỹ)].

Expanding the terms in the second line up to second order in
ỹ and performing the Gaussian integral leads to

Pm(y) = Pm+�m(y) eβ m {φm (y)−φm+�m (y)}

+ J2

2
�Qm∂

2
ỹ [Pm+�m(y−ỹ) eβm{φm (y)−φm+�m (y−ỹ)}]

∣∣
ỹ=0

.

One can now proceed by performing the replica limit m →
x, �m → −�x, and �Qm → �x dQ/dx, and expanding the
right-hand side up to order �x,

∂xP(x, y)

= J2

2

dQ

dx

[
∂2

y P(x, y) − 2βx∂yP(x, y)∂yφ(x, y)
]+P(x, y)βx

×
[
∂xφ(x, y) + J2

2

dQ

dx

{
βx[∂yφ(x, y)]2 − ∂2

y φ(x, y)
}]

.

The expression in the last line can be simplified by taking into
account the flow equation for the free-energy density φ(x, y),
yielding the flow Eq. (19) for P(x, y).

APPENDIX B: DETAILS OF THE CONTINUOUS-TIME
QUANTUM MONTE CARLO CALCULATIONS

1. Monte Carlo weights of segment configurations

As discussed in the main text, the partition function Zy,
Eq. (22), can be expressed as an integral over segment con-
figurations τq, contributing with weights w(τq). According
to Eq. (25), the total weight is expressed as a product of the
weights associated with the y-field, Eq. (23), and the inter-
action term (24), giving rise to the contributions wz(τq, y)
and wχ̃ (τq), respectively. Below, we evaluate these weights
factors.

Evaluation of the y-field term. In the following discussions,
we consider segment configurations with σ z

τ=0 = −1. Similar
expressions hold for σ z

τ=0 = 1.
The trace calculation in Eq. (22) gives rise to the weight

factor wz(τq, y),

wz(τq, y) = Tr
[
e−Sz (y) σ̂+

τ ′
1
σ̂−

τ1
· · · σ̂+

τ ′
q
σ̂−

τq

]
= Tr

[
e−y(β−τq ) σ̂−

τq
ey(τq−τ ′

q ) σ̂+
τ ′

q

· · · σ̂−
τ1

ey(τ1−τ ′
1 ) σ̂+

τ ′
1

e−y(τ ′
1−0)
]

= e−y(�↑−�↓). (B1)

Here we used that the only nonvanishing matrix elements
of the spin raising and lowering operators are 〈↑ |σ̂+

τ ′
k
| ↓〉 =

〈↓ |σ̂−
τk

| ↑〉 = 1 for any k = 1, . . . , q. We also defined the
total length of segments with spin-up and spin-down states,
�↑ = (τ1 − τ ′

1) + (τ2 − τ ′
2) + · · · + (τq − τ ′

q) and �↓ = (τ ′
1 −

0) + (τ ′
2 − τ1) + · · · + (β − τq), respectively.

Evaluation of the interaction term. To evaluate the in-
teraction term arising from Sχ̃ , Eq. (24), it is convenient
to introduce an auxiliary function K (τ ), such that K ′′(τ ) =
J2 χ̃ (τ ), and the function is periodic in β with K (0) =
K (β ) = 0. The weight wχ̃ of a given segment configuration
can be written as a product over the contributions from all
possible pairs of segments (si, s j ),

wχ̃ (τq) =
∏

(si,s j )

exp

(
J2

2
σi σ j

∫
τi∈si

∫
τ j∈s j

χ̃ (τi − τ j )

)
, (B2)
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FIG. 12. Monte Carlo updates for the segment configuration. Ad-
dition or removal of a spin-down segment (a) or of a spin-up segment
(b).

with σi/ j denoting the value of σ z on segment si/ j . In terms of
K (τ ), we obtain

wχ̃ (τq) = exp
(

1
2

∑
k1,k2

[
K
(
τk1 − τ ′

k2

)+ K
(
τ ′

k1
− τk2

)
−K
(
τk1 − τk2

)− K
(
τ ′

k1
− τ ′

k2

)]− 2βK ′(0)
)
,

(B3)

with 2K ′(0) = J2
∫
τ
χ̃ (τ ).

2. Monte Carlo procedure

In the CTQMC method, we sample the segment configu-
rations stochastically by applying a METROPOLIS algorithm.
Here, we decompose the transition probability W (τq → τ̃ q̃)
for moving from a configuration τq to a new configuration
τ̃ q̃ into a proposal and an acceptance part as W (τq → τ̃ q̃) =
Wprop(τq → τ̃ q̃)Wacc(τq→ τ̃ q̃). The detailed balance condition
is satisfied by requiring

Wacc(τq → τ̃ q̃) = min

(
1,

w(τ̃ q̃)Wprop(τ̃ q̃ → τq)

w(τq)Wprop(τq → τ̃ q̃)

)
, (B4)

with w(τq) and w(τ̃ q̃) denoting the weights of the initial and
final configurations, respectively.

We update the segment configuration in the Monte Carlo
calculation by either inserting or removing a segment of
length �. As illustrated in Fig. 12, a spin-down segment can be
added or removed by adding or deleting a pair of neighboring
operators σ̂+

τ+� σ̂−
τ acting on a spin-up state [Fig. 12(a)]. This

operation splits a spin-up (σ z = 1) state into two spin-up
states, with an additional spin-down (σ z = −1) segment in
the middle. Similarly, for the insertion or removal of a spin-up
segment we add or delete a neighboring pair σ̂−

τ ′+�σ̂
+
τ ′ inside a

spin-down segment [Fig. 12(b)].
A Monte Carlo updating step proceeds as follows. In

the case of the insertion of a spin-down segment (adding
σ̂+

τ+� σ̂−
τ ), we first select a random imaginary time τ from the

range τ ∈ [0, β]. The left and right end points of the segment
containing τ are τk and τ ′

k , respectively. We select a sec-
ond random imaginary time τ ′ from the range τ ′ ∈ [0, �max]
with �max = τk − τ , and the length of the inserted segment
is � = τ ′ − τ . The probability of proposing this operation
is Wprop(τq → τ̃q+1) = 1/(β�max). The reversed probability
Wprop(τ̃q+1 → τq) corresponds to the removal of a segment.
For a removal operation, we choose a random segment from
the total q + 1 segments, which gives Wprop(τ̃q+1 → τq) =
1/(q + 1).

The insertion of a spin-up segment (adding σ̂−
τ ′+�σ̂

+
τ ′ ) goes

in a similar manner. Namely, we first select τ ′ from the range
τ ′ ∈ [0, β], then we select a second imaginary time τ from
the range τ ∈ [0, �max] with �max = τ ′

k+1 − τ ′ because the
segment containing τ ′ has left end point τ ′

k+1 and right end
point τk in this case. The length of the inserted segment is
� = τ − τ ′.

Using Eqs. (B4) and (25), the acceptance probability of an
insertion update Wacc(τq → τ̃q+1) is expressed as

Wacc(τq → τ̃q+1)

= min

(
1,

h2
T β �max

(q + 1)

wz(τ̃q+1, y)

wz(τq, y)

wχ̃ (τ̃q+1)

wχ̃ (τq)

)
with wz(τ̃q+1, y)/wz(τ̃q, y) = e2y(τ ′−τ ), where τ ′ − τ = � for
addition of a spin-down segment, and τ ′ − τ = −� for addi-
tion of a spin-up segment.

With a similar consideration, the acceptance probability for
a segment removal update is given by

Wacc(τq → τ̃q−1) = min

(
1,

q e−2y(τ ′−τ )

h2
T β �max

wχ̃ (τ̃q−1)

wχ̃ (τq)

)
.

Both update probabilities are always positive, therefore the
calculations do not suffer from a negative sign problem.

3. Operator expectation values

The contribution of a given segment configuration to the
average magnetization 〈σ z〉y is given by

〈σ z〉y = 1

β

∑
s∈segments

σs �s = 1

β
(�↑ − �↓), (B5)

with �s denoting the length of segment s, with σs = ± for a
spin-up/-down state.

To evaluate the connected correlator χ̃y(τ ), in the CTQMC
it is more convenient to consider the correlation function

χy(τ ) = χ̃y(τ ) + 〈σ z〉2
y = 〈Tτ σ

z
τ σ

z
0

〉
S(y).

The contribution of a segment configuration to χy(τ ) can be
evaluated by shifting the segment configuration around the
circle of circumference β by τ . For a segment s corresponding
to the arc {τi, τ j}, this yields a shifted segment sτ on the
arc {τi + τ mod β, τ j + τ mod β}. Using this notation, we
obtain

χy(τ ) = 1

β2

∑
s,s′∈segments

σsσs′ �s∩s′
τ
, (B6)

with �s∩s′
τ
� 0 denoting the length of the intersection between

the segment s and the shifted segment s′
τ .

APPENDIX C: MONTE CARLO ALGORITHM FOR THE
DISORDERED t-V MODEL

In this Appendix, we present the extension of the hT -
expansion Monte Carlo algorithm to the case of the disordered
t-V model in the mean-field limit, z → ∞. We start with a
short summary of the theoretical background, and then we
present the Monte Carlo algorithm. A detailed discussion of
the model is given in Ref. [53].
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1. Theoretical background

Following similar steps in the replica formalism to those outlined in Sec. II B, the local replicated effective action in the
z → ∞ mean-field limit of the disordered t-V model given with the Hamiltonian (28) is obtained as

Srep =
∫ β

0
dτ

∫ β

0
dτ ′
{

n∑
a=0

(
c a

τ [δ(τ − τ ′)∂τ ′ − t2G(τ − τ ′)]c a
τ ′ − V 2

2
χ (τ − τ ′)δn a

τ δn a
τ ′
)

− 1

2

n∑
a �=b

V 2Qabδn a
τ δn b

τ ′ − 1

2

n∑
a,b=0

W 2δn a
τ δn b

τ ′

}
, (C1)

supplemented by the self-consistency conditions

G(τ − τ ′) = 〈c a
τ c a

τ ′
〉

Srep
, χ (τ − τ ′) = 〈δna

τ δna
τ ′
〉
Srep

, Qa �=b = 〈δna
τ δnb

τ ′
〉
Srep

. (C2)

Here, the glass order parameter Qab expresses density fluctu-
ation correlations between different replicas.

As in the case of the SK model, in the replica symmetric
solution the Qa �=b = QRS ansatz is assumed, the solution of
which describes a disordered Fermi liquid phase. The local
effective action Sε̃ is obtained from Srep by decoupling differ-
ent replicas by the Hubbard-Stratonovich field ε̃, giving

Sε̃ =
∫

τ

∫
τ ′

{
cτ [δτ,τ ′[∂τ ′ + ε̃] − t2G(τ − τ ′)]cτ ′

−V 2

2
[χ (τ − τ ′) − QRS]δnτ δnτ ′ − βε̃

2

}
. (C3)

The Hubbard-Stratonovich fields ε̃ have a Gaussian distri-
bution as PRS (ε̃) ∼ exp ( − ε̃2/(W 2 + V 2QRS)/2). The self-
consistency conditions in Eq. (C2) become{

G(τ )
χ (τ )

}
=
∫

d ε̃ PRS (ε̃)

{
Gε̃(τ )
χε̃(τ )

}
, (C4)

and QRS is also determined self-consistently by

QRS = 〈δn〉2 =
∫

dε̃ PRS (ε̃) 〈δn〉ε̃2.

The quantities Gε̃(τ ), χε̃(τ ), and 〈δn〉ε̃ are computed with the
effective local action, Eq. (C3).

In the case of full replica symmetry breaking, the local
effective action (C3) still holds with the self-consistency con-
ditions (C4), and only the substitution QRS → Qaa should be
taken. However, the distribution PRS (ε̃) of the local energy
levels will be deformed from Gaussian form to a more com-
plicated, non-Gaussian structure that should be determined
self-consistently. This is achieved by solving the flow equa-
tions, which have the form

∂φx,ε̃

∂x
= −V 2

2

dQ

dx

{
∂2φx,ε̃

∂ε̃2
+ βx

(
∂φx,ε̃

∂ε̃

)2
}

,

∂Px,ε̃

∂x
= V 2

2

dQ

dx

{
∂2Px,ε̃

∂ε̃2
− 2βx

∂

∂ε̃

(
Px,ε̃

∂φx,ε̃

∂ε̃

)}
,

where we used the notations Px,ε̃ ≡ P(x, ε̃) and φx,ε̃ ≡
φ(x, ε̃). The flow equations are subject to the boundary con-
ditions that φ1,ε̃ is the free energy of the replica diagonal
action, and P0,ε̃ takes a Gaussian form similar to PRS , with
the substitution QRS → Q0.

For more details, please visit Ref. [53].

2. Monte Carlo algorithm

The computation of 〈δn〉ε̃, Gε̃(τ ), and the susceptibility
χε̃(τ ) with the local effective action (C3) can be performed by
the CTQMC. The Monte Carlo algorithm is a version of the
hT -expansion algorithm presented in Sec. III and Appendix B
by treating fermions instead of the Ising spin variables.

Here, instead of the expansion in hT , we expand the
partition function Zε̃ = Tre−Sε̃ in terms of the hybridization
function F (τ − τ ′) = t2G(τ − τ ′). The expansion reads

Zε̃ = Tr e−SF+S1

=
∑

q

∫
τ

∫
τ ′

detF̂ (q)Tr
[
e−S1 cτ1 cτ ′

1
· · · cτq cτ ′

q

]
(C5)

with the action terms SF ≡ − ∫
τ

∫
τ ′ cτ t2G(τ − τ ′)cτ ′ and

S1 ≡ ∫
τ

cτ (∂τ + ε̃)cτ − V 2/2
∫
τ

∫
τ ′ χ̃ (τ − τ ′)δnτ δnτ ′ , where

χ̃ (τ − τ ′) = χ (τ − τ ′) − Q(1). The matrix F̂ (q) in Eq. (C5)
is composed of the hybridization functions as F̂ (q)

ji = F (τi −
τ ′

j ) = t2G(τi − τ ′
j ). The partition function can be expressed

as an integral over configurations, Zε̃ = ∫ D(τq)w(τq), where
a configuration τq is a set of imaginary times, τq =
{τ ′

1, τ1, . . . , τ
′
q, τq}, as it was in the hT -expansion method as

well.

FIG. 13. CTQMC configurations with expansion order q = 2 for
the case of the Coulomb glass problem corresponding to operator
sequences ĉ†

τ ′
1
ĉτ1 · · · ĉ†

τ ′
2
ĉτ2 (a) and ĉτ1 ĉ†

τ ′
2
· · · ĉτ2 ĉ†

τ ′
1

(b) contributing to

the partition function in the hybridization-expansion, visualized in
the segment picture.
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Figure 13 shows the segment representation of the
configurations, which takes a series of segments {τ ′

k, τk}
on which the particle number (occupation) is 1, and 0
otherwise. The weight w(τq) is expressed as w(τq) =
detF̂ (q)w(τq, ε̃)w̃χ̃ (τq), where the weight factors w(τq, ε̃)
and w̃χ̃ (τq) come from the level energies ε̃ and Coulomb
interaction, respectively. The weight factor w̃χ̃ (τq) has the
same form as wχ̃ (τq) given in Eq. (B2) by substituting the
Ising interaction J with the Coulomb interaction V . Deriva-
tion of w(τq, ε̃) goes in a similar manner to that outlined in
Eq. (B1) for the spin glass problem because of the formal
correspondence ε̃ ∼ y. Namely, we obtain w(τq, ε̃) = e−ε̃�,
where � =∑q

i=1 �i with �i = τi − τ ′
i is the total length of the

segments.
A given segment configuration τq contributes to the ex-

pectation value 〈δn〉ε̃ = 〈n〉ε̃ − 1/2 through the occupation
number 〈n〉ε̃, which is evaluated as

〈n〉ε̃ = 1

β

q∑
i=1

�i = 1

β
�. (C6)

To compute the contribution of a segment configuration to the
susceptibility χε̃(τ ) = 〈Tτ δnτ δn0〉ε̃, it is convenient to express
it as

χε̃(τ ) = 〈Tτ nτ n0〉ε̃ − 〈n〉ε̃ + 1
4 . (C7)

The second term on the right-hand side of Eq. (C7) is evalu-
ated on a segment configuration as is given in Eq. (C6), while
the first term is given as

〈Tτ nτ n0〉ε̃ = 1

β2

∑
s,s′∈segments

�s∩s′
τ

(C8)

with �s∩s′
τ

denoting the length of the intersection between the
segment s and the shifted segment s′

τ . Finally, the calculation
of the Green’s function is performed as

G(τ ) =
〈

1

β

q∑
i, j

(F̂ (q) )−1
ji δ(τ, τi − τ ′

j )

〉
MC

, (C9)

where F̂ (q)
ji = F (τi − τ ′

j ), and δ(τ, τi − τ ′
j ) = δ(τ − τ ′) if

τ ′ > 0 while δ(τ, τi − τ ′
j ) = −δ(τ − τ ′) if τ ′ < 0.
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[20] T. K. Kopeć, K. D. Usadel, and G. Büttner, Instabilities in
the quantum Sherrington-Kirkpatrick Ising spin glass in trans-
verse and longitudinal fields, Phys. Rev. B 39, 12418(R)
(1989).

[21] N. Read, S. Sachdev, and J. Ye, Landau theory of quantum
spin glasses of rotors and Ising spins, Phys. Rev. B 52, 384
(1995).

[22] F. Caltagirone, U. Ferrari, L. Leuzzi, G. Parisi, F. Ricci-
Tersenghi, and T. Rizzo, Critical slowing down exponents
of mode coupling theory, Phys. Rev. Lett. 108, 085702
(2012).

[23] A. Young, Stability of the quantum Sherrington-
Kirkpatrick spin glass model, Phys. Rev. E 96, 032112
(2017).

024431-18

https://doi.org/10.1088/0022-3719/13/24/005
https://doi.org/10.1126/science.1068774
https://doi.org/10.1103/PhysRevA.93.012317
https://doi.org/10.1088/1361-6633/ab85b8
https://doi.org/10.1103/PhysRevE.84.061152
https://doi.org/10.1038/s42254-022-00440-8
https://doi.org/10.1016/0375-9601(92)90557-3
https://doi.org/10.1088/0305-4470/19/9/033
https://doi.org/10.1103/PhysRevB.41.2184
https://doi.org/10.1103/PhysRevA.32.1007
https://doi.org/10.1051/jphys:01987004805074100
https://doi.org/10.1103/PhysRevX.11.021048
https://doi.org/10.1103/PhysRevLett.35.1792
https://doi.org/10.1088/0305-4470/11/5/028
https://doi.org/10.1088/0022-3719/20/35/020
https://doi.org/10.1103/PhysRevB.39.12418
https://doi.org/10.1103/PhysRevB.52.384
https://doi.org/10.1103/PhysRevLett.108.085702
https://doi.org/10.1103/PhysRevE.96.032112


COMPLETE REPLICA SOLUTION FOR THE TRANSVERSE … PHYSICAL REVIEW B 109, 024431 (2024)

[24] L. Arrachea, D. Dalidovich, V. Dobrosavljević, and M. J.
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