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Recently discovered superconducting infinite-layer nickelates RNiO, (R=Nd, La, Pr) attracts increasing
attention as a similar system to cuprates. Both RNiO, and YBCO cuprates display the three-dimensional (3D)
CDW with wave vector ¢ ~ (27 /3,0, q.), while g, is nonzero and incommensurate in the former system.
Here, we reveal that the characteristic CDW in RNiO, can be explained as the quantum interference between
paramagnons, by focusing on the following characteristics of RNiO,: (i) prominent three dimensionality in the
Fermi surface and (ii) large self-hole doping (~14%). This mechanism predicts the emergence of the d,>_ »-wave
bond order at a secondary 3D nesting vector ¢° ~ (27 /3,0, ¢¢) (g5 = 0.2 ~ 27 /3). The obtained strohg bond
fluctuations lead to the non-Fermi liquid electronic states and superconducting states in nickelates.
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The recent discovery of superconducting infinite-layer
nickelates with similar electronic structures and phase dia-
grams to cuprates has stimulated much attention [1-3]. In fact,
infinite-layer nickelates RNiO, (R=Nd, La, Pr) have Ni-34°
configuration, which is the same as Cu-3d° in cuprates. A
high superconducting transition temperature Tsc < 30K has
been reported in RNiO, [4], which may be due to the electron
structure similar to cuprates.

However, there are many differences between RNiO; and
cuprates. The charge-transfer energy estimated by experi-
ments and theories in RNiO, is larger than cuprates [5—10].
Thus, RNiO, is close to the Mott-Hubbard regime, away
from the charge-transfer regime in Zaanen-Sawatzky-Allen
classification [11]. Significant differences from cuprates are
(i) prominent three dimensionality in the Fermi surface (FS)
and (ii) large self-hole doping. As for (i), the FS composed of
Ni d,>_y» orbitals in NdNiO, has three dimensionality, while
cuprates have two-dimensional (2D) FS. As for (ii), self-hole
doping (pseir ~ 0.14) for Ni d,>_,» orbital in NdNiO, is in-
duced since the FSs of the Nd orbitals emerge [6,7]. We define
an effective hole-doping pest = X + pseir in Nd|_,St,NiO; to
make direct comparison with p.g = x in cuprates without the
self-hole doping.

Very recently, a three-dimensional (3D) CDW at wave
vector ¢ = (qy, 0, q;) (gx ~ 27 /3, g, # 0) has been observed
by RIXS measurements in R;_,Sr,NiO; [12—15]. The value
of g, ~ 2w /3 corresponds to the period-three CDW in the x
direction. The value of g, and the CDW transition tempera-
ture (TRXS) observed by RIXS measurements decrease with
Peti- Schematic peg dependences of TCRIXS observed in nicke-
lates and overdoped cuprates are shown in the Supplemental
Material (SM) [16]. TL.RIXS < 400K in nickelates is higher
than TRXS < 200K in cuprates. In both systems, the CDW
quantum critical point (QCP) attracts great attention since
Tsc becomes the maximum around the CDW QCP. In nick-
elates, critical hole doping is pff ~ 0.25 [12], while peff ~
0.18 in YBCO cuprates [17,18]. Near the CDW QCP, the
non-Fermi-liquid transport phenomena have been observed

2469-9950/2023/108(24)/L241119(6)

L241119-1

[19-22]. Interestingly, the pseudogap observed in Bi2212 for
Pett < 0.19[23,24] would originate from the CDW formation.
In contrast, Ref. [25] reports the absence of the CDW in
electron-doped cuprates.

The electronic states in RNiO, have been actively
studied by using the dynamical mean-field theory (DMFT)
[26,27]. Beside the DMFT, the pair-density-wave [28-30],
intertwined-order  [28,31],  spin-nematic/vestigial-order
[32-38], and orbital /bond-order [39—57] scenarios have been
proposed to explain the CDW. According to Refs. [54-56,58],
the bond order and spin current order in cuprates can be
explained by “the paramagnon-interference mechanism”
described by the nonlocal vertex corrections. The similar
theory has been applied to Fe-based superconductors
[43-48], twisted bilayer graphene [59], and kagome metal
[60,61].

In this paper, we study the origin of the 3D CDW in
RNiO, based on the paramagnon-interference mechanism by
using the 3D density-wave (DW) equation. We find that the
3D bond order with wave vector ¢° = (27/3,0, ¢¢) (0.27 <
q; < 2m/3) emerges, which is consistent with the 3D CDW
with g, ~ 0.6 and ¢, < 0.547 observed in experiments
[14]. The obtained p.s dependences of the bond order are
consistent with experiments [12]. The obtained strong bond
fluctuations lead to the non-Fermi liquid states and supercon-
ducting states [60].

The 3D bond order is derived by the paramagnon interfer-
ence due to the Aslamazov-Larkin (AL) terms in Fig. 1(a),
which are nonlocal irreducible vertex corrections. In the
paramagnon-interference mechanism, the charge channel or-
der with ¢ = Q — Q' originates from the interference between
the spin fluctuation with ¢ = Q and that with ¢ = Q’. This
mechanism is not derived from the mean-field-like approxi-
mation, such as the random-phase-approximation (RPA) and
the fluctuation-exchange approximation without the vertex
corrections. The present paramagnon-interference mechanism
would be a key concept toward a unified understanding of the
CDW orders in nickelates and cuprates.

©2023 American Physical Society
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FIG. 1. (a) Feynman diagrams of the AL1 and MT terms in the
DW equation where the wavy lines represent the spin fluctuations.
(b) 3D FSs in the present NdNiO, model, where the red line rep-
resents FS around the R point shown in Fig. 1(e). (c) FSs on the
k. = 0 plane. (d) FSs on k, = 7 plane. (e) FSs on k, = 0 plane.
Red, purple, and blue lines show FSs composed of orbitals 1, 2,
and 3, respectively. Black arrows are secondary 3D nesting vector
¢ ~ 21/3.0.¢%) (027 < ¢f < 27/3).

~

We analyze the following 3D three-orbital Hubbard model
for NdNiO,, where the d,»_> orbital of Ni, d,2, and d,, or-
bitals of Nd are taken into account: H = H® + HY, where
HP is the tight-binding model for NdNiO, based on Ref. [8].
We introduce the next-nearest-interlayer hopping ., of the Ni
d,>_y» orbital in order to reproduce the parallel FSs around the
M point obtained by other first-principles calculations [9,10].
Details of the model are explained in the SM [16]. Orbitals
1, 2, and 3 denote the Ni d,>_,» orbital, Nd d orbital, and
Nd d,, orbital, respectively. Hy is the Coulomb interaction,
where the Coulomb interaction of only orbital 1 is taken into
account since the results including the Coulomb interactions
of the three orbitals are almost the same.

Figures 1(b) and S1(a) in the SM [16] show 3D FSs and
band dispersion in this model (x = 0), where the number of
electrons is one. Since the FSs composed of orbitals 2 and
3 appear, the number of electrons for the Ni d,»_y» orbital
is about 0.86 (self-hole doping pgr = 0.14), which is con-
sistent with the self-hole doping reported in Refs. [6,7]. In
Nd;_,Sr,NiO,, the value of pgs decreases with doping x, and
Pseir ~ 0.09 for x = 0.15.

Here, we discuss the FS of the Ni d,>_,» orbital, which is
important to realize the CDW. Figure 1(c) shows the FSs in
the k; = 0 plane, where the FS composed of the Ni d,>_,»
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FIG. 2. (a) g dependences of x*(g,0) given by the RPA on the
q. = m plane, and (b) that on the g, = & plane in NdNiO.

orbital is similar to the FS of YBCO cuprates. Figure 1(d)
shows the FSs and 3D nesting ¢° ~ (27/3, 0, ¢¢) around the
X point. The spin susceptibility at ¢¢ is smaller than that at
primary nesting Q.. The nesting ¢¢ at the FS around the R
point shown in Fig. 1(e), which is absent in cuprates, assists
the secondary nesting. The small instability by the secondary
nesting causes the bond order at ¢ = ¢° (0.27 < ¢{ < 27/3)
with the aid of the AL vertex correction in the present theory
as shown later. Before discussing the CDW order, we calculate
the spin susceptibility for orbital 1 x°(g) because we dis-
cuss the spin-fluctuation-driven CDW mechanism. We obtain
x%(q) for g = (q, w,, = 2mnT) based on the RPA, which is
introduced in the SM [16]. x°(g) o (1 — oy)~!, where a; is
the spin Stoner factor. oy = 1 corresponds to spin-ordered
state. Hereafter, we fix 7 = 60 meV ~ 700K using kp = 1
unless otherwise noted.

Figures 2(a) and 2(b) show the obtained spin susceptibility
for orbital 1 x*(q, 0), which has a rather broad peak around
0, = 2n/3,2n /3, ). The value of x°(g, 0) becomes small
away from the g, = w plane, and other orbital components
of spin susceptibility are very small. In the present study, we
set the Coulomb interaction U; = 1.43 eV for orbital 1, which
is smaller than U; = 3-4eV obtained by the first-principles
calculations [6,9] since the self-energy is not included in the
present study. Approximately, the self-energy renormalizes
the value of U; to U;/z, where z (< 1) is the renormaliza-
tion factor. In order to decide the value of U;, we set the
value of oz = 0.95 at x = 0 (pegr = 0.14). The value of «
decreases with pegr. At x = 0.15 (pegr = 0.24), moderate spin
fluctuations, oy = 0.91, are obtained. These moderate spin
fluctuations are consistent with the experiment, where 1/71T
moderately increases for T < 100K [62].

Next, we analyze the CDW state in NdNiO, based on the
charge-channel DW equation [44,46,58]. A rigorous formal-
ism of the DW equation has been constructed based on the
Luttinger-Ward theory in Ref. [63]. The solution of the DW
equation gives the minimum of the grand potential in the
Luttinger-Ward theory, and therefore it is thermodynamically
stable. The optimized nonlocal form factor f4(k) for orbital 1,
which describes the DW order parameter, is derived from the
following linearized DW equation:

T
haf 1K) = 5 D 1k KOG KD FIK). (1
k!
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FIG. 3. (a) Obtained g dependence of A, on the g, = 0 plane, and
(b) that on the g, = 0.4 plane. (c) Schematic picture of 3D bond
order, where the red and blue bonds denote increased and decreased
hoppings. In addition, this bond order also has a modulation along
the z direction. (d)g, dependence of x°(q.,0,q.) for each ¢. at
x=0.

Aq is the eigenvalue of the form factor f9(k), g/(k) =
-Gk + %)G(k - %), I9(k, k") is the four-point vertex, and
k=1lk,e, = (2n+ 1)xT]. The charge-channel DW with
wave vector ¢ is established when the largest A, = 1. The
DW susceptibility is proportional to (1 — Aq)_l [63]. There-
fore, A, represents the strength of the DW instability. In the
DW Egq. (1), the Maki-Thompson (MT) terms and AL terms
are included in the four-point vertex, as we explain in the
SM [16]. Notably, the bond order solutions in the square
lattice and the anisotropic triangular lattice Hubbard models
[64] obtained by the DW equation have been verified by the
renormalization group (RG) methods [53,56,57], where the
higher-order vertex corrections are generated in a systematic
and unbiased manner. When x°(q) is large, the AL term in
Fig. 1(a) is strongly enhanced in proportion to Zp x*(p+
4°/2)x° (P —q°/2). where Q = p+¢°/2 and Q' = p — ¢°/2
close to the paramagnon wave vector Q, give dominant contri-
bution [44,46]. As a result, the interference mechanism causes
the charge-channel DW order at ¢° ~ Q@ — Q'. The MT term
is also important for the k dependence of f2(k).

Figures 3(a) and (b) show the g dependence of the obtained
Ag» which peaks at the 3D secondary nesting vector ¢°. From
the Fourier transformation of f¢ (k) shown in the SM [16], the
obtained order is identified as the d,>_,»-wave bond order. The
bond order has a period-three modulation in the x direction
as shown in Fig. 3(c) due to the g, component of ¢° (g5 ~
27 /3). In the bond-ordered state, the hopping integrals are
modulated. The obtained period-three bond order is consistent
with the experiments [12-15]. Since ¢¢ has g, component g,
the bond order also has a modulation along the z direction,
which is consistent with the 3D CDW with ¢, ~ 0.6 and
q; < 0.547 observed in Ref. [14].

In the following, we explain the decisive role of the non-
locality of the irreducible four-point vertex on the 3D bond
order [43-49,58]. As discussed in Ref. [58], in the presence
of moderate spin fluctuations, the AL terms give strong at-
traction between the Fermi momenta k and k' = 4k in the
DW Egq. (1), which leads to the relation f4° (k)f4 (k') > 0 for
k' = +k. Thus, the AL terms strongly enhance the instability
of various even-parity [ f(k) = f(—k)] DW states. In addition,
the MT term in Fig. 1(a) gives moderate repulsion between
the Fermi momenta k and k' = k — Q,, which leads to the re-
lation 4 (k)f? (k — Q,) < 0 at Q, ~ (27 /3,27 /3, 7). The
MT term favors the d-wave form factor with sign reversal,
as shown in Figs. S2(a) and (b) in the SM [16]. Due to the
cooperation between the attraction by the AL terms and the
repulsion by the MT term, the d,-_,»-wave bond order is
naturally realized at high transition temperature. We note that
the nonlocal and non-s-wave DW states cannot be obtained
when locally approximated I]'f)cal(e,,, €y) = Zk’k/ 1k, k') is
applied, even if the AL and MT terms are taken into ac-
count [64].

Here, we also explain the importance of the secondary
3D nesting with short wavelength shown in Figs. 1(d) and
1(e). This nesting assists the ¢ bond order. gZ(k) in the DW
Egq. (1) becomes large when both k 4+ % and k — 4 locate on
the FSs. The existence of this nesting is well recognized in
a broad peak structure of irreducible susceptibilities x°(q)(ox
>, &1(k)) for orbital 1 as shown in Fig. 3(d). This secondary
nesting stabilizes the 3D CDW in NdNiO,.

We stress that the ¢ = 0 DW orders have been realized
in various systems such as cuprates and Fe-based super-
conductors, and they can be naturally explained by the
paramagnon-interference mechanism. The g dependence of
DW order is sensitive to the structure of FSs. The three dimen-
sionality in FSs might be important to understand the absence
of ¢ = 0 order. Clarifying the presence or absence of ¢ = 0
order in RNiO; is an important future problem.

Here, we discuss the doping x dependence of the CDW in
Nd;_,Sr,NiO,. In this study, the hole-doping x is introduced
by the rigid-band shift for all three bands. Figure 4(a) shows
x dependence of g"**. ¢g7** is defined as a g, component of
q, where ), becomes maximum. The value of ¢7** decreases
with hole-doping x since the distance of the two FSs around
the M point, which is related to the 3D nesting ¢¢, decreases
with x. This x dependence is consistent with the experimental
results [12].

In order to derive the theoretical transition temperature
TPW, we calculate the T dependences of the maximum value
of Ag(= Amax) and o;. As shown in Fig. 4(b), Apa.x reaches
one at TPV = 73 meV forx = 0 (pesr = 0.14), while the spin-
ordered state is absent because oy < 1.

As discussed in the SM [16], we confirm that the obtained
results for 7 > 60 meV are reliable. Figure 4(c) shows the
obtained 7" dependence of Ap,x for each x for T > 60 meV.
We obtain almost perfect T'-linear A, for all x, and it reaches
unity for x < 0.05.

The T -linear A4 is generally realized in the paramagnon-
interference mechanism, like Fe-based superconductors [63],
which is consistent with the Curie-Weiss behavior of ne-
matic susceptibility observed in experiments [65,66]. Since
the mechanism of the present 3D CDW is the same
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FIG. 4. (a) x dependences of g7 in Nd;_,Sr,NiO,. (b) T de-
pendences of Ay and o for x =0 (pegr = 0.14). (c) Obtained T
dependences of An,x for x = 0, 0.025, 0.05, 0.075, 0.1, where the
dotted lines are fitted by the least squares. (d) x dependences of TPV
and TRXS Lines are calculation results, while green dots represent
experimental results in Ref. [12].

paramagnon interference, the 7 -linear behavior of Ap,x is
expected. By extrapolating the T'-linear Ap,x shown by dot-
ted line, we obtain reliable TPV (< 60meV) for each x >
0.05 shown in Fig. 4(d). This x dependence of long-range
order TPV is consistent with recent RIXS measurements
[12-15,17,18].

At the bond-order QCP (T.°V = 0), the non-Fermi-liquid
transport phenomena and the strong pairing interaction
are induced by the bond-order fluctuations [60]. In fact,
non-Fermi-liquid transport phenomena [19,20] and the en-
hancement of Tsc and H., have been observed near the
bond-order QCP.

In the present study, the obtained g; of the 3D CDW is
incommensurate. In contrast, g, = 0 of the 3D CDW has
been observed in YBCO cuprates under a large magnetic field
and a uniaxial strain [67-71]. This significant difference is
understood by the presence or absence of the 3D secondary
nesting. We note that the RIXS peak g, ~ 7 in the 2D CDW
phase in YBCO is much broader along the g, direction than
that of NdNiO, [14,69-71]. This fact means the realization of
the 3D CDW in NdNiO,.

Hereafter, we discuss differences in the CDW quantum
critical behaviors between RNiO, and cuprates. The CDW
in cuprates has been identified as the bond order by the

paramagnon-interference mechanism [54-56]. As shown in
Fig. S1(c), the CDW instability at a fixed pes in RNiO; is
stronger than that in cuprates. These differences are under-
stood by the strength of the Coulomb interaction: U; = 3.8eV
in RNiO, given by the first-principles calculation is larger
than U, = 2.6eV in Hg cuprates [9]. In addition, the 3D bond
order in RNiO; is stabilized by the 3D nesting ¢° around the
R point shown in Fig. 1(e), which is absent in cuprates. For
these reasons, the CDW (bond-order) instability in RNiO; is
stronger than that in cuprates.

Note that the obtained long-range-order may be over-
estimated when the self-energy is not taken into account. In
FeSe, the nematic transition temperature ~100K is well re-
produced by introducing the self-energy [63]. It is noteworthy
that this self-energy suppression is also important in the con-
text of superconducting (SC) fluctuation paraconductivity as
discussed in Ref. [72]. Interestingly, the functional RG study
[57] revealed that the AL diagrams of SC fluctuations give rise
to the orbital order. It is a fruitful future issue to include the
SC fluctuations in the kernel function of the DW equation.

In recent years, strong correlation theories such as the
DMFT [73-78], the cluster DMFT [79,80], the 2D density-
matrix RG (DMRG) [81-83], and the quantum Monte Carlo
methods [80,84,85] have made remarkable progress. Mott in-
sulators and pseudogaps can be explained. On the other hand,
the DW equation method, which belongs to the weak correla-
tion theory, is suitable for the analysis of “metallic ordered
states” such as CDW order [49]. This theory is applicable
to various metallic systems, such as “multiorbital and mul-
tisite models” like iron-based superconductors [43—49], and
kagome metals [60]. Notably, both the DW equation method
[58] and the DMRG study [86] lead to similar spin current
orders in the square lattice Hubbard model. Thus, the DW
equation theory is useful and reliable, and it is complementary
to the above strong correlation theories.

In summary, we studied the origin of the 3D CDW in
RNiO, based on a realistic 3D Hubbard model. We found
that the 3D CDW is identified as the d-wave bond or-
der with the wave vector ¢° ~ (27/3,0,¢%) (0.2 S ¢f S
27 /3). This 3D bond order with the period-three in the x
direction as shown in Fig. 3(c) is driven by the paramagnon-
interference mechanism, and it is further stabilized by the
secondary 3D short-wavelength nesting shown in Figs. 1(e)
and (f). The doping dependences of the CDW order have
been well reproduced by the present mechanism. The present
paramagnon-interference mechanism would be a key concept
toward a unified understanding of the CDW orders in nicke-
lates and cuprates. This is an important issue for the future.
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