PHYSICAL REVIEW B 108, L.220503 (2023)

Maximum entropy analytic continuation of anomalous self-energies
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The anomalous self-energy plays an important role in the analysis of superconducting states. Its spectral
weight provides information on the pairing glue of superconductors, but it can change in sign. In many numerical
approaches, for example, Monte Carlo methods based on the Nambu formalism, the anomalous self-energy is
obtained on the Matsubara axis, and nonpositive spectral weight cannot be directly obtained using the standard
maximum entropy analytic continuation method. Here, we introduce an auxiliary self-energy corresponding to
a linear combination of the normal and anomalous self-energies. We analytically and numerically prove that
this auxiliary function has non-negative spectral weight independent of the pairing symmetry, which allows to
compute the sign-changing spectrum of the original self-energy using the maximum entropy approach. As an
application, we calculate the momentum-resolved spectral function of K3Cg in the superconducting state.
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Introduction. The anomalous self-energy X*"°(k, w), de-
fined in the Gor’kov-Nambu formalism [1,2], with k the
crystal momentum and o the real frequency, plays a crucial
role in the theory of superconductivity. It is proportional to
the superconducting gap function A(k, ) [3], which provides
information on the spatial and dynamic structure of Cooper
pairing. The spatial structure, encoded in the k dependence of
3 determines the pairing symmetry as s, p, d wave, etc.
The static value £*"°(k, 0) measures the strength of pairing,
the high-frequency limit £%"°(k, 0o) is proportional to the su-
perconducting order parameter A, and the ratio X*"°(k, 0)/A
defines the effective attractive interaction [4]. The Cooper
pairing in realistic superconductors is retarded. The retarda-
tion in conventional superconductors comes from the coupling
to phonons, but shows up in the frequency-dependent elec-
tron self-energy [5—11]. In unconventional superconductors,
the retardation originates from other types of excitations,
such as spin [12,13], orbital [4,14,15], or nonlocal mag-
netic fluctuations [16—19]. The retardation effect is described
by the frequency-dependent gap function, the calculation of
which is closely related to that of ¥*"°(k, w). Obtaining the
real-frequency X" is thus essential for understanding the
properties of superconductors and in particular the pairing
mechanisms.

The retarded nature of the pairing can be experimentally
measured. For example, the frequency dependence of the
local gap function can be measured in scanning tunneling mi-
croscopy (STM) experiments [20-22]. In the last two decades,
the development of laser angle-resolved photoemission spec-
troscopy (laser ARPES) [23,24] made it feasible to extract
2%k, w) and hence the gap function or pairing Eliash-
berg function with high momentum and frequency resolution
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[25,26]. Machine learning techniques have also recently been
used to extract X%"°(k, w) from ARPES data [27].

In numerical simulations of superconducting states, the
normal and anomalous self-energies are usually obtained
as a function of imaginary time or Matsubara frequency
iw,. Analytic continuation from the imaginary axis (iw,)
to the real-frequency axis (w + in) is needed to obtain the
real-frequency self-energy. In Migdal-Eliashberg studies of
conventional phonon-mediated pairing, X" and ¥*" can be
obtained on the Matsubara axis with high numerical accuracy,
so that the Padé approximation can be used for the ana-
lytic continuation [28]. Dynamical mean-field theory (DMFT)
[29-33] and its cluster extensions [34—40] in the Gor’kov-
Nambu formalism can be used to explore the typically
unconventional superconducting states of strongly correlated
electron systems. These methods map the interacting lattice
system in the superconducting state to a self-consistently de-
termined quantum impurity model with a superconducting
(SC) bath. Such an impurity model with a SC bath can be
solved with the exact diagonalization (ED) method [16,41,42]
directly on the real-frequency axis, circumventing the prob-
lem of analytical continuation [43—45]. However, ED impurity
solvers can only treat a limited number of impurity and bath
orbitals, which results in spiky spectra of the gap function or
self-energy.

Quantum Monte Carlo (QMC) methods provide a more
accurate description of the unconventional pairing state on
the Matsubara axis [38,46-53]. However, since QMC results
contain noise in the Green’s functions and self-energies, the
Padé approximation, which is not robust against noise, can
become unreliable. This method also does not ensure the pos-
itive spectral weight of the normal self-energy. The maximum
entropy (MaxEnt) method [54] is a more robust and widely
used method for the continuation of noisy numerical results,
but its direct application is limited to functions with a positive
definite spectrum. Unfortunately, the spectral weight of %"
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generally has sign changes on the real axis and thus MaxEnt
cannot be directly applied.

An auxiliary gap function A(iw,) = [A(iw,) —
A@01)]/(iw,), which is odd in w,, was introduced in Ref. [3]
and it was assumed that the spectral weight —Im A(w + in)
is positive. However, ED results (e.g., Fig. 1 in Ref. [43])
and the simple model systems treated below show that
sign changes may appear in —Im A(w +in) and hence
—Im A(w +in). In the case of particle-hole symmetric
systems, one can introduce and analytically continue an
auxiliary self-energy ¥, = X" £ ¥ with non-negative
spectral weight [55], but this method does not apply to
particle-hole asymmetric systems, such as cuprates with
realistic band structures, or the fulleride compound K;Cg
studied in this Letter. Reymbaut et al. [56] proposed the
so-called MaxEntAux method, where MaxEnt is applied to a
properly defined auxiliary Green’s function for a particle-hole
mixed operator with positive-definite spectral weight
A" (K, w) > 0. In this method, the spectral function of
the anomalous Green’s function A*°(k, w) can be extracted
as  A™(K, 0) = 3[A (K, ) — Ay (K, 0) — A, (k, —o)],
where A(w) is the normal spectral function. By using
the Dyson equation, one can obtain from this the spectral
function of the normal and anomalous self-energy, if the
normal interorbital components of the lattice Green’s function
vanish. However, many realistic systems do not satisfy this
condition for generic k. Also, to get the k-resolved spectral
function or optical conductivity in the SC state, one has to
perform MaxEntAux for each k point, which is more time
consuming than performing the analytic continuation of the
self-energy, especially when the self-energy can be assumed
to be local or restricted to a small cluster.

Auxiliary self-energy. The self-energy of an interacting
system, local or nonlocal, can be reproduced by an auxiliary
noninteracting Hamiltonian [57-59]. This is achieved by con-
necting noninteracting bath sites to the sites of the lattice.
The frequency dependence or retardation of the self-energy
is mimicked by the hopping between the bath and lattice sites.
(Note that this auxiliary bath is different from the effective
bath of the DMFT impurity model, which represents the lat-
tice environment.) Such an auxiliary model Hamiltonian is
also used in the hidden fermion theory [44], where the ¢
electrons are the electrons of the system and the f electrons
(hidden fermions) are those of the auxiliary bath sites. The
self-energy of the interacting system can be obtained by inte-
grating out the f degrees of freedom. In the SC state of the
interacting system, the hidden fermion model reads [44]

Hyp=Y" {[ec(m +5(K)]ef, ko + Y efa<k)fjkafakg}

ko

+ ) VoK) (£, ko + He.)

koo

- Z D.(k)(ckrc iy + Hec.)
k

— > Dy (K)(fukt fu-k, + He), M

ak

where €.(k) and €, (k) are the bare dispersions of the ¢ and
f fermions, while D.(k) and Dy, (k) represent the pairing
strength between the ¢ and f fermions, respectively. The
pairing symmetry is encoded in the k dependence of D (k)
and Dy, (k). The hybridization between the ¢ and f fermions
is denoted by V,, (k), while s(k) represents the high-frequency
limit of the normal self-energy (see below). In Eq. (1), we
consider the one-band case for the ¢ fermions.

Let us introduce the notations w™ = w + in [(—w)" =
—w + in ] with = 0F. By integrating out the f degrees of
freedom, one obtains the normal and anomalous self-energy
of the ¢ fermion as

Ve (K)*[0" + €, (K)]
(w*)? — €5, (k)?> — Dy, (k)*
—|Va(K)|*Dy, (k)
(w*)? — €7, (k)> — Dy, (K)?

T (wh) = sk)+ ) &)

T(@h) = De(k) + Y 3)

The derivation of these expressions is provided in Appendix A
of Ref. [44]. s(k) [D.(k)] is the frequency-independent part
of the normal (anomalous) self-energy. Obviously, the poles
of Z° and X" are located at the same energies wy =
+/€s, (k) + Dy, (k)%

We now define the auxiliary self-energy in the Matsubara
frequency space as the following linear combination of the
normal and anomalous self-energy,

S (o) — TR0 (—ieon)
2
= " (iwn) + i Tm B (i), 4)

S (lwy) = 0 (lwn) +

where in the second step a paramagnetic state is assumed with
Enor _ Enor _ Enor
k1t = “k| = “k - .
The real-frequency auxiliary self-energy of the paramag-
netic state thus reads
(™)

T (o) — TP (—o™)

— EﬁnO(a)+) +

2
Re X nor + — Re Zrorp(— +
=Re Z"™(0™) + % (@) 2e kL)l
Im Z(0") + Im Z[(—w) ']

+ilm 2" (w™) + i

2
)
where the property Ep(—w™) = [Zp(—w)1)]* has been
used.
The auxiliary self-energy corresponding to Egs. (2) and
(3) has positive definite spectral weight. A straightforward
derivation [see Supplemental Material (SM) [60]] gives

Im X*(w + in)
== Va(k)*n

L @=DL 0P 40 e, ()
[0? — 1 = €7, (k)2 = Dy, (K)° + 4o

which yields A$*(w) = —Im X**(w + in)/m > 0. Hence,
the auxiliary self-energy defined in Eq. (4) has positive spec-

<0, (6)
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FIG. 1. (a), (b) Imaginary part of the real-frequency normal and
anomalous (auxiliary) self-energy corresponding to an impurity sys-
tem with s-wave pairing [Eq. (8)]. The parameters are ¢, =0, V =
02, 7T=0.1,U =1.0,A =0.05, o = 0.5U — 0.4, n = 0.005. The
total filling of the system (impurity plus bath site) is 1.77, while half
filling corresponds to 2.

tral weight, and thus can be analytically continued with
MaxEnt.

If the normalization of A';’r(aux)(w) can be determined
by calculating static four-particle correlation functions [61],
it is possible to perform MaxEnt directly on X" (iw,)
and X**(iw,). Alternatively, one may define two auxil-
iary Green’s functions for X** and X", G‘]‘t‘;),k(iwn) =

1/ (i, — [ (iw,) — Sp0™Y), respectively, with o
the value of the self-energy in the high-frequency limit. Since
Gﬁ‘}‘é‘)’k(ia)ﬂ) has positive definite spectral weight, we can per-
form a standard MaxEnt analytic continuation [54] and then
apply the Kramers-Kronig transformation to get G“l“(’é)’k(w +
in). We note that MaxEnt is not the only choice for the
continuation of Gg“l’(‘(iwn). All analytic continuation methods
taking into account the positivity of the spectral weight can be
used, including MaxEnt [54], sparse modeling [62,63], an arti-
ficial neural network approach [64] for numerical results with
stochastic noise, and the Nevanlinna analytical continuation
method [65]. Also the Padé approximation [28] can in princi-
ple be used if the stochastic noise is small enough. After this

step, we can obtain the real-frequency self-energy as follows:

e -1
B = o - G @)+,
Eﬁor(w+) _ EEOI(—afL)

)

(") = % (eh) — 5
Benchmarks. In the following, we provide two benchmarks
to verify that AZ™ (w) is positive definite.
(1) Anderson model with s-wave pairing. Here, we con-
sider an Anderson impurity model with a single bath site with
s-wave pairing. The Hamiltonian is

H =Ungsig, — w(igr + faqy) + Eb(ﬂCT + ebcl'ci
+ Alcyey +Hee) + (Vdjey +Vde, +He),  (8)

with d the impurity operators and c the bath operators. U is the
on-site interaction, p the chemical potential, V the hybridiza-
tion parameter, €, the bath energy level, and A the pair field.
The real-frequency normal and anomalous Green’s functions
can be calculated using the Lehmann representation, with
eigenstates and eigenenergies obtained by ED. The Dyson
equation in the Nambu formalism then yields the self-energy.
The real-frequency auxiliary self-energy is obtained according

(a) (b)
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FIG. 2. (a), (b) The imaginary part of the real-frequency normal
and anomalous (auxiliary) self-energy at the X point for a d-wave
SC solution of the Hubbard model, calculated within cellular DMFT
with an ED impurity solver. The filling per site is 0.935 and the
interaction is U = 8. The data of the normal and anomalous self-
energy are reproduced from Fig. 4 of Ref. [44]. The solid (dashed)
line shows the result much below (close to) T...

to Eq. (5). As shown in Fig. 1, which corresponds to a system
away from half filling, Im X*"*(w + in) is negative for all real
frequencies.

(2) d-wave pairing in the 2D Hubbard model. In the 2 x 2
cellular DMFT description with the ED impurity solver, the d-
wave SC state of the single-band Hubbard model on the square
lattice is mapped to a four-site cluster impurity model with,
e.g., two bath orbitals coupled to each site [16,42,43,66,67].
The cluster Green’s function in the Nambu formalism is diag-
onal in the four cluster momenta I' = (0, 0), X = (7, 0),Y =
(0, ), and M = (7, ). In the SC state, only the anomalous
self-energies for X and Y are nonzero, and they are opposite
in sign. We choose the X point and analyze the results from
Ref. [44] for filling n = 0.935 per site in Fig. 2. As can be seen
in Fig. 2(b), the spectral weight of the auxiliary self-energy
—Im Z®* (™) /7 is positive.

Application to the superconducting state of K3Cgy. The
alkali-doped fullerides A3C¢y (A = K, Rb, Cs) are strongly
correlated electron systems which exhibit a SC dome next
to a Mott insulating phase [68—76]. They are described by a
three-band Hubbard model with an inverted Hund’s coupling
resulting from the overscreening of the small bare Hund’s
coupling by Jahn-Teller phonons [70,73,77]. The intraor-
bital spin-singlet SC state is unconventional, with a pairing
glue originating from local orbital fluctuations, according to
DMEFT studies [4,15,78].

To the best of our knowledge, experimental ARPES results
for the SC state of A3Cgo are lacking, possibly due to the
strong air sensitivity of these compounds and the lack of
good single crystals. We are also not aware of any calculated
momentum-resolved electronic structures for the SC state of
A3Cg. The analytic continuation method presented in this
Letter makes it possible to obtain the real-frequency anoma-
lous self-energy, gap function and A(k, w).

Here, we focus on K3Cgo which is superconducting below
T. ~ 18 K [68]. The electronic structures are obtained within
the framework of density functional theory (DFT) plus DMFT
in the Nambu formalism (details of the method and parameters
can be found in the SM [60]). The real-frequency X£"°"(w) and
22 (w) at T = 10 K in the SC state, obtained with the aux-
iliary analytic continuation method and the MaxEnt code of
Ref. [83], are plotted in Fig. 3. As shown by the green curves,
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FIG. 3. The real-frequency X" (@) and X*°(w) of K3Cep at T =
10 K obtained by the auxiliary analytic continuation method. (a) and
(b) [(c) and (d)] show the results on a smaller (larger) energy window.
Re X" (w) (red line) in (a) is shifted down by the Hartree-Fock value
Re X% = 1.82 for a better visualization. The corresponding Mat-
subara frequency self-energies X" (iw,) and X** (iw,) are provided
in the SM [60]. Here, we only show results for one of the degenerate
t1, orbitals.

X%%(w) features sign changes both in the real and imagi-
nary parts. The corresponding A(K, w) is presented in Fig. 4.
Figure 4(a) shows the results for 7 = 10 K (<7, =~ 18 K), and
Fig. 4(b) a zoom of the low-energy spectrum along the I'-X
path. We find a tiny SC gap with Ay =~ 7.31/2 = 3.66 meV,
extracted at the half peak height [4] [Fig. 4(d)], which is
slightly larger than the experimental value of 3.0 meV ex-
tracted from optical conductivity measurements [84]. The
ratio 2A4./kgT. =~ 4.71 is in good agreement with the value
recently extracted from Raman scattering in Ref. [85]. A
2 A /kgT, ratio not much larger than the BCS result is con-
sistent with the fact that K3Cg is on the weak-coupling side
of the SC dome [74].

As one can see from Fig. 4(b), faint spectral features exist
inside the gap. This residual spectral weight leads to a partial
filling in of the gap in the local spectral function, as seen
in Fig. 4(d). It also contributes to the optical conductivity,
which is consistent with the experimentally observed upturn
in the real part of the optical conductivity in the energy range
<5 meV, which grows as temperature is raised from 7 = 6 K
toT =T, [84]. If T is increased above T, the gap disappears
[see the spectrum for 30 K in Fig. 4(c)]. Furthermore, the
bands broaden, which shows that the system becomes less
coherent. Indeed, according to previous model studies, we
expect the system to approach an orbital freezing crossover
at even higher temperatures [15]. The k-resolved spectra in a
larger energy window, which also show the Hubbard bands,
can be found in the SM [60].

Conclusions. We have addressed the problem of analytic
continuation of the anomalous self-energy with nonposi-
tive spectral weight. We introduced an auxiliary self-energy
X2 which is a linear combination of the normal and
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FIG. 4. Momentum-resolved spectral function A(k, @) of K3Cgp.
(a) A(k, w) for the superconducting state at 7 = 10 K. (b) Zoom
of the low-energy spectrum along I'-X in the region marked by
the white dashed box in (a). The white arrows highlight the back-
bending of the Bogoliubov bands. (¢) A(k, @) for the normal state at
T = 30 K. (d) Low-energy structures of the k-integrated normal and
anomalous spectra A™"@) () = —ﬂllmi 3, Grrao(k, w).

anomalous self-energy, and showed both analytically and
numerically that this function has positive definite spectral
weight, regardless of the space-time or spin structure of the
pairing state. This allows us to use the MaxEnt method to
analytically continue X** from the Matsubara to the real-
frequency axis and to extract the spectral weight of X"°.
Our method paves the way for systematic studies of the
momentum-resolved electronic structures of conventional and
unconventional superconductors. Access to the real-frequency
anomalous self-energy makes it possible to calculate the gap
function, spectral function, and optical conductivity, which
are important for comparisons with experiments, and for re-
vealing the pairing mechanism. We have demonstrated the
usefulness of our approach by computing the spectral function
of K3Cqp in the SC state. In the future, it will be interesting
to extend these calculations to other types of superconduc-
tors, and in particular to the d-wave superconducting state of
cuprates.

The data presented in this work can be downloaded from
Ref. [86].
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