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Hybrid dyons, inverted Lorentz force, and magnetic Nernst effect in quantum spin ice
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Topological magnets host two sets of gauge fields: that of native Maxwell electromagnetism, owing to
the magnetic dipole moment of its constituent microscopic moments, and that of the emergent gauge theory
describing the topological phase. Here, we show that in quantum spin ice, the emergent magnetic charges of the
latter carry native electric charge of the former. We both provide a general symmetry-based analysis underpinning
this result, and discuss a microscopic mechanism which binds a native electric charge to the emergent magnetic
one. This has important ramifications. First and foremost, an applied electric field gives rise to an emergent
magnetic field. This in turn exerts an “inverted” Lorentz force on moving emergent electric/native magnetic
charges. This can be probed via what we term a magnetic Nernst effect: Applying an electric field perpendicular
to a temperature gradient yields a magnetization perpendicular to both. Finally, and importantly as a further
potential experimental signature, a thermal gas of emergent magnetic charges will make an activated contribution

to the optical conductivity at low temperatures.
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Introduction. Spin liquids are a prominent class of model
systems for the study of interacting topological phases
[1]. They exhibit fractionalized excitations—holons, spinons,
monopoles—charged under the emergent gauge field which
appears in their low-energy description. Properties of these
gauge fields, in particular their signatures in experiments on
candidate spin-liquid materials, are a central subject of study
in condensed matter and materials physics [2—4].

In particular, how electromagnetic fields couple to emer-
gent fractionalized degrees of freedom [5] is of both
fundamental conceptual and practical importance. Concep-
tually, the question is which “quantum numbers” (or rather,
charges and moments) the emergent degrees of freedom in-
herit from the microscopic constituents as they break apart,
and practically, as the most straightforward way to couple
to material noninvasively—and hence to detect the emergent
particles—is to apply external electric and magnetic fields.

Perhaps the simplest candidate topological quantum mag-
net is quantum spin ice (QSI). QSIis a term applied to a family
of model systems (and materials) based on an Ising magnet on
the pyrochlore lattice [6] endowed with quantum dynamics in
the form of various types of spin-flip terms [7-11].

The gauge theory describing QSI is an emergent form of
quantum electrodynamics (eQED) [8,12]. It does, however,
differ from the well-known native QED (nQED) believed to
describe electromagnetism in matter in our universe in several
crucial respects. First, its coupling strength as parametrized
by its emergent fine-structure constant . is large, . = 10«
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[13], while its speed of emergent light ¢, is much smaller than
the speed of light ¢ in vacuo [14].

Second, it hosts two types of emergent charges, electric and
magnetic. In standard gauge theory language, electric fields
inhabit the lattice links. Their source are charges on the lattice
sites—the emergent electric charges which arise from mag-
netic moment fractionalization [15]. In classical spin ice, these
emergent electric charges are called magnetic monopoles as
they bind an irrational [16] native magnetic charge Q™ =
2u/ay (as well as an electric dipole moment [17]) with a
concomitant magnetic Coulomb interaction. Here, u is the
native magnetic dipole moment of the spins, while a; is a
lattice constant.

Here and in the following, we use capital letters for the
native (also referred to as applied) fields (E, B) and their re-
spective charges (Q°, Q™), with lowercase letters denoting the
corresponding emergent quantities (€, b, ¢°, ™) (see Table I).
For the various constants, such as « and ¢ above, we use the
subscript e to distinguish the quantities in the emergent gauge
theory.

The emergent magnetic charges ¢, as well as the inter-
actions between applied electromagnetic fields and emergent
electric and magnetic charges, are the focus of the present
Letter. The emergent magnetic charges (b charges) are not
as easily visualized as their electric counterparts (e charges):
While the latter correspond to violations of the ice rules (de-
scribed below), the former manifest themselves in nontrivial
phase relations in a quantum wave function consisting of a
superposition of many classical spin ice configurations.

The b charges therefore only emerge in a regime where
the quantum dynamics is sufficiently coherent to allow for
resonance processes between configurations involving many
spins—two spin ice configurations minimally differ by six
spins arranged head to tail on a hexagonal loop. As illus-
trated in Fig. 1, if the wave-function components differing
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TABLE I. Discrete symmetry properties of the native and emer-
gent electromagnetic fields, and notation for their corresponding
charge (densities).

Field Inversion Time reversal Charge (density)
E — 1 e 14
Native - +l 0" (P9
B +1 -1 o (P™)
3 1 — 1 e e
Emergent f + q (")
b —1 +1 q" (p™)

by the orientation of these six spins have a relative phase
factor exp{i¢/2}|{:*) + exp{—i¢/2}|<.¥), this corresponds to
an emergent flux ¢. Generally, two configurations differing by
a loop of flipped spins enter with a relative phase proportional
to the solid angle subtended by the loop with respect to the
emergent magnetic charge. A priori, detecting this charge re-
quires measuring such a phase, corresponding to a high-order
correlator in terms of the original spins.

Here, we provide an analysis—long-wavelength/
symmetry-based and then microscopic—of these two sets of
coupled gauge fields and charges. This allows us to address
all the points raised above concerning “quantum numbers”
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FIG. 1. (a) Emergent magnetic charge (small red sphere) emits
a uniform emergent b flux. Resonance of the hexagonal plaquette
[Eq. (3)] picks up a phase ¢, half the solid angle subtended by the
plaquette, as indicated by the cone. This couples linearly to the local
native electric polarization, indicated by the outward displacement of
an ion (blue sphere). (b) Left: Inverted Lorentz force—a horizontal
thermal gradient VT sets up a density gradient, and hence net drift
current of emergent e charges (green and yellow denoting opposite
charges) from the hot to the cold end, where the charges get pair
created and pair annihilated, respectively. Switching on a native elec-
tric field E induces a parallel emergent magnetic field b which leads
to a Lorentz force deflecting oppositely charged e charges, moving
with the same drift velocity vy, in opposite directions, indicated
by the green (yellow) arrow. Right: Magnetic Nernst effect in the
steady state—a surface e-charge distribution, which corresponds to a
net magnetization (thin arrows) M o« E x VT, sets up an emergent
electric field that balances the inverted Lorentz force.

and coupling/detection of the emergent charges. The answers
turn out to be intriguing and hold a number of surprises.

First, an emergent magnetic b-charge ¢™ also binds a native
electric E-charge Q°. It is in this sense that we use the word
“hybrid dyon,” as the combination of charges comes from
marrying the two gauge theories, native and emergent. From
this perspective, the well-known emergent electric e charge is
also a dyon, as it binds native magnetic charge. The general
symmetry analysis that underlies this effect suggests that hy-
brid dyons are a common feature of coupled gauge theories
(see, e.g., Ref. [18]).

Second, we map out the response to an applied electric
field E. This turns out to induce a uniform emergent mag-
netic field b and hence exerts an “inverted” Lorentz force
on the moving e charge. As a consequence, we predict a
“magnetic Nernst(-Ettinghausen) effect,” where a temperature
gradient orthogonal to an applied electric field goes along
with a magnetization perpendicular to both. We would like
to emphasize that the magnetic Nernst effect is a striking
and unusual thermoelectric phenomenon independent of the
emergent theoretical description.

Along the way, we point out that for the detection of the
emergent magnetic b charges, measuring phases of an en-
tangled wave function may not be necessary if one instead
directly probes the bound native electric charge Q°. This
may for instance be done via the optical conductivity, which
should contain an activated term at low temperatures, with a
coefficient of the corresponding Arrhenius law given by the
excitation energy of the emergent magnetic b charge. We note
that subgap optical conductivity has been argued to appear in
other spin liquids [19].

To link the long-wavelength considerations with micro-
scopic considerations, we provide a simple, detailed, and
transparent description of a process in a lattice model under-
pinning the coupling between the two gauge structures.

Effective theory and symmetry-allowed couplings. For-
mally, the Lagrangians of the two gauge theories are the
same (i = e = e, = 1; see Supplemental Material [20] for a
discussion of units):

1 1 - 1 1
L= E2 B> | + —&—cb). ()
Sra 8ma, \ c.

This needs to be supplemented by the Gauss’ law identi-
fying the charge densities P, p which act as sources of the
native and emergent fields, respectively. It is most tempting
to write down the equations V - E="P° /€0, V .B=P", Vv
é = p°/€pe, V - b= ™. The formal similarity of these equa-
tions hides important differences between native and emergent
gauge theories. Immediately obvious is that Maxwell’s equa-
tions state that there are no sources of the magnetic field,
P = 0, whereas there is no such restriction on the emergent
magnetic charge, p” # 0, in general. Nonetheless, as we will
expand on below, the possibility of bound charges, in the
standard parlance of Maxwell electromagnetism, can at least
partially plug this gap.

The differences extend further to the symmetry properties
of the fields. In Maxwell electromagnetism, the electric field E
is a vector, while the magnetic field Bisa pseudovector. While
the former is even under time reversal and odd under parity,
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the latter is the converse. By contrast, the emergent electric
field € corresponds microscopically to the magnetic moment
in spin ice—and hence has the same symmetry properties
as the native magnetic field, and again the converse for the
emergent magnetic field. Linear couplings between native and
emergent fields of the form b-Band @ E are hence forbid-
den. Rather, allowed couplings are

EeBdeBg‘E, EbEZngB-E-:. 2)

The first coupling is well known. It indicates that the emergent
electric field plays the role of native magnetization in spin
ice, M = g.gé. Since a unit e charge binds a magnetization
monopole charge Q™, as described above [15], we can fix
e N 2 e . Likewise, an applied B field induces & which
in turn ylefds a longitudinal force on e charges.

The second, lesser-known (though see Ref. [21]) coupling
1mphes that the emergent b induces an electric polarlzatlon
P = ngb Furthermore, an applied electric field E induces
an emergent b, which imposes a Lorentz force on moving
e charges. It also implies that b monopoles carry bound E
charge, QF = 27 g,r. This underpins the striking phenomena
presented in this Letter: the hybrid dyonic character of the
emergent magnetic b charges, the inverted Lorentz force, and
the magnetic Nernst effect. We return to microscopic esti-
mates of g,z below.

General considerations. One of the challenges of the
present Letter is to make contact between different pictures
that may be familiar from, e.g., undergraduate electromag-
netism or graduate topological physics courses, both of which
come with conceptual frameworks of their own, which are
not obviously compatible. The key link is provided by the
concepts of macroscopic bound charge and current. These
are encoded in standard macroscopic electromagnetism in
terms of the vector polarization P (not to be confused
with the scalar charge densities P*") and magnetization M
densities.

In the standard treatment, the bound charge P = —V - 13,
given by the divergence of the polarization, corresponds to
an actual electric charge density. Accordingly, in a monopole
configuration, P = —Qe#, the charge bound at the origin
need not be quantized. The analogous bound magnetic charge
P” = —V . M is not typically defined in textbooks, but it is
permitted so long as V .H=—V .M [16]. As far as the
response of the medium goes, whether or not either type of
charge is free or bound need not play a large role, but it is not
immaterial either. For instance, dc currents of bound charges
do not exist, as these would imply an unbounded buildup of
polarization or magnetization.

Hybrid dyons and their currents. As noted above, emergent
b charges bind irrational native E charge, just as emergent e
charges bind native magnetization B charge. Unlike “proper”
dyons, there is no Dirac-Zwanziger [22] quantization con-
dition governing the amount of bound native charge on an
emergent excitation, nor do P- and 7 -breaking perturbations
lead to a Witten effect [23], as they do for the allowed emer-
gent e and b charges [24].

An applied electric E or magnetic B field can thus in-
duce emergent currents. In particular, Eq. (2) implies that
E will drive a current of emergent magnetic b charges. The

complement, B inducing a current of emergent electric e
charges, has been studied under the heading of magnetricity
[25,26].

Activated optical conductivity. While an emergent elec-
tric current induces a change in the native magnetization of
the system, the emergent magnetic current changes the na-
tive electric polarization. An applied electric field inducing a
polarization may not be particularly surprising, just as mag-
netricity describes an applied magnetic field magnetizing a
sample. The challenge is how to separate out the contribution
of the topological magnetism to the total induced polarization.

Most simply, the density of emergent magnetic b-charge
carriers is activated with an Arrhenius-type activation gap set
by the (effective) ring-exchange energy scale g,. As these
carriers carry native E charge, they tend to screen applied £
fields much as a compensated semiconductor.

To detect these charges, one therefore needs to separate
out the relevant activated low-temperature contribution from
a measurement of the dielectric constant of the material as a
function of temperature. In practice, a number of conditions
have to be met. First, the measurement has to be conducted
at a frequency w high enough for there to be no significant
accumulation of bound charge on the sample surface. This
amounts to pmvdaﬁ Jw < 1, where v, is the drift velocity of
the charges. At the same time, the frequency needs to be low
enough for the b-charge carriers to respond as well-defined
carriers—a scale set by ring exchange g,.

Given this ring-exchange scale g, is typically believed to
be a rather small, in the sub-Kelvin regime, most phononic
modes will be well frozen out, but distinguishing “nontopo-
logical” background, e.g., due to possible impurities, from the
signal will presumably nonetheless be a challenge.

Inverted Lorentz force. The emergent fields generated
through an applied electromagnetic field via the linear cou-
plings in Eq. (2) can have further observable effects. The
possibility of coupling an applied electric field to an emergent
electric e charge via the latter’s native electric dipole moment
has been noted before [17], as has the coupling of an applied
magnetic field to an emergent magnetic b charge [27].

Here, we introduce an “inverted” Hall response: Applying
uniform E induces a uniform b, yielding a Lorentz force on
a moving emergent electric charge [Fig. 1(b)]. On account
of its hybrid dyonic character, a (Hall) current of p° thus
goes along with one of P™. The latter simply amounts to
an accumulation of (bound) charge on a sample surface, and
hence a net magnetization perpendicular to the applied electric
field. We call this an inverted Hall effect, as an applied electric
field yields a (native) magnetic response.

Now, there is an obstacle to the observation of Hall currents
of this type—in spin ice, positive and negative e charges
are perfectly compensated (to borrow the term from semi-
conductor physics). Their respective Hall currents therefore
cancel. This cancellation is not the end of story, however.
In the context of electronic physics, the study of various
longitudinal and transverse transport coefficients has a long
and distinguished history, a prominent subject of which has
been the (longitudinal) Seebeck and (transverse) Nernst(-
Ettinghausen) effects. It is the latter—observable also in com-
pensated situations—that we therefore turn our attention to.
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Magnetic Nernst effect. The missing ingredient is a thermal
gradient VT. This generates a density gradient of e charges,
as there is a higher density of activated charges on the hotter
side of the sample. This leads to a net particle (but zero
net charge) current from the hot to the cold region, with the
local equilibrium densities being established by pair creation
(annihilation) in the hotter (colder) regions [see Fig. 1(b)].

When an electric field E is applied perpendicularly to the
temperature gradient, the emergent electric e charges expe-
rience the inverted Lorentz force. Crucially, this points in
opposite directions for the opposite emergent electric charges,
as their drift velocity along the temperature gradient points
in the same direction. The results is a net emergent electric
charge current, perpendicular to both the temperature gradi-
ent and the applied electric field. This current results in the
buildup of a magnetization (for more details, see Fig. 1).

This combination of perpendicular temperature gradient,
applied electric field, and induced magnetization is what we
call the magnetic Nernst effect. This is in contrast to the
conventional Nernst effect where an electric field arises in the
presence of an applied magnetic field and thermal gradient.

Microscopic picture. The reader may worry that having
an effective theory is not quite sufficient as a basis for the
far-reaching results we have presented. It is at any rate clearly
desirable to analyze a microscopic model exhibiting these
effects as a point of principle. This can also yield an idea
on which (physically measurable) quantities the coupling g,g
depends.

To provide this, we proceed in two steps. We first identify a
microscopic operator with the required symmetry properties,
and then present a toy model to make transparent a mechanism
by which this term arises.

Candidate QSI materials are magnetic insulators in the
pyrochlore family with the generic chemical formula A, B, 0.
Here, A and B are usually rare-earth and transition metal ions,
respectively [28-36], residing on interpenetrating pyrochlore
lattices of corner-sharing tetrahedra. The local [111] axis, a
threefold rotational symmetry axis, is a natural quantization
direction. The local ground state doublet is then parametrized
by the direction of the (pseudo)spin of the A ion along this
axis, represented with the Pauli operators §l~, with the conven-
tion that S7 = %1 if the magnetic moment at atom i points
from an up-pointing tetrahedron to a down-pointing one.

When the interaction Hamiltonian is dominated by an ef-
fectively ferromagnetic nearest-neighbor Ising coupling, H =
J. > ij) SiS;» the many-ion ground states satisfy the ice rule:
At any tetrahedron, two moments point in and two point
out. In more formal terms, this is an emergent lattice Gauss’
law, div, $* = 0 where ¢ runs over tetrahedra. If off-diagonal
contributions to H are so weak that they only violate the ice
rule virtually, one may project the residual couplings into the
ice manifold to obtain an effective ring exchange Hamiltonian,

Hicez—g,ZS’LS StS-StS 4+ He. 3)

P27 P37 P4 Ps T Pe

Here, p runs over all of the hexagonal plaquettes in the py-
rochlore lattice and g, is the ring exchange coupling. Hic. is
the leading symmetry allowed term which does not violate the
ice rule, as it only acts to reverse cycles of moments pointed

head to tail; pictorially, it may be represented *::*) ({:ﬂ. Fur-
thermore, H;. realizes a deconfined Coulomb phase, in which
the emergent electric field e; is identified with the local S mo-
ment and the conjugate vector potential a; to the off-diagonal
raising and lower operators S* = e (see Ref. [8]). In this
language, Hi.. = —2g, Zp cos(curl, a).

Any microscopic operator which transforms as a polar, 7'-
even vector under the point group of the pyrochlore crystal is
allowed to contribute to the (native) electric dipole moment d
and couple to E linearly. From the long-wavelength consider-
ations, we expect the microscopic counterpart to the magnetic
flux b~ V x @ to behave appropriately. In the lattice gauge
theory rewriting, the emergent magnetic flux through a hexag-
onal plaquette is b, = curl, a ~ sin(curl, a). This leads us to
consider the dimensionless microscopic spin operator

O=iY i,5}5,8: 5,85 5,. )
P
where p runs over all oriented hexagonal plaquettes in the
pyrochlore lattice and 7, is the unit vector “normal” to the
plaquette with the sign given by the right-hand rule. It is now
an algebraic exercise to verify that O indeed transforms as
a T-even vector under the point group of the pyrochlore for
all of the symmetry classes of quantum spin ice (see Supple-
mental Material [20] for details). We expect that the six-body
operator O is the most local vector operator which survives
the ice projection—at any rate, it has been shown that none
are available for bilinear nearest-neighbor coupling [37].
Finally, we turn to an actual physical mechanism which
allows estimating the coupling P ~ g,z0. At first glance, in
an insulator, it is unclear how any such coupling between mag-
netic moments and native charge polarization can arise. The
Supplemental Material [20] includes a fully worked toy model
on a cubic version of the pyrochlore lattice, the geometry of
which hugely simplifies algebra and notation. The upshot is
the following.
The atomic dipole moment operators

i,=%d 3)
iep
for atoms i on the edges of a plaquette p can be formally

projected into the ice manifold to obtain an effective plaquette
dipole moment operator

M (dp)Prce. (6)

Here, d; is the dipole moment of the electron cloud relative to
the center of its atom i and Ssy is the generator of Schrieffer-
Wolff rotation into the ice manifold. Parity selection rules
require d; to vanish within the crystal field manifold of the
low-lying J multiplet of the A ion. Accordingly, the Schrieffer-
Wolff projection leads to an estimate

dest = 1cee

3

J2

N

0, @)

desy ~ do

where dj is the characteristic scale of the dipole moment of
the A ion, J,; is the scale of the nearest-neighbor magnetic
couplings off-diagonal in the ice basis, Ay is the energy of an
electronic configurational excitation in the A ion, and J; sets

1220402-4



HYBRID DYONS, INVERTED LORENTZ FORCE, AND ...

PHYSICAL REVIEW B 108, L.220402 (2023)

the gap to breaking the ice rules. We note that this estimate
provides a minimal contribution to the polarization P due to
b—the true polarization may be enhanced due to additional
physical processes.

Outlook. The prediction of the emergent b charge as a
stable quasiparticle in compact QED is one of the central
qualitative features of the QSI phase. Adducing experimental
evidence of these has turned out to be a formidable challenge.
Our work provides a route to experimental identification of
these particles and related phenomena associated with the
“coherence” of the quantum spin ice state. Indeed, the role of
coherence and determination of the stability of the quasipar-
ticles, their drift velocities, and the way in which the bound
charges described here “come along for the ride” are all in-
teresting topics in their own right. Clearly, the frequency and
temperature scales required to observe the effects described

here depend on these quantities, whose detailed determination
is not a simple theoretical exercise. We hope that near-term
experiments will shed light on these fascinating issues. Be-
yond magnetic materials one may also dream of artificial
implementations of spin ice physics [38—42], where the role
of the native fields may differ qualitatively on account of
the different nature of the underlying microscopic degrees of
freedom.
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