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Temperature, enthalpy, and kinetics of cerium resolidification under dynamic compression
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We report a method to measure the temperature and transition time of cerium resolidification after shock to the
liquid phase. Coating the highly reactive metal onto an inert optical window allows a supported shock to take a
pure sample through an isobaric thermodynamic trajectory as diffusion cools the sample under steady stress. We
measure the temperature of the liquid-to-epsilon transformation at a range of pressures to map the melt boundary
under dynamic compression. We use the transformation duration to bound transformation kinetics, constrain
transformation enthalpy and entropy, and explain discrepancies in predicted Hugoniot and melt coexistence in
published equation-of-state models. This technique enables exploration of dynamic phase transformation in a
variety of shocked materials.
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Locating phase boundaries in materials under dynamic
compression has been a central challenge for decades in the
field of shock physics. Phase transitions under hydrostatic
pressure were measured by Bridgman [1] and in subsequent
work by Jayaraman [2] and others using diamond-anvil cell
(DAC) compression. When Bancroft et al. [3] reported the
α − ε phase transition in iron under dynamic loading, it sub-
stantially validated the field of shock physics. Subsequent
studies used the variation in shock or sound speed in relation
to particle velocity to infer the presence of a phase change
[4–8]. The recent coupling of dynamic drivers with advanced
light sources [9–11] has taken the field further; x-ray diffrac-
tion (XRD) directly probes the phase of the material without
appealing to theory or static measurements. However, locating
a phase boundary in pressure-density (P–ρ) space is often
insufficient to fully constrain a multiphase equation of state
(EOS). Experimentally determining the temperature (T ) of
the shock state through wave speeds is impossible. Inferring
T from x-ray diagnostics requires a number of assumptions
about the material to determine temperature reliably and pre-
cisely; so far this has not proven feasible [12].

First-order transitions are defined by the specific volume
(ν = 1

ρ
) and entropy (S) change under isobaric or isother-

mal conditions, but dynamic experiments typically probe the
behavior of a material along an adiabatic path with varying
P and T . A means of probing the P–T path of a bound-
ary as well as the transition enthalpy would fully constrain
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a first-order transition (such as melting) and provide oth-
erwise inaccessible information necessary for the validation
of the multiphase EOS. The ongoing maturation of dynamic
temperature measurement via optical pyrometry has enabled
attempts to correlate phase and temperature. Early pyrometry
studies attempted to determine the dynamic melt boundaries
of materials by systematically measuring shock temperature
points across a range of shock stresses; refinements of this
method have been pursued up to the present [13–18]. This
requires an extensive series of experiments, each with well-
understood thermal properties statistically combined to reduce
measurement scatter. La Lone et al. [19] used stress releases
from the backs of flyer impactors to measure two-dimensional
P − T paths through the phase space of Sn, looking for inflec-
tions and coincidences indicative of the melt boundary. This
technique maps the boundary with greater fidelity in fewer
experiments. However, it cannot locate boundaries that do not
intersect a release isentrope. Additionally, a measurement of
the volume or enthalpy change, H , at constant P is still needed
to fully constrain the transition, i.e., dP

dT = H
T �ν

.
Pyrometric temperature measurements of metals require

measurement [18] or estimation [20] of emissivity and are
necessarily performed at a radiant interface across which
thermal diffusion may occur on the scale of microns within
the timescale of shock-wave experiments [21]. A thorough
understanding of the interface properties is needed to interpret
the measured temperatures and infer T in the bulk material,
far from the interface. See, for example, Grover and Urtiew
[22]. The pyrometric method of attaching an opaque sample
to a transparent anvil window via epoxy bond may simplify
this understanding by reducing thermal conduction out of
the sample, but epoxy can only be used at sufficiently low
P and T .

In this work we exploit thermal equilibration of a thin film
of shocked cerium (Ce) coated directly onto a lithium fluoride
(LiF) window to explore a portion of its high-pressure phase
diagram. Ce has a complex phase diagram containing multiple
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phases, the boundaries of which have been the subject of
experimental and theoretical temperature and phase studies
[11,17,18,23–26]. It is a highly reactive metal, making ex-
perimental samples especially prone to surface deterioration
[17,18]. This complicates the interpretation of measured in-
terface T and its relation to the bulk shock temperature of
pure Ce.

Rather than attempt to infer a temperature state far from
the measurement interface, we measure the film temperature
at the interface as an indication of dynamic phase change in
the film, in this case resolidification of shocked-melted Ce.
The impact of the thick flyer plate imparts a shock wave in
the thin-film coating. After this wave transits the film and
reaches the LiF, the stress local to these interfaces quickly
(<10 ns) reverberates to a constant value determined by
the impactor velocity and the shock impedances of the im-
pactor and window. Thermal evolution occurs over tens to
hundreds of nanoseconds under the nominally steady stress
conditions [27] maintained by the supported shock from the
impactor. Heat generated in the Ce by its relatively large vol-
ume collapse under shock compression elevates it to an initial
temperature greater than those of the impactor and window at
stress equilibrium. Heat within the Ce subsequently flows out
of the film and into the colder impactor and LiF, taking the
Ce through an isobaric phase-space trajectory. We measure
temperature evolution at the Ce–LiF interface and find that at
a certain temperature, the steady Ce cooling is interrupted by
the flow of latent heat out of the metal as its phase changes
from liquid to (ε phase) solid.

We performed five plate impact experiments, each with a
nominally identical target consisting of a LiF [100] crystal
(Asphera, Inc.), directly coated with a 2μm Ce polycrystalline
film and overcoated with a 0.5-μm protective Al layer. The
Al layer is necessary to preserve the pristine Ce material.
Details of the coating procedures are available from the au-
thors. We measured the ambient surface emissivity of the
Ce–LiF interface versus wavelength for each target and found
that it is consistent with prior work [28] for high-purity Ce:
approximately 0.6 at 400 nm and dropping monotonically to
around 0.3 at 2000 nm. The films may have a small amount
of porosity, up to 10% based on prior coating experience.
A porous sample assumes a higher initial shock compres-
sion temperature than a fully dense sample, but this should
have no impact on the melt boundary temperatures mea-
sured during cooling of the liquid-phase shock-compressed
film.

Figure 1 shows a schematic of the experiments. A planar
Al or Cu impactor, accelerated to a velocity between 2.05 and
2.51 km s−1 by a single-stage, 40-mm bore powder gun drove
a shock through the Al layer, the Ce layer, and into the LiF.
The impactor diameter of 25 mm and coated window diameter
of 38 mm delayed the release of stress at the window cir-
cumference, avoiding contamination of target radiance by LiF
fracture luminescence while maintaining continuous uniaxial
strain at the measurement radii. We measured the interface
velocity near the center of the Ce–LiF interface using photon
Doppler velocimetry (PDV) [29]. To determine temperature,
we measured the dynamic reflectance and emitted spectral
radiance of the shocked surface of the Ce, down to its optical
skin depth, using previously published methods [18,19,30].

FIG. 1. A schematic of the experimental configuration. The im-
pactor strikes the coated LiF window, and the radiance and interface
velocity of the Ce–LiF interface are recorded at a common radius
(4 mm) from the center, while reflectance is measured near the center.

We’ve made available a summary of the method and the raw
data for each experiment, see Supplemental Material [31].

Figure 2 shows the temperature and interface stress mea-
sured in experiment 3. Shock impedance at these stresses is
similar in LiF, Ce, and Al. Differences in initial stress between
the layers were modest and equilibrated to a steady state
determined by the impedance match between the LiF and
impactor in a time too short to resolve. PDV measurements
confirmed �400 ns duration of steady interface loading, end-
ing with arrival of the release wave from the back surface of
the impactor. The measured interface velocity allowed calcu-
lation of the equilibrium stress state from the stress-particle
velocity relationship of LiF [32,33]. The calculated initial
shock temperatures of the impactor and LiF layer are less
than ∼700 K, much lower than the shocked Ce film. After
initial shock heating, the Ce undergoes rapid cooling as heat
diffuses into the surrounding layers. The cooling is punctuated
by a clear interruption caused by the temporary competition
of heat conduction out of the Ce with the released heat of

FIG. 2. Temperature (red, left axis) and stress (blue, right axis)
vs time, measured at the Ce–LiF interface, for experiment 3. The
resolidification signature is visible at ∼75 ns and 1300 K.
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TABLE I. Experimental parameters and results.

Impactor Equilibrium
Impactor velocity interface stress Melt T

Experiment material (m s−1) (GPa) (K)

1 (211209) Al 2040 18.15 1184 ± 28
2 (220706) Al 2378 21.96 1324 ± 32
3 (210827) Al 2511 23.32 1295 ± 17
4 (220707) Al 2566 24.65 1375 ± 45
5 (211214) Cu 2046 26.93 1375 ± 44

solidification from the phase transformation. After a short
time, cooling resumes, eventually dropping the temperature
below the dynamic measurement limit of the pyrometer. The
experimental parameters and results for all experiments are
summarized in Table I. Cooling curves are shown in Fig. 3.

Figure 4 plots the observed temperature of transformation
from the liquid to the ε phase at each measured equilibrium
stress on the Ce phase diagram. These points constrain the
Ce high–P liquid–ε phase boundary from 18 to 27 GPa.
Although the timescale of our experiments is orders of mag-
nitude shorter, we find agreement with the results of Sitaud
et al., acquired in a DAC [34]. Sitaud looked for a pause in
temperature increase as a micron-scale sample melted under
laser heating at static pressure, while we measured a pause
in conductive cooling as a micron-scale sample solidified in a
shock experiment. We find this agreement interesting, as static
and dynamic melt boundary measurements often disagree,
sometimes dramatically [11].

The duration of the interruption, prior to resumption of
cooling, is roughly the time required to complete the resolid-
ification transformation. In experiments 1, 3, and 4, the time
for solidification appears to be between 25 and 50 (±10) ns.
Experiment 2 shows a slower cooling curve and longer reso-
lidification plateau of ∼90 ± 20 ns for unclear reasons. We
speculate that either the film was thicker than expected or
had a lower thermal conductivity. We observed that the LiF

FIG. 3. Measured temperature vs time traces for each experi-
ment, staggered in reverse order (5-1) for clarity. Resolidification
temperatures in Table I are taken as the peak (1,2,3) or midpoint (4,5)
of the dashed regions, with error bars chosen to span these regions.

FIG. 4. The cerium phase diagram showing solid and liquid
phases. The melt values reported by DAC measurements (Sitaud and
Jayaraman), with a Simon’s relationship curve fit, are shown in blue.
Our dynamic data (red) are consistent with the static data.

sample—the only sample with this issue—was slightly hazy
prior to coating, which may have caused some difference or
contamination in the film. In experiment 5 the change in the
cooling rate is less apparent. Its faster cooling could outcom-
pete the outflow of latent heat and more rapidly exhaust the
total amount, steepening the slope and shortening the duration
of the cooling interruption. Variation of the thermal properties
of the system at this higher temperature and pressure could
also impart some slope to T (t ) through resolidification. This
was also the only experiment that used a copper impactor
(to achieve a higher stress). In all cases, the apparent time
to complete phase transformation is considerably shorter than
the melt duration time of at least 600 ns suggested by Hixson
and La Lone under isobaric conditions [18]. The completion
of all observed solidifications in <100 ns, combined with
solidification times decreasing with increasing cooling rate
to as little as 25 ns, suggests that any liquid-to-ε transition
kinetics possesses characteristic timescales <25 ns. This sug-
gests that target surface imperfections, such as Ce compounds
formed by machining the sample or subsequent oxide/hydride
growth, might be responsible for the changes in emissivity
observed by Hixson and La Lone, while melt occurred rapidly.

We can use the temperature data to directly estimate the
latent heat of fusion �Hf and transition entropy �S f by com-
paring the measured cooling curve with the estimated cooling
curve in the absence of the transition. The latter is determined
by interpolation of the smoothly and slowly varying logarith-
mic cooling function. The integrated difference between these
two curves is the ratio of the enthalpy to the specific heat ca-
pacity: �Hf

Cp
= T �S f

Cp
. This ratio is similar for each experiment,

roughly 164 ± 26 K. Uncertainties in this estimate include
that in absolute temperature, in the beginning and end times
of solidification, and the interpolation of anticipated cooling
during the duration of solidification, and measurement noise.

Using Cp ∼ 0.27 J g−1 K−1 as reported [35,36] for liquid
Ce at ambient pressure, the heat of fusion, estimated from
all five experiments, is ∼44 ± 8 J g−1, and �S f ∼ 0.035 ±
0.012 J g−1 K−1 at experimental stresses of 18–27 GPa.
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Prior to these experiments it was thought that the high-
pressure enthalpy of fusion was much higher than we
estimate. Elkin et al. [25] capture the behavior in the γ –α

region of the phase diagram by treating the two phases as
a pseudobinary solid solution; however, recent results ap-
pear to show that the Elkin ε phase boundaries [37,38] and
shock Hugoniot [11,18,38] are inaccurate. In particular, the
Elkin EOS significantly overpredicts the extent of the solid-
liquid mixed-phase region on the Hugoniot, with �S f =
0.192 J g−1 K−1 at incipient melt, nearly a factor of 5 larger
than we found. Using the Simon fit to the melt bound-
ary from Sitaud et al., this would correspond to �Hf =
0.192 J g−1 K−1 × 1120 K = 214 J g−1, an overestimate by
the same factor.

We can also estimate �Hf and �S f by fixing the Hugo-
niot stress values for incipient melt and melt completion to
10.2 and 13.0 GPa, respectively, based on XRD data [11].
We then determine density using recently published solid
and liquid shock velocity–particle velocity fits [17]. Volume
changes across the melt transition are calculated assuming
an isentropic path from 10.2 → 11.6 GPa in the solid and
13.0 → 11.6 GPa in the liquid. We then apply two Birch’s
law fits to solid and liquid bulk sound speed data [11] and
determine the enthalpy in the solid and liquid at the mid-
point stress of 11.6 GPa. This gives �Hf ∼ 39 ± 20 J g−1.
Dividing by the melt temperature at 11.6 GPa, we calculate
�S f ∼ 0.034 ± 0.019 J g−1 K−1. The given uncertainties
result from uncertainties in stress at the beginning and com-
pletion of solidification, absolute temperature, and uncertainty
in the P-T slope of the isentropic paths. These estimates
for �Hf and �S f based on available experimental XRD
phase measurements support the values inferred from the
temperature hold during resolidification. Together these data
and analyses explain why the pressure range over which
the mixed phase coincides with the shock Hugoniot is so
narrow.

To investigate the nature of thermal diffusion in our exper-
iments, we created one-dimensional (1D) thermal diffusion
simulations, similar to those described in previous work
[21,39]. We found that the initial shock temperature (T0) of the
layers translated the calculated T (t ) curves along the T axis.
Varying the relative thermal conductivity (κ) of the layers
substantially affected cooling rate, while varying heat capacity
and initial temperature did not. No changes in these parame-
ters had strong correlation to changes in enthalpy. To estimate
�Hf from the simulation, initial shock T values were taken
from simulations performed with the hydrodynamics code
CTH [40]. We applied literature estimates for Cp and varied κ

for each layer to produce a best fit to the observed temperature
decay curves before and after resolidification, with �Hf = 0.
We then varied �Hf to match the experimental duration of
the pause in cooling. Figure 5 shows several example T (t )
traces, calculated at the Ce–LiF temperature measurement
interface, overlaid on the experimental data from experiment
3. Parameter values for LiF were κ = 2 W m−1 K−1, T0 =
520 K, for Ce κ = 50 W m−1 K−1, T0 = 1850 K, and for
Al κ = 240 W m−1 K−1, T0 = 580 K. Uncertainty in �Hf

FIG. 5. Simple thermal diffusion models of experiment 3. Pa-
rameters are fit before transformation with �Hf = 0, then �Hf is
varied to match the model (red, purple, gold) to the data (black with
gray uncertainty).

is simply estimated as the values at which the calculated
cooling curve diverged from the data by a factor outside of
the measurement noise. The best-fit estimate for experiment 3
suggests �Hf ∼ 39 ± 6 J g−1.

In conclusion, we have shown that thermal equilibration
between thin films and bulk materials can be used to probe a
range of thermal states under steady stress conditions and ex-
pose the liquid –ε melt boundary in Ce. The measured thermal
trajectories constrain the latent heat, entropy, and heat capac-
ity at the experimental stress and temperature. The calculated
enthalpy and entropy of fusion are significantly lower than
those used in the EOS model of Elkin et al., explaining the
narrow coexistence of the mixed-phase region and the shock
Hugoniot apparent in recent experiments. The data bound the
timescale of the transformation, ruling out kinetics on certain
timescales. Using proper thin-film configurations, it should
be possible to heat and cool various materials along isobaric
paths to observe the temperature, enthalpy, and kinetics of
liquid-solid and other phase transformations under dynamic
compression.
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