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Telecom-wavelength NV-center analogs in cubic boron nitride
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We apply first-principles calculations to investigate V3-Cg and Vp-Sig complexes in cubic boron nitride as
potential quantum defects. We find that these centers possess a triplet ground-state spin, analogous to that of the
prototype quantum defect, the NV center in diamond. In contrast, the main optical transition of these complexes
occurs in the telecom O-band, making them appealing for quantum networking applications. Furthermore,
the coupling to phonons is weaker than in the NV center, resulting in a much larger fraction of photons
(22%) being emitted in the zero-phonon line. One inherent drawback of the longer emission wavelength is
stronger nonradiative recombination; however, the resulting lower quantum efficiency can be mitigated by cavity

coupling.

DOI: 10.1103/PhysRevB.108.L.041102

Quantum defects are point defects or impurities embedded
in solids that have properties useful for quantum technologies.
The prototype quantum defect is the NV center in diamond,
a carbon vacancy neighboring a substitutional N impurity. In
the negative charge state, the NV center possesses a triplet
ground state, allowing it to act as a spin qubit. The NV center
has an optical interface that enables initialization and readout
of the ground-state spin [1]. These properties underlie the
NV center’s ubiquity in quantum-defect research, enabling
nanoscale sensing [2], quantum networking [3], and long-
range entanglement [4].

Despite these successes, the NV center has various limita-
tions. The optical interface is highly lossy: Less than 3% of the
emitted photons are in the well-defined quantum state (with a
wavelength corresponding to the zero-phonon line) that can
be used for entanglement. Furthermore, the emitted photons
are in the visible spectrum, which results in considerable
losses when transmitted via fiber-optic cables. An alternative
to the N'V center which emits photons at telecom wavelengths,
where fiber-optic losses are minimized [5], would be highly
desirable for networking. Moreover, such photons fall into
the second near-infrared window, which is advantageous for
biological sensing due to reduced interaction with biological
tissue [6].

Cubic boron nitride (c-BN) is a sister compound to dia-
mond, with similar properties such as an ultrawide band gap,
excellent stability, high thermal conductivity [7], and control-
lable dopability [8§—10]. The hexagonal phase of boron nitride
has received much attention as a host for quantum defects
[11,12], but comparatively little attention has been paid to
c-BN, likely due to the difficulty in growing high-quality
single crystals. Still, steady progress has been made [13—18],
and it is expected that the quality will continue to improve.
Photoluminescent centers in c-BN were observed [19], but
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their potential as quantum defects has not been assessed.
VB-On in c-BN was proposed as an NV-center analog [20,21],
but does not offer notable advantages over the NV center.
Various defect complexes in c-BN were calculated [22], but
the calculations relied on semi-local functionals and the abil-
ity of those complexes to act as quantum defects was not
assessed.

In this Letter, we utilize first-principles calculations based
on hybrid density functional theory to demonstrate that neutral
Vg-Cp and Vi-Sig complexes in c-BN are attractive quantum
defects. We find that they possess a triplet ground state, similar
to the NV center, which enables them to act as spin qubits.
We calculate the zero-field splitting and hyperfine parameters
to aid in experimental identification. The complexes emit
photons at telecom wavelengths within the O-band (1260—
1360 nm), making them useful for applications in long-range
quantum networking. Moreover, the coupling to phonons is
drastically smaller than in the NV center: We find that 22%
of the emitted photons are in the zero-phonon line and there-
fore in a well-defined quantum state. Lastly, we quantitatively
evaluate the radiative and nonradiative transition rates.

For our calculations, we use hybrid density functional the-
ory within the projector augmented-wave formalism [23] as
implemented in the VASP code [24]. We retain Fourier com-
ponents in the plane-wave basis up to an energy of 520 eV.
We use the hybrid functional of Heyd, Scuseria, and Ernz-
erhof [25] with the fraction of Hartree-Fock exchange set to
33%. These parameters result in an equilibrium lattice pa-
rameter a = 3.59 A and an indirect band gap of 6.26 eV, in
agreement with the experimental values of 3.62 A [26] and
6.36 eV [27].

We investigate defects in a 216-atom supercell obtained
from a 3 x 3 x 3 multiple of the eight-atom conventional
unit cell. Lattice parameters of the supercell are held fixed;
the atomic coordinates are relaxed until forces are below
10 meV/A. The Brillouin zone is integrated with a single spe-
cial point (1/4, 1/4, 1/4) [28]. Spin polarization is explicitly
taken into account.
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FIG. 1. Formation energies E/ of the substitutional impurities
(Cg, Cx, Sip, and Cag), V3, and impurity-vacancy complexes (Vz-Cg
and V3-Sip) as a function of the Fermi level Ef.

The formation energy E/ of a given defect X¢ in charge
state ¢ is defined as [29]

E'[X9] = E[X?] — Ewi[e-BN] = ) " miju; + qEr + A

€]

E is the total energy extracted from a supercell calculation
and Efr is the Fermi level. n; is the number of atoms of
atomic species i added to (n; > 0) or removed from (n; < 0)
the supercell and w; is the corresponding chemical potential.
w; = E; + Ap;, where E; is the single-atom energy for the
reference phase (e.g., bulk B for up). Under N-rich growth
conditions, Auxy =0 and Aug = —2.79 eV, which is the
calculated formation enthalpy of c-BN. For the incorporation
of impurities, we consider the secondary phases B;3C, with
enthalpy —0.82 eV and Si3N4 with enthalpy —9.12 eV. Finite-
size effects resulting from simulating a charged system in
periodic boundary conditions are accounted for in the correc-
tion term A4 [30].

The formation energies of the investigated defects are
shown in Fig. 1 for N-rich conditions, which represent the
most favorable conditions for incorporation of both Vg and
impurities on the B site. Boron vacancies act as acceptors
while Cg and Sig act as donors: These species will there-
fore be attracted by a Coulomb interaction. We will focus
on the neutral charge state of Vg-Cg and V3-Sig, since this
corresponds to the desired triplet state. Considering (Vz-Cp)°
as formed from binding Vj to Cg, we calculate a binding
energy of 1.33 eV. It is also possible that V-Cg is first formed
in a — or 2— charge state: If we consider the binding of
C; to the appropriate charge state of Vi to maintain charge
neutrality we find a binding energy of 1.97 eV for (V3-Cg)~
and 2.56 eV for (Vg-Cg)>~. The similarly calculated binding
energy is 1.47 eV for (V3-Sip)°, 2.25 eV for (V3-Sig)~, and
2.89 eV for (Va-Sig)?~. These sizable binding energies ensure
that, once formed, the complexes will remain stable.

The desired triplet ground state, which allows these centers
to act as spin qubits, is achieved for the neutral charge state of
Vg-Cp and Vi-Sip. c-BN is a high-symmetry crystal with point
group 7. In the absence of atomic relaxation, the introduction
of a vacancy and impurity on a second-nearest-neighbor site
reduces the symmetry to Cj;. In our calculations, we find a
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FIG. 2. Schematic position of the Kohn-Sham states in the spin-
minority channel with respect to the band edges. Occupied levels are
depicted with a red circle. The valence band is shown in blue and
the conduction band in orange. The charge density isosurfaces for
the Kohn-Sham states of Vg-Cg are shown on the right. B atoms
are shown in green, N in grey, and C in brown. The isosurfaces
are colored by the phase of the wave function, with red and blue
indicating opposite signs.

slight distortion that lowers the symmetry of the complex to
C;. The distortion is more severe in the case of Si, likely due
to the larger size of the impurity.

The Kohn-Sham states of the complexes in the spin-
minority channel are shown in Fig. 2. In the spin-majority
channel, all defect orbitals are occupied and slightly above or
resonant with the valence band. We explicitly verified that the
triplet state is the ground state by also calculating the singlet
state. Our calculations predict that the lowest singlet state is
140 meV above the triplet ground state of V3-Cg and 72 meV
above the triplet ground state of V3-Sig. It is worth noting
that the singlet states exhibit “antiferromagnetism,” which is
indicative of “broken-symmetry” character [31,32]. Various
studies have shown that the broken-symmetry states provide
a reliable description of energy differences within density
functional theory (DFT) [31,32].

Part of the appeal of the NV center is the ability to opti-
cally initialize, control, and readout the ground-state spin [1].
These dynamics are a result of an intersystem crossing from
the triplet manifold to the singlet manifold and subsequent
relaxation. A full assessment of the spin-dependent transition
rates and the higher-lying singlet excited states is beyond the
scope of this Letter. It is worthwhile to note that, even in
the absence of an efficient intersystem crossing, all-optical
techniques exist to manipulate the spin [33].

Due to the low symmetry of the center, all three mag-
netic sublevels are nondegenerate at zero field. In Table I we
list our computed zero-field splittings arising from spin-spin
dipolar interactions; these splittings are essential properties
for microwave control and also aid in experimental iden-
tification. We also computed the hyperfine coupling to the
nearest-neighbor '*N nuclei (Table I). We find that there is
negligible spin density (A values less than 3 MHz) on the
nearest-neighbor N nucleus closest to the impurity; the re-
ported values are for the other three nuclei. For V3-Cg, the
values for these three N neighbors are the same to within
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TABLE 1. The calculated zero-field splitting (D, D,, D) and
hyperfine (A,., A,,, A;;) parameters after diagonalization.

VB-CB VB-SiB
Zero-field Splitting [MHz] D, —1490 —3030
D, —1280 180
D, 2770 2850
N Hyperfine [MHz] A 30 30/29/21
Ayy 30 30/29/21
A, 75 88/79/45

1 MHz. For Vg-Sig, which has lower symmetry and hence
a more asymmetric spin density, we provide values for the
individual N atoms.

We now consider an optical process in which an electron
transitions between the highest occupied level and lowest
unoccupied level in the spin minority channel (Fig. 2). To
investigate the excited state, we use the constrained occu-
pation ASCF approach [34] and construct a configuration
coordinate diagram (CCD) using the NONRAD code [35]. The
CCD provides a succinct way to rationalize electron-phonon
coupling in the context of radiative or nonradiative transitions.
The CCDs for V3-Cg and Vi-Sip are shown in Fig. 3. Photons
produced from the zero-phonon line are in a well-defined
quantum state useful for entanglement. We find that the zero-
phonon line for Vg-Cg is 0.95 eV or 1305 nm. For V3-Sig,
the zero-phonon line is 0.89 eV or 1393 nm. Both of these
transitions fall within O-band telecom wavelengths, which is
excellent for long-range transmission of photons [5].

Electron-phonon coupling reduces the number of photons
emitted into the zero-phonon line and gives rise to a phonon
sideband. We can quantify the strength of electron-phonon
coupling through the Huang-Rhys factor [36]
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FIG. 3. Configuration coordinate diagrams for the spin-
conserving optical transition in (a) Vg-Sig and (b) Vg-Cg. Solid
blue lines indicate the potential energy surface of the excited state
and solid orange lines indicate the ground state. Red arrows denote
the zero-phonon line energy Ezp; and the average emission energy
E.n. The phonon frequencies for each potential energy surface are
labeled.

where €2, is the vibrational frequency of the ground state. AQ
is the mass-weighted difference in atomic geometries and is
given by

(AQY =) MR, — Ry, 3)
1

where I labels the atomic sites, M| is the /th atomic mass, and
R; ;. are the coordinates of the /th site in the ground (g) or
excited (e) state. We find a Huang-Rhys factor of § = 1.51
for both V3-Cp and V-Sig. As aresult, exp(—S) ~22% of the
photons will be in the zero-phonon line. This constitutes al-
most an order of magnitude improvement over the NV center.

We now address how fast these photons can be produced,
by (approximately) calculating the total radiative emission
rate using [37]

nVEZ3PLH“2
I 3meoc3it @
Here Ezpy is the zero-phonon line energy, u is the transition
dipole moment, and 7, is the index of refraction, which takes a
value of ~2.1 in c-BN [38]. We find a value of ' = 5.6 MHz
(7.3 MHz) for V3-Cg (V-Sig). This value is smaller than that
of the NV center [1], mostly due to the smaller transition
energy; however, this is a worthy price to pay for a telecom-
wavelength transition.

The quantum efficiency 7 of the transition is given by

I'r

S — 5
I'r + I'nr ©)

n

where I'yr is the nonradiative transition rate. The nonradiative
transition rate enabled by multiphonon emission [37,39] is
given by

2

I

2 A
FNR = 7We%g Z Wiy Z |<Xem|Q - Q0|Xgn>

X 8(EzpL + mhS2, — nhif2,), ©6)

where w,, is the thermal occupation factor for the mth
vibrational mode of the initial state. £2./, are the phonon fre-
quencies of the excited (e) and ground (g) state derived from
the configuration coordinate diagram, and Qy is the geometry
for the perturbative expansion. W,, is the electron-phonon
coupling matrix element. We evaluate the nonradiative tran-
sition rate enabled by multiphonon emission [37,39] using the
NONRAD code [35].

We find a nonradiative transition rate of I'yg = 10 GHz
(23 GHz) for V3-Cp (VB-Sip) at 4 K. The resulting quantum
efficiencies are then 0.05% for V-Cg and 0.03% for Vz-Sig.
The low quantum efficiency is not ideal but is not prohibitive.
In applications where the ground-state spin is utilized as
the qubit, the optical interface simply provides a means of
addressing the qubit. For such applications, the quantum ef-
ficiency is not a major limitation. However, when the photon
itself is used as a qubit or as a means of entanglement, single
photons need to be produced on demand [40]: One excitation
should result in one photon, which requires 100% quantum
efficiency. Fortunately, the low quantum efficiency can be
overcome by coupling to a photonic cavity: This increases the
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photon density of states, significantly enhancing the radiative
transition rate and therefore the quantum efficiency [41].

Photons at telecom wavelengths can also be produced
using rare-earth impurities [42]. However, the relevant transi-
tions are electric-dipole forbidden, and thus the corresponding
rates are remarkably low (kHz or lower); cavity coupling
is necessary to observe the emission in the first place [40].
In that sense, V3-Cp and Vp-Sig are an improvement since
they produce photons at a rate several of orders of magnitude
faster.

We now return to the issue of achieving the desired triplet
state, which corresponds to the neutral charge state and thus
requires the Fermi level to be between 1.47 and 2.56 eV for
Vi-Cp (1.42-2.43 eV for V3-Sip) (Fig. 1). The important role
played by the Fermi-level position in achieving the desired
spin state of a quantum defect is often overlooked, possibly
because it is not appreciated that in the case of the prototype
NV center in diamond one benefits from a fortuitous coin-
cidence: N impurities (which are abundantly present when
NV is formed) confine the Fermi level to a range where the
desired negative charge state of NV is stable [43]. We are
not so lucky in the case of the V3-Cg and V3-Sig complexes
in c-BN. Both Sig and Cg act as donors and will thus drive
the Fermi level towards the conduction band. Vg acts as a
compensating acceptor; when it forms during growth charge
neutrality would pin the Fermi level near the intersection point
of the formation energies of Sig (Cg) and Vg (Fig. 1), which is
still well outside the range where (V3-Sip ) and (V3-Cg)° are
stable. Alternatively, one could first attempt to obtain (largely)
uncompensated material doped with Sig or Cg by suppressing
the formation of Vg [9], and subsequently introduce vacancies
with irradiation (as is the common practice for creating the
NV center in diamond). However, this is still unlikely to result
in neutral complexes.

We therefore need a strategy to control the Fermi level.
One possibility is to introduce a dopant that will pin the Fermi
level (much like N controls the Fermi level in the case of the
NV center in diamond). In the case of the quantum defects
in c-BN, we would need to dope with impurities that have
either a (+/0) or (0/—) level within the desired Fermi-level
range; when such dopants dominate in the charge-neutrality
condition they will pin the Fermi level. Our search for such
impurities revealed only Cagp as a suitable candidate (Fig. 1).
Unfortunately, Cag has an extremely high formation energy.
Still, it would be interesting to examine whether any Ca is
incorporated in bulk c-BN grown from Ca-containing precur-
sors [13,14].

Another possibility is to take advantage of carbon itself:
When C is incorporated on the N (rather than the B) site,
it acts as a deep acceptor. If growth conditions are tuned
to favor incorporation of Cy as the dominant impurity, its
neutral charge state (assuming a background of donor-type
impurities) will pin the Fermi level around 1.24 eV, just shy
of the range where (Va-Cp)? is stable (Fig. 1). Some fraction
of C would still incorporate on the B site and would form the
Vg-Cp complexes, along with vacancies created by irradiation.

While the Fermi level pinned by Cy is slightly outside the
range where (V3-Cg)° is stable, it might actually be brought
within that range due to band bending. Since Cy pins the
Fermi level low in the gap, some amount of downward bend
bending is expected near the surface. Preferential activation
of centers in the near-surface region is actually beneficial for
optical control and for sensing applications.

Finally, we note that the correct charge state can also be
achieved if the setup allows applying a gate voltage. In the
case of Cyn doping, a small positive voltage (referenced to the
flat-band position) would lead to downward band bending and
bring the Fermi level within the region of stability of (Vz-Cg)°
for a range of depths below the surface. This method of control
could also conceivably be used to achieve the neutral charge
state even in the case where V3-Cg or Vg-Sig complexes are
formed in other charge states under near-equilibrium condi-
tions, but the Fermi level needs to be moved closer to the
valence band.

In conclusion, we assessed the potential of V5-Cg and
Vg-Sip in c-BN to act as quantum defects. These complexes
possess a triplet ground-state spin, similar to that of the
NV center. We evaluated the zero-field splitting and hyper-
fine parameters and found that the main optical transition
occurs at O-band telecom wavelengths, rendering it suit-
able for quantum networking applications. Electron-phonon
coupling is weaker than in the NV center, resulting in a
much larger fraction (22%) of photons to be emitted in
the zero-phonon line. While these features are a desirable
improvement over the NV center, one drawback of these
complexes is their low quantum efficiency. The low energy
of the transition is conducive to strong nonradiative recom-
bination enabled by multiphonon emission. Cavity coupling
can overcome this low quantum efficiency. Our work on these
defect complexes expands the database of potential quan-
tum defects, but also highlights the inherent trade-offs that
may be necessary in choosing a quantum defect for various
applications.

The data that supports the findings of this study are avail-
able from the corresponding author upon reasonable request.
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